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Abstract

We present a set of annotations taérarchi-

cal topic segmentatiorsndaction item subdi-
aloguescollected over 65 meetings from the
ICSI and ISL meeting corpora, designed to
support automatic meeting understanding and
analysis. We describe an architecture for repre-
senting, annotating, and analyzing multi-party
discourse, including: an ontology of multi-
modal discourse, a programming interface for
that ontology, and an audiovisual toolkit which
facilitates browsing and annotating discourse,
as well as visualizing and adjusting features for
machine learning tasks.
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tance envisioned include summarizing the meeting, ac-
tively bringing attention to relevant documents, and help-
ing the collaborative creation of documents in the course
of the meeting. Additionally, the content of meetings will
be presented in meeting browsewhich allows a user
to browse a top-level summary, locate pertinent portions,
and “drill down” into more detailed structure as desired.
In order to summarize meeting structure in a useful
way, it is therefore critical to first understand what sort
of structure best assists humans in browsing or review-
ing the contents of meetings. With this in mind, we de-
scribe anapplication-drivenapproach undertaken to an-
notate a set of meetings with relatively coarse structural
annotations with the hopes of spurring development of
automatic structural segmentation algorithms in this dif-
ficult domain. In the first half of the paper, we describe a
new set of annotations of the ICSI (Janin et al., 2003) and
ISL (Burger et al., 2002) meeting corpora that mark

The automatic processing and understanding of multerarchical topic segmentatioandaction itemsand then
party meetings has emerged recently as a major areaagfalyze inter-annotator agreement.
research. Technically, meetings present many interest-The remainder of the paper discusses an architecture
ing multidisciplinary challenges; for instance, they havejeveloped in the course of the project for both collect-
multiple interacting participants and contain spontaneoygg annotations over, and performing research tasks in-
speech, movement, and gesture. Commercially, th&}lving, multi-party discourse. In particular, we discuss
are interesting as they often involve important decisionsin ontology of multimodal discoursalong with its cor-
yet they are usually poorly documented. Several majgespondingontology programming interface We then
projects studying meetings are underway, including Mappresent araudiovisual toolkitbuilt using this program-
ping Meetings, M4,2 AMI, 2 ISL,* IM2,°> and CHIL?® ming interface, which was in turn used to develop the tool
In this paper, we view meetings from the perspective ofised to perform the annotations, as well as several other
building meeting understanding components which contools designed for manipulating meetings.

prise part of thecognitive personal office assistabe-  The annotations and tools described in this paper are at
ing designed for the CALO projectThe types of assis- ntp://godel.stanford.edu underSoftware

http://labrosa.ee.columbia.edu/mapmeet/
2http:/iwww.m4project.org
3http://iwww.amiproject.org
“http://[penance.is.cs.cmu.edu/meetiogm/
Shttp://diuf.unifr.ch/im2/
Shttp://chil.server.de/
"http://www.ai.sri.com/project/CALO

2 Annotation Motivations and Schema

We focus on two types of discourse structure annota-
tions. The firstfopic segmentatigrbreaks the discourse
up into a (hierarchical) sequence of topics. The second,
action item subdialoguesnarks particular utterances as



being relevant to the discussion or assignment of actidmroadcasts tend to consist primarily of scripted speech
items. In this section, we describe our motivations ir- with little spontaneity — produced by highly practiced
studying these phenomena, related work, and the iterprofessionals (though some work has also been done on
tive process by which we refined an application-driveimore spontaneous monologues, see (Passonneau and Lit-
annotation schema. man, 1997)). Topic boundaries in news broadcasts are
We worked with the ICSI Meeting corpus (Janin et al.designed to be obvious, with unambiguous shifts from
2003) and the ISL Meeting Corpus (Burger et al., 2002pne story to the next. In both domains, automatic seg-
because both contain high-quality close-talking micromentation algorithms tend to rely primarily on lexical
phone recordings of conversational speech in a meeto-occurrence statistics to calculate a measutexaal
ing environment, as well as word-level transcriptions andohesionbetween chunks of text (Hearst, 1994; Hearst,
utterance-level timing information. We focused mainlyl997). In the case of monologue, prosodic cues are of-
on the ICSI corpus because its contents most closetgn utilized as well (Tr et al.,, 2001; Hirschberg and
matched our task of processing fairly informal, office-Nakatani, 1998).
style meetings. In addition, extensive annotations have
already been completed on the ICSI corpus, includingdiscourse When turning to spontaneous discourse,
dialogue acts (Shriberg et al., 2004), “hot spots” (Wredeost previous work has followed this text/monologue ap-
and Shriberg, 2003), and some work on topic segmentaroach: for example, when (Galley et al., 2003) anno-
tion (Galley et al., 2003; Carletta and Kilgour, 2004).  tated 25 meetings in the ICSI Meeting corpus for top-
ics, the discourse was representiegarly as a series of
2.1 Topic Segmentations non-overlapping utterances, topics were represented as a
ear sequence of segments, and topic boundaries were
al

is providing a concrete definition of the problem — the owed only aspeaker changes\lthough we are aware

desired concepts of bothpic andsegmentationTo that of one project in whiclhierarchicaltopic annotations are

end, we first briefly discuss the conceptualizations—anl&emg used (on the I(?’SI corpus using the NIT.E XML
motivations behind those conceptualizations — that ha\;golk't (C_:arletta_and Kilgour, 2004)), no annotations are
arisen in the related fields of segmenting text and mon(¥-et publicly avallable.. .

logue. We then discuss previous work in segmenting dis- Rather than adapting th§ task of discourse s_egmenta-
course, our own motivations, and finally (in section 2.1.1}ion to make it look more like a text segmentation task,

outline an annotation schema derived from these motiv€ took anapplication-drivenapproach to segmenting
tions. discourse. Our motivation for topic segmentation was to

enable broad understanding of a discourse, providing a
Text and Monologues The segmenting of text docu- coarse summary segmentation for broad-perspective user
ments is often motivated by information retrieval tasks -browsing capabilities, and allowing for selective “drill-
for instance, so that a single appropriate segment can dewn” and replay; for more detailed discussion of the
returned matching a query. In some cases, topic boundtility of high-level segmentations, see (Banerjee et al.,
aries are hand-annotated, as in (Hearst, 1994). How©005). We therefore wanted to collect annotations which
ever, topic boundaries are often artificially created bgan be leveraged specifically to provide such capabilities
concatenating multiple articles together, as in (Galley dor a digital personal office assistant. Specifically, we in-
al., 2003; Choi, 2000). Moreover, since text is writ-structed the annotators to look at the problem of provid-
ten linearly, usually with clearly punctuated boundarieéng a topic segmentation from the perspective of utility:
in the form of sentences and paragraphs, it is natural tbthey were reviewing a meeting they might not have
assume that topic boundaries will occur at such placesttended, what segmentation would help them quickly
Thus, such “natural” boundaries both define and limit thédrill down” to portions they might be particularly inter-
search space. In addition to text, there has been much gsted in reviewing. While a bit vague, this description
search in segmentingon-conversational speechssen- of the task avoids biasing the annotators toward relying
tially monologues or series of monologues. For exampl@n particular discourse phenomena or restricting them to
much work has been done on automatically segmentirgarticular boundary locations; (Ries, 2001) argues that
broadcast news.g. (Tur et al., 2001; Beeferman et al., such an application-driven approach, with linguistically
1999; Allan et al., 1998). naive coders, may help best represent end-users of meet-

The tasks of segmenting text and monologue are simidg browser systems.

lar in that both tend to have fairly well defined topic struc- This application-driven approach proved difficult at
ture. In the case of artificial text corpora created througfirst, resulting in low inter-annotator agreement among
concatenation, topic boundaries can be objectively de¢he two undergraduate annotators in the first five meet-
fined over the concatenated article boundaries. Newsgs that were annotated. However, through discussions

A significant challenge in spoken discourse segmentatidiﬂ



intro| agenda | ) @ N |digits| end yvhich might not be.considered part of the meeting proper;
in section 3.3 we discuss how they play a role in defining

a reference segmentation. In addition, if a new topic is
Figure 1: A sample hierarchical meeting segmentationa continuation of a discussion of a previous topic left off
earlier, the convention is used that the same descriptive
of the annotations (often using the comparison tool, digext is given for both topics — implicitly linking them.
cussed in section 5.2) — although banning discussion that .
would result in annotators taking away shared concre 2 Action ltems
heuristics — an acceptable level of inter-annotator agredhough the focus of the annotation work was hierarchical
ment was reached for the majority of meetings (see set®pic segmentation, annotators also maréetion items
tion 3). Agreement results eventually reached a plateaBreviously, we have shown how simple task-assignment
at which point further discussion of the annotation guidecharts can be inferred from highly scripted, multimodal
lines was terminated. At this point, guidelines were themeetings (Kaiser et al., 2004). In moving to free-form
drawn summarizing the result of these discussion: ségeetings, identifyingdecision pointsike action items
(Gruenstein et al., 2004). follows as a natural first step in extending this work.
. ) For the purposes of annotation, we define an action
2.1.1 Topic Segmentation Schema item loosely as a task which is discussed in the meet-
In this section, we describe the schema that resulteghg and then assigned to a participant (or participants) to
Meetings were segmented according to a two-level hiekomplete at some point after the completion of the meet-
archical segmentation schema. In the toyjor) level of  ing. In our schema, action items are defined as sais-of
the hierarchy, the entire meeting is wholly and contiguterancesrather than start and end times: this is possible
ously segmented, where segment boundaries symboliggcause action items are usually discussed only briefly,
highly salient breaks in discourse structure and/or distinso it is feasible for an annotator to pinpoint particular ut-
guish parts of the discourse between which there is an okerances in which the discussion occurred. Moreover, itis
vious difference in subject matter. In the secomdn©r)  useful to identify as specifically as possible the utterances
level of the schema, major segments are optionally sufly which action items were discussed, as not all speech
segmented without a requirement for contiguity, but withwithin a time window may be relevant due to the high
overlapping segments forbidden. Minor segments signifievels of speech overlap in multi-party conversations.
either a temporary digression or a more focused discus- |t may be worthwhile in future annotation passes to fur-
sion of the SUbjeCt matter, while still remaining direct'yther C|assify each utterance into Categories sucpras
relevant to the encompassing major segment. Our pilglosal discussion andassignment Furthermore, it may
annotation work indicated that restricting topic breaks tge useful to mark information particular to the task, such

speaker changes was an unnatural restriction. Instead, @i the person it has been assigned to, its deadline, and its
schema allows topics to start and end at any point in th@|ation to other tasks.

discourse, even in the middle of a single speaker’s utter-
ance. Some ramifications of this choice are discussed & Analysis of Collected Annotations
section 3. Figure 1 depicts a meeting segmented accord-

ing to the schema, with vertical lines separating majoWe collected annotations for 49 me_etings_of the ICSI cor-
topics, and shaded areas representing minor topics. ~ PYS and 16 of the ISL corpus. In this section, we provide

Annotators also gave brief descriptive names to topicé Statistical analysis of our annotations, along with some
though no standards were set as to the format or contemore qualitative observations. We describe multiple al-
of the assigned names, with the exception of the followgorithms which have been applied to the data to make
ing reservedopic names: our analysis possible. We also provide an analysis of

o AGENDA the portion of the meeting in which the agendainter-annotator agreement using multiple metrics. Last,

is presented and discussed we compare our annotations to other similar datasets.

e INTRQ speech before the meeting "officially” begins (ap- .

pears in every meeting, though may have zero length) 3.1 Pre-processing

o END: speech after the meeting "officially” ends (appearsSome of the annotated meetings contain portions that

in every meeting, though may have zero length) should not be included in a proper analysis of topic struc-

e TECHNICAL DIFFICULTIESa period in which there are yre, including the ICSI digit readings and times when the

technical difficulties with recording equipment recording mechanism was not working properly. Also,

e DIGITS thle digits task in the ICSI meeting corpus [Seeevery meeting recording has a beginning and end which

(Janin etal., 2003)] do not actually contain meeting dialogue. Before analy-
Except for AGENDA the reserved names simply servesis, we therefore perform pre-processing of our annota-
the purpose of highlighting portions of the recordingtions to produce a segmentation that is free from these

time—w



idiosyncrasies. Because our annotators were asked to @raining automatic segmentation algorithms. Galley, et
notate these special cases, our pre-processing algorittain create a reference segmentation by establishing sets
simply takes the union of the set tiTRQO END, DIG-  of topic boundaries based on co-occurrence between an-
ITS and TECHNICAL DIFFICULTIESsegments from notations within 20 seconds. They then choose those sets
both annotators and removes those portions of the digshich have been annotated by a majority and establish a
course from both annotations, shifting the remainder intboundary at each set’s median time value.

a contiguous discourse. All the analyses presented belowlIn our current method, we employ the same strategy

were done after pre-processing. of discarding the minor segments. However, we believe
- benefit can be derived using our second tier of segmenta-
3.2 Segment and Break Classification tions as there are many cases where topic boundaries are

While most text segmentation methods constrain th@nnotated as a major shift by one annotator and as a mi-
number of possible segmentations by specifying a finitgor shift by the other, suggesting some level of agreement
set of discrete locations where segment boundaries m#jat should be used. Also a second tier of segmentation
occur (most often at sentence boundaries), our annoti#-an automatic segmentation application would likely be
tors were free to assign boundaries at any time duringseful for more localized “drill-down”. Therefore, we do
the discourse. Unfortunately, this complicates our use @fot believe this strategy should be a hard and fast rule:
standard evaluation metrics, and it doesn't suit iterativé/e provide our segmentations as individual annotations
automatic discourse segmentation algorithms which opvithout establishing a defined reference. We will likely
erate at discrete intervals of time. employ different strategies in the future for establishing a
To overcome these obstacles we transform our anntgference segmentation which incorporates minor bound-
tations into a set of classifications in two ways, arrivingries.
at what we call aegment classificatiosnd abreak clas-
sification For each of the two, the first step is to divide
the discourse into temporal units based on a set of pos#it this section we present the results of evaluating agree-
ble break locations, e.g. a set of evenly-spaced tempor&ent between our two annotators and compare multiple
values, utterance start times, or speaker changes. We @#eement metrics. The results show variance among
evenly-spaced intervals of 20 seconds in our analysis. Meetings, suggesting that the topic segmentation task
In the case of evenly-spaced windows, a discodrise May be ill-formed for certain clgsses of meetings. _
evenly divided intoi = |d|/n non-overlapping contigu- "€ current standard metric for measuring inter-
ous temporal intervals of length, with the last window annotator agreement in classification tasks is the kappa
realizing any remainder and possibly being cut short. Foitatistic () (Carletta, 1996). Whilds is a good mea-
the segment classificatioreach temporal unit is classi- Suré of how well annotators can agree on pinpointing
fied as to which topic segment it belongs. Temporal unit{Pic breaks at time points, it does not accomodate near-
which contain segment boundaries are classified simpl}iss break assignments in which annotators label differ-
by determining in which half of the unit the annotated®nt nearby time points as topic breaks. For the evaluation
boundary lies. If it lies in the later half, the unit is clas-Of Ségmentation algorithms specifically, two metrics are
sified as belonging to the previous topic segment. FJROSt commonly used?; (Beeferman et al., 1999) and
the earlier half, it is classified with the following topic WindowDiff (WD) (Pevzner and Hearst, 2002). These

segment. This produces segment boundaries which aiére designed principally to evaluate text segmentation
between windows. algorithms that operate at sentence boundaries, but can be

For break classificationeach unit is classified as to @Pplied to continuous-time segmentations through the use
whether or not it contains a topic boundary. This latteP Windowing. I, accommodates near-miss labelings by
interpretation is essential for making use of the Kappgonsidering how likely two time points are to be assigned
agreement statistic when the number of topic segmenf@ the same topic, whiléV’ D further refines this notion
is unconstrained, as it is here. This may be transformé?y Measuring the number of intervening topic breaks be-
back into a set of segment boundaries by placing boung€€n a time point assigned by annotators to distinct top-

aries at the center of windows which have been classifid8S- Each metric provides a reasonable, though different,
as containing a topic break. evaluation of inter-annotator agreement. Results given

below show a high degree of correlation among them.
3.3 Reference Segmentation Our measurement of< follows that suggested in

Another essential processing step is to produce a ref%%”ectta’t ﬁ996)192r81d. described fully in (Siegel and
ence segmentation from our individual annotations. This "~ astetian, )

is important to providing a comparison to other annota- P(A) - P(E)
tions such as those used in (Galley et al., 2003), and for K= 1— P(E)

3.4 Evaluating inter-annotator agreement



This measures pairwise agreement on classification Major topics  Major and minor topics
tasks, correcting for chance, whePéA) is the probabil- WD 33.8%/32.2% 34.8%/34.0%
ity of agreement and®(F) is the probability of chance P, 27.9%/25.0% 27.1%/26.1%
agreement between two annotators. Increasing values of] K  40.9%/44.0% 44.6%1/46.5%

K indicate better agreement. We use the break classifica- ] ]
tion form of our annotations when calculating this metric. Table 1. Mean/median agreement on segmentations
Our second measurement is a variationfn which

is computed as follows: all three of the above metrics in our evaluation, using a

SNk (5 (i, + ) T 0w iy + k) 20-second window width and/or step size.
=1 a\% ]
N —k 3.5 Results

P, estimates the probability that two randomly drawrMultiple graphs showing results for inter-annotator
temporal values occurring during the discourse are cla@dréement may be found in Figure 2. The top three plots

sified as being inlifferentsegments by the two segmenta-SNoW agreement based only on major topic boundaries.
tionsa andb — thus, decreasing, indicates better agree- The bottom three include minor topic boundaries in the
ment. Here,d,(t1, ) is an indicator function which evaluation. Each of the columns rows shows a pair-wise

comparison of two of the three metrics. Means and me-
dians are provided in Table 1.

As expected, the metrics show a high level of correla-
tion (correlation coefficients are given in the figure cap-

ment length, the metric provides appropriate results fd{ons)- It is difficult to say what values for our metrics
all degraded forms of segmentation, including randorgi9Nify @ “good” level of reliability in the annotations. In
segmentation. We impose a slight variation on the calcgompPutational linguistics, a value éf = .67 is gener-
lation of k by not treating one annotation as a referenc@lly Used as a cutoff for reliable analysis, though it has
and the other as a hypothesis, but rather by incorporatird§en suggested on multiple occasions that this is not ap-

both annotations when calculating the average segmeffePriate for all tasks (see (Eugenio and Glass, 2004) for
length. a discussion). Undeniably low scores do occur in our

The third and final metricjV’ D, is the most recently annotations. This is often found for meetings which in-

proposed and is a variation d# intended to improve its volved presentations of visual information, which made

tolerance of near-misses and varying segment size distfit€ @udio-only annotation task difficult. Some of this in-
formation may be gleaned from the available annotator

Py (a, b) =

evaluates td if the segmentatiox places the times;

andt, in the same segment. The operator represents
the XNOR function. As mentioned in (Beeferman et al.,
1999), if the valuek is set to half the mean topic seg-

butions: :
notes. Poor agreement and self-evaluation by the annota-

ZﬁV:—lk (|ba(i,i + k) — by (i,i + k)| > 0)  tors on some meetings suggest that some of the annota-

WD(a,b) = N _ k tions should not be used. It should be noted that there are

more numerous outliers in the evaluation of major seg-

Here, b« (t1,t2) replacesix(t1,t2) from Py, and is the ments only, which is a result of there being some meet-
number of segment boundaries occurring between timésgs which were only annotated as having as few as two
t; andts in the segmentation. This metric is different major boundaries.
from Py in that a penalty is assessed at each evaluation In addition, the two annotators marked 765 and 1076
point if the number of segment breaks in the interval isitterances respectively as belonging to discussion about
not equal between the annotations.Ap the number of action items. We have yet to do significant analysis of
breaks is not counted and a penalty is only assessedtliiese annotations and wish to produce further annotations
one total®) and the other does not. Fir D, we impose  of decision-making processes before using the data.
the same change to the calculationkods we do in our _ o
calculation ofP,.. 3.6 Comparison with similar corpora

Because our annotations have continuous-time bountit (Galley et al., 2003), 25 of the meetings in the ICSI
aries, we must establish a stepping methodifoFol-  Meeting corpus were hand annotated for topic breaks. A
lowing (Galley et al., 2003), we use 20-second steppinminimum of three annotators per meeting were given the
intervals. An investigation of inter-annotator agreementiask of deciding if eacBpeaker changmm a linearly rep-
for varying step sizes from 5 to 60 seconds showed n@sented meeting constituted a topic break.
significant change iP, or WD. An evaluation of K Due to their process of establishing a reference seg-
with varying break classification window widths showedmentation, topic boundary frequency is significantly dif-
a maximum at near 20 seconds. For the purposes of trarfierent between their annotations and our individual an-
parency and descriptiveness, we include measurementsitations. Our annotators produced major segments with
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14 — T ‘ tations of discourse, (2) working toward automatic dis-
—t+— Annotator 1 I . . . .

12 Annotator 2 X I 1 course segmentation, and (3) integrating our work with
* alley, et al

» other components comprising a digital office assistant
— including components responsible for vision, gesture,
and high-level reasoning. In this section, we discuss a
multimodal discourse ontologfMMDO) which has re-
sulted from these efforts, as well asaudiovisual toolkit

for manipulating multi-party discourse and annotations
of that discourse. In section 5 we give examples of tools
built thus far which make use of this architecture.
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Figure 3: Distribution of boundaries over meeting dura#-1 MMDO and Ontology Programming Interface
tion. In order to generically represent both corpora and anno-
tations of those corpora, we have deviseghatimodal

an average length of 225 and 212 seconds respectivecgfcourse ontologyMMDO). The MMDO is fully de-

while Galley, et al.’s average 684 seconds. Their ann cribed in (Niekrgsz ant_:i Purver, 2005 Niekrasz etal,
tations total 12.6 hours, while ours total 52.7, though afZOOS); here, we give a brief overview focusing on how the

ter removing meetings with poor agreement results, the%?to'gg'cfl frame;vork aII(_)vr\:s us to_un_lf)I/ seve:_a : re_search
figures will be more similar. threads. In accordance with our principlespplication-

One noteworthy statistic is the distribution of topicd.rIVen annotauons, the MMDO is a suitable rgpresenta—
boundaries over meeting duration, depicted in figure 4lonon top of which to build agents capable of integrating

The distribution is shown for each of our annotators an&’Ith others into a digital personal as_sls_,tant. .

from Galley, et al. While the total number of meetings The MMDO follows recent trends in information tech-
is different between the two sets, there are significantl qlogy which Eutrs]emantlcs[n t_rf1_e I'mi“g.ht Ot: dgta-
more topic changes in the latter half of the meetings fop''VeN researcn, the most significant being the Seman-

each. It will be interesting to take note of this statistic inflC Web (Berners-Lee et al., 2001) which brings ontol-

other corpora to see if the trend is universal. It is uncled?9Y @nd knowledge engineering in contact with the World
if this is a by-product of the annotation process or of th ide ng. Fo!lowmg th|s' trenq, research in annotation
meeting itself. of poth linguistic and multlmedla resources has begun to
shift away from the paradigm aharkuptoward that of

semantic annotatiofFarrar, forthcoming; Geurts et al.,
2003). While the former are commonly schematized in a
manner similar to an XML DTD, the latter is grounded in
We now turn to describing the architecture we have dea formal ontology, providing an expressive semantics to
veloped over the course of working with multi-party dis-the annotation and allowing inference.

course. Our architecture has grown out of three major The MMDO can be found as part of the software archi-
threads of research: (1) performing and viewing annadecture in figure 4. At the core is a general upper ontol-

4  Architecture for Meeting Annotation,
Research, and Browsing



([ Amotatet ] [comparison Tool) [Feature Visualizer] (Mesting Browser] sent annotations is the same as that used internally in the

CALO agent, the toolkit can be used to build applications
which can be integrated directly into end-user applica-
tions.

The audiovisual toolkit has been the primary ingredi-
ent in building several annotation-related software tools
discussed in section NOMOS(an annotation tool), the
Comparison Togland theFeature Visualizer The first
two were designed for the use of annotators, while the
Feature Visualizeis for researchers working on conver-
sational understanding systems. In addition, the audio-
visual toolkit serves as the basis foiMeeting Browser
tool currently under development, with which end-users
Figure 4: Architecture for annotating, browsing, and augj| pe able to browse through an automatically anno-
tomatically segmenting multi-party discourse tated meeting. Figure 4 shows the architectural hierar-

chy contributing to each piece of software. The audio-
2001)visual toolkit is implemented entirely in Java, as are the

ogy called the Component Library (Barker et al., ; _ . .
the core ontology used in the CALO project. This pro_ools built on top of it. Each has been used extensively

vides the most abstract level of semantics to the annotd19er se\(/jerql platforr]ms, i?lsluding.dWindovys 2000/XP,
tion schema such as events, entities, and roles. Buildifg® % and Linux. The toolkit provides an intuitive in-
from these general concepts, we have designed an ont Tactive mterfac;e for viewing anq listening tp a multi-
ogy of multimodal discourse. This layer encodes the corP—ar% conversa::on,b?gtentlallyd V‘r’:th annot(\';\/tlonsl_ over-
cepts important to understanding discourse, such as uttédY€d- Screenshots BlOMOSand thereature Visualizer
ances, words, speaking events, writing events, linguistic@" P€ found in figure 5 (see the appendix). Both tools
constituents, gesturing, etc. In its design, we place Spnsist of fairly minor additions to the generic frame-
emphasis on unifying our multiple research threads (e_&{ork, as the common interface of both demonstrates.

human-computer dialogue, open-domain parsing, meefranscription  In the GUI, each conversational partic-
ing modellng_, and lexical sem.ant|cs) both theorencallypam is assigned #&rack, in which the transcribed (or
and pragmatically where possible, as well as on captufacognized) utterances of that participant are displayed
ing as many of the commonly-held concepts in natural moying from left to right moves along the time axis. In
language research as possible. the screenshots shown in figure 5, each of the top seven

Using this ontology, we create a custom-made JaViyrizontal tracks are assigned to a particular conversa-
API, which we call anontology programming interface ional participant. Each small box on a track shows the

(OP1), using an algorithm which encodes the hypernymig.anscription of a single utterance, where the left- and
relations in the ontology as Java class inheritance anghhi hand sides of each box are time-aligned with the
encodes the class relations (attributes) as Java methodgyt and stop time of the utterance. The vertical slider
The OPI is written to interface with a triple-store data-4p, the left-hand side can be usedzimomin and out. al-

base back-end, which supports persistent access 10 anfjigiing the user to adjust how much of the transcription
tations, currently implemented using the Jena Semaniig yjewed at one time; this makes it easy to move from
Framework Kronobases a layer we have developed for 5 microscopic view of the discourse to a global one, and
meta-annotation, which allows the recording of importang 5.k \While figure 5(a) displays about a minute of dis-

aspects of annotation, including who performed it, whepg ;rse figure 5(b) shows about half an hour.
it was performed, and on which resources (other annota-

Audiovisual Toolkit H Feature Extractor

Ontology Programming
Interface (OPI)

OPI Generator

Ontology of
Multimodal Discourse

Component Library
Ontology (Barker, et al.)

[ e ||

Persistent Triple Store
(Jena)

tions) it is dependent. Annotations Major topics are signaled graphically on
o ) ) ) the tracks by alternating the background color between

4.2 Audiovisual Toolkit for Meeting Annotation, blue and cyan. Theninor breaks are indicated by the
Research, and Browsing narrower bands of alternating light and dark gray cen-

Leveraging the OPI is a generaudiovisual toolkitfor  tered vertically in the track. For instance, in figure 5(a)
working with discourses and their associated annotationthere are 2 major topics visible in the time slice shown;
The toolkit provides functionality for graphically display- in addition, the first major topic is a parent to two child

ing information stored in the ontology, thus creating aminor topics. Brief descriptions assigned to each major
generic platform in which any discourse can be loadednd minor topic are displayed in each track. Finally, the
so long as it can be converted to the appropriate formagntire hierarchy of topics is shown in the upper-left-hand
Moreover, since the underlying ontology used to reprecorner — clicking on any topic will shift the track display



below to the start of that topic. comparing annotations. Section 5.3 discusses a tool for
An example of annotations farction itemss also dis-  visual feature analysis which we have used in preliminary
played in figure 5(a). Two utterances by the speaker iautomatic segmentation work. Finally, in section 5.4 we
the second track have been shaded green to indicate thligcuss preliminary work in creatingaeeting browser
they are both related to the same action item. Moreovean end-user component of the CALO digital personal of-
the upper-right-hand corner shows that this discourse héise assistant. Taken together, these tools demonstrate the
been annotated with two action items. A brief descriptiofilexibility of the architecture we have developed, show-
of each appears, followed below by a summary of inforing how it can play a cross-cutting role across the tasks
mation about each utterance comprising that action itenof meeting annotation, browsing, and research.
the speaker id of the speaker who uttered it, its start and
stop time, the annotator’s id, and the transcription of thg 1 Annotation Tool: NOMOS
utterance itself. Clicking on an utterance will scroll the
track display to show that utterance. Each action item iShe annotation toolNOMOS is shown in figure 5(a). It
assigned a color, shown both in the summary in the upptgverages the full features of the audiovisual toolkit, com-
right and in the highlighted utterances in the display.  plementing them with additional features designed to al-
Finally, the hide button along the bottom toggles low for actually annotating a discourse. The tool as de-
whether the transcription is currently visible or hiddenscribed here is the result of a process of rapid iterative
Zooming out and hiding the transcription is an extremelyefinement which was coordinated with the period spent
useful way to quickly get a feel for the structure of therefining the annotation schema. We briefly note here fea-
meeting as a whole, as only the topic break annotatiorigres developed in the tool (as well as in the audiovisual
are visible without the clutter of the transcription. toolkit) which particularly decrease the high cognitive
load demanded by the annotation task. Notably, key ca-
Audio and Video The red vertical line on the right- pabilities revolve around simultaneously providing global
hand-side of figure 5(a) is the audio and/or video cursoand local insight into the meeting and annotations, as well
Itindicates the current position of playback: as playbacks the capability to easily revise draft annotations.
proceeds, it moves from left to right and the track dis- Topic and action items are annotated by using the

play is automatically scrolled. Buttons along the bottomy,4,se to bring up context menus on the discourse, or by
can be used to pause playback, or skip forward and back f.ying buttons along the bottom of the display. A topic

few secon_ds—allowing users to quickly replay a bit of th%ierarchy (shown in the upper left of figure 5(a)) and a
conversation, or quickly fast forward through parts of it)ist of annotation items (shown in the upper right) shows

Thefocusbutton is used to center the display around thg,g annotations at a global level. During the pilot period
current media location; conversely clicking in a particulag annotation, it became clear how important it was to be

Iocation in a track will move_ the cur_sor to that Iocation.ab|e to modify annotations after making an initial rough
An arbitrary number of audio and video streams can bfass through a discourse. As a result, capabilitiesgfor

mixed (for instance: video plus audio for each partic"namingand deletingboth topics and action items exist,

pant). as well as the ability tpromote demote or mergemajor

and minor topics as appropriate. In addition, “reminders”
toolkit. Currently, a regular expression can be provide&an be inserted at particular time pqlnts, allowing anno-
which will be matched against all of the topic names antators to make notes to refer back to in a subsequent pass.
notated in all corpora available. Clicking on the results, The annotators found when working with the tran-
will load the identified conversation into the tool, and thesctibed spoken corpora that there are both situations in
track window will be shifted to show the particular topicWhich the transcriptions are critical and ones in which
in question. This sort of capability will be a core featurdhe audio itself is critical. For instance, sometimes de-
of themeeting browsetut it is included in the toolkit as tecting a topic shift seems to have a lot to do with the
it was useful for the annotators as well — especially duftone of voice which could only be detected through lis-
ing the early iterative phase in which they spent a lot ofening to the audio. At other times, for instance during

Search A basic search capability is provided in the

time discussing their annotations. a lengthy monologue on a single topic, it might suffice
to skip quickly through the audio portion while skim-
5 Tools ming the transcriptions and looking for obvious pauses,

speaker changes, disfluencies, or other cues. It was in
The multimodal discourse ontology, associated ontologsesponse to this that the zooming capabilities of the au-
programming interface, and audiovisual toolkit providediovisual toolkit described above were developed, as well
the basis for several tools. In sections 5.1 and 5.2 we das the functionality described for efficiently skipping for-
scribe tools built using this framework for performing andward and back through the audio.



5.2 Annotation Comparison Tool associated schema. The browser is meant to allow users

During our phase of iteratively refining the schema, it wa& “drill down” through the structure of the meeting, eas-
quite important to be able to see each annotator's annoti{. Pinpointing segments of interest.

tions of a single meeting side-by-side. This capability is
implemented in €omparison Tool This tool does litle © Current and Future Work

above and beyond the basic capabilities provided by thehe \york described in this paper represents our first steps
audlowsgal tooII_<|t; it merely Ieverages_these capabilitie§, yard automatic meeting understanding for a personal
to graphically display several annotations for the samggice assistant. While coarse-level meeting segmentation
discourse stacked one above the o.ther. Zooming out ak 4 seful first step, we are tackling the problem from
lowed the annotators to get a rough idea of where areas of tiple angles including robust natural language chunk
disagreement and agreement were; these areas were tepsing dialogue act detection, argumentation structure
zoomed in on gnd discussed. i analysis, and decision detection. Our first steps in these
The comparison tool has also proved useful in compagyeas will likely be similar to those we have taken in

ing the annotations we've automatically generated usingsic segmentation: establishing modular additions to the

different machine learning techniques. Visually comparz,notation ontology, supporting this in our audio-visual

ing similarities and differences lends powerful (thoughoqkit, coding annotation, research, and application tools
perhaps anecdotal) insight into differences among alg¢gy them, and then collecting annotations. Annotation of

rithms. these richer structures will require use of the inference ca-
pabilities the ontology provides. For example, a tool de-
signed for the annotation of argumentative structure will
We have developed a geneFeature extractomndFea-  peeq 1o employ the constraints imposed by the ontology

ture Visualizerusing the ontology programming inter- o that structure through the use of reasoning engines to
face and audiovisual toolkit, as the architecture digraraynstrain the annotations a human can make.

in figure 4 shows. We meafeaturehere in the sense |, harajiel, we are currently developing an automatic
of features V\_’h'Ch Can_be comp_uted from dlscqurse aS B5pic segmenter, by training a classifier on the annota-
put to machine learning algorithms fexg. topic seg-  {jons presented above while using the presented software
mentation. Thd-eature Extractonis simply a set of Java famework for feature extraction and visualization. Ini-
classes which provide core functionality for processing investigation following a roughly similar approach
discourse, as .represented by the OE’I. Function.alities. i (Galley et al., 2003) (using a decision tree trained on
clude: extracting sets of utterances in a given time Wing, |exical cohesion values and some discourse-based
dow, turning these utterances into bags of words P§Eayres — speaker activity, speaker overlap, amount of si-

speaker, smoothing feature values, and calculating thg{f,.e _ and cross-validating over 25 ICSI meetings) has

derivatives. Moreover, generic tools are provided for 't'given averageP, error levels of around 0.35 for major

erating over discourses, processing them, and extractijgyics This is higher than Galley, et al. achieved on their
sets of feature values at regular intervals which can the:ﬂagmentation but this would be expected with our finer-
be piped directly into learners like decision trees or neurg);5ineq and less restricted notion of topic, and is at least
nets. L. i . comparable to our mean human annotator agreement or
TheFeature Visualizers built on top of the extraction 58 Fyture development will add prosodic features and
architecture and the audiovisual toolkit. It displays calcugzp, nk parser output. We also plan to expand our investi-
lated feature values alongside an annotated discourse,@giqn, into multimodal corpora currently being collected
shown in figure 5(b). Moreover, as the popup window irhy or CALO partners. This will allow incorporation of
figure 5(b) shows, it allows the user to dynamically modze41res extracted from video and whiteboard interaction.

ify each feature’s parameters (for example: window sizge || also begin to use speech recognition hypotheses
smoothing, or other feature-specific parameters) and iMsiher than transcriptions.

mediately observe the results. We have found the visual- Lastly, we expect to use our audio-visual toolkit as a

izer to be invaluable in debugging algorithms for feature, . ot the CALO office assistant itself. This will involve

extractors, tweaking parameter values, and hypothesizifye inteqration of our architecture with the CALO Desk-

new, interesting features. top environment, allowing for pervasive feedback to our
algorithms and online supervised learning.

5.3 Feature Visualizer

5.4 Meeting Browser

We are currently developing Bleeting Browsertool, Acknowledgments

which will sit on top of both the audiovisual toolkit and

the feature extractor. The eventual development of thithanks to our two annotators Michael Deeringer and Claire
tool is the motivation that has driven our annotations an@ilbert, to our CALO associates Satanjeev Banerjee and Bill
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o Edit Visualizations Help

Topic Breaks [cgilbert] | Action tems [cgibert]
I3 Topic Breaks [cailbert || [T Action tems [cgilbert)
[ INTRO (2-13.35) [egilbert] r @ EDiscuss naming conventions [cgilber]
) AGENDA (13.35-22.22) [coilber] [ speaker 011 (1,418.6-1,426.2) [egilbert | also wanted to say | have done all this chopping up of digits, 501 have some naming conventions th
@ T Digit data (22.22-448.48) cgiber] [ speaker 016 (1,425 56-1,420.7) egilben] : O right Veah. Right Defintely -
[0} speaker farms (100.13-133.33) [eailbert [ speaker 011 (1,425.2-1,428.97) eoilben: 5o lets o that o ine, we dont need o do it during the meeting
[ elicting prosocy (133.33-271.632) [egilber [ speaker 016 (1,453.56-1,458.48) [egiloert]: So at this pointwe can sort of finalize the naming, and so forth, and we'te gonna basically re-
[ reading word lists (403.3-419.78) [cgilber] [ sneaker 016 (1,459.21-1,457.64) [cgilber] : rewrite outthese waveforms thatwe didl because as you notice in the paper your "M_O_-four" in on
[ digitinstructions (419.82-448.42) [egilber] @ £ Look at Don's new drive [cgilber]
[ future cigitcollection-—creating a standard (448.48-609.72) [cgilber] [ Epeaker 011 (1,£69.23-1,871 69) [egilberl - 80 rerind me afterward and 1]
[ it roupings (609.72-675.08) [egilber) [ speaker 011 (1,872.41-1,875.56) [egilbert : and wel ook atyour disk and see where to put stuf.
@ comparing digits and spontaneous speech (675.08-745.8) [egilber] B
remove || show || cusor || edt || merge || promote || demote remove || show || cursor || ean
<

Zo 50,
@@

T CM I
no spare disk sitiing  know e W partition. Bquestion digits,
right? and we buy wanna anything
| e o o,

butthinkits| ¥ Ve its
e ah

efficient, if its
we have the Wb, ust

n|

I mean, S o
=1 |
right? And just|

aboutthe nk print-out here. So three|

1850 1860 | 1870 | 1880 | 1290 |

Do | [ e | Lot i Action: ® Ausr ) Actio e
(@) NOMOS- described in section 5.1

o Edit Visualizations Help

1

||

+ digit calle i 89 33 echo cancellaion ¢ 273Mimaking nlillauestic ns about com rressi

A4 110 =

queztion | ) oui {ompres on (1,49

imes
future digit e Izcior | criat comaarir cie 1 pping  oit¢ (788, ecao cancellation (1,273}
agenda

ik g

entin ]
future digit coltection--creati overlapping digs (8933 echo canci tation (1,273 making anlilauestions about compression (1,49
agenda

future digit collection--creati
agenda

silence CSey C

0 0 00 0 i 0 0

future digit collection-creati

bere BEEEE 0 B e 2o granularity 2.0 granutarity 2.0 granularity 2.0 granutarity 2.0 granularity 2.0
leftwindow 10.0 leftWindow |10.0 leftwindow |20.0 leftWindow 10.0 leftWindow |10.0 leftWinclow 10.0

future digit collection--creati averlapping | [smoothing 1.0 smoothing 1.0 smoothing 1.0 smoothing 1.0 smoathing 1.0 smoothing 0.0

e it oo it 0o it 0o it oo aiff 0o diff 0o
offset oo offset 0o offset 0o offset 0o offset 0o

future 3l an-creati

Initial Cue Phrases

‘Spealser Overlap

er Activity

CSeg Cohesion

Topic Break Strength

(b) Screenshot of the Feature Visualization Tool described in section 5.3
Figure 5: Tool screenshots. These are high resolution images; zooming in yields finer detail.



