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Abstract

A Chinese sentence is represented as a sequence of charac-
ters, and words are not separated from each other. In statisti-
cal machine translation, the conventional approach is to seg-
ment the Chinese character sequence into words during the
pre-processing. The training and translation are performed
afterwards. However, this method is not optimal for two rea-
sons: 1. The segmentations may be erroneous. 2. For a
given character sequence, the best segmentation depends on
its context and translation.

In order to minimize the translation errors, we take dif-
ferent segmentation alternatives instead of a single segmen-
tation into account and integrate the segmentation process
with the search for the best translation. The segmentation de-
cision is only taken during the generation of the translation.
With this method we are able to translate Chinese text at the
character level. The experiments on the IWSLT 2005 task
showed improvements in the translation performance using
two translation systems: a phrase-based system and a finite
state transducer based system. For the phrase-based system,
the improvement of the BLEU score is 1.5% absolute.

1. Introduction

In Chinese texts, words composed of single or multiple char-
acters are not separated by white space, which is different
from most of the European languages.

In statistical machine translation, the conventional way
is to segment the Chinese character sequence into Chinese
words before the training and translation.

We compared different segmentation methods in [1]. The
training and test texts can be segmented into words or used
at the character level. In the experiments in [1], the trans-
lation results with the previous method outperformed the re-
sults with the latter one.

Here we continued the investigation on the translation of
the text at the character level and developed a new method
yielding better translation results than when translation is at
the word level.

This method handles all the segmentation alternatives in-
stead of only the single-best segmentation. The single-best

one may contain errors or may be not optimal with respect to
the training corpus.

Instead of reading a single best segmented sentence, our
system handles all the segmentation alternatives by reading
a segmentation lattice. Similar approaches were applied in
the speech translation, e.g. [2], where the speech recognition
and text translation are combined by using the recognition
lattices. We also weight the different segmentations with a
language model trained on the Chinese corpus at the word
level. Weighting the word segmentation by language model
cost was introduced in [3].

To verify the improvements with the integrated segmen-
tation method, we experimented on two translation systems:
translation with the weighted finite state transducers and
translation with the phrase based approach. On the IWSLT
2005 task [4], using a phrase-based translation system, the
improvement of the BLEU score reached 1.5% absolute.

This paper is structured as follows: first we will briefly
review the baseline statistical machine translation system in
Section 2. In Section 3 we will discuss the idea, the theory,
as well as the generation process of the integrated segmenta-
tion approach compared to the conventional approach. The
experimental results for the IWSLT 2005 task [4] will be pre-
sented in Section 4.

2. Statistical machine translation system

2.1. Bayes decision rule

In statistical machine translation, we are given a source lan-
guage sentencefJ

1 = f1 . . . fj . . . fJ , which is to be trans-
lated into a target language sentenceeI

1 = e1 . . . ei . . . eI .
Among all possible target language sentences, we will
choose the sentence with the highest probability:

êÎ
1 = argmax

eI
1,I

{
Pr(eI

1|fJ
1 )

}
(1)

= argmax
eI
1,I

{
Pr(eI

1) · Pr(fJ
1 |eI

1)
}

(2)

The decomposition into two knowledge sources in Equa-
tion 2 is known as the source-channel approach to statisti-
cal machine translation [5]. It allows an independent model-
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ing of the target language modelPr(eI
1) and the translation

modelPr(fJ
1 |eI

1)
1.

In our system, the translation model is trained on a bilin-
gual corpus using GIZA++ [6], and the language model is
trained with the SRILM toolkit [7].

2.2. Weighted finite-state transducer-based translation

We use the weighted finite-state tool by [8]. Aweighted
finite-state transducer(Q, Σ∪{ε}, Ω∪{ε},K,E, i, F, λ, ρ)
is a structure with a set of statesQ, an alphabet of input sym-
bolsΣ, an alphabet of output symbolsΩ, a weight semiring
K, a set of arcsE, a single initial statei with weightλ and a
set of final statesF weighted by the functionρ : F → K. A
weighted finite-state acceptoris a weighted finite-state trans-
ducer without the output alphabet.

A composition algorithm is defined as: LetT1 : Σ∗ ×
Ω∗ → K andT2 : Ω∗×Γ∗ → K be two transducers defined
over the same semiringK. Their compositionT1◦T2 realizes
the functionT : Σ∗ × Γ∗ → K.

By using the structure of the weighted finite-state trans-
ducers, the translation model is simply estimated as the lan-
guage model on a bilanguage of source phrase/target phrase
tuples, see [9].

2.3. Phrase-based translation

The phrase-based translation model is described in [10]. A
phrase is a contiguous sequence of words. The pairs of
source and target phrases are extracted from the training cor-
pus and used in the translation.

The phrase translation probabilityPr(eI
1|fJ

1 ) is modeled
directly using a weighted log-linear combination of a trigram
language model and various translation models: a phrase
translation model and a word-based lexicon model. These
translation models are used for both directions:p(f |e) and
p(e|f). Additionally, we use a word penalty and a phrase
penalty. The model scaling factors are optimized with re-
spect to some evaluation criterion [11].

1The notational convention will be as follows: we use the symbolPr(·)
to denote general probability distributions with (nearly) no specific assump-
tions. In contrast, for model-based probability distributions, we use the
generic symbolp(·).

3. Segmentation methods

3.1. Conventional segmentation methods

In this section, we give a short overview of the current Chi-
nese word segmentation methods in statistical machine trans-
lation, most of these methods can be classified into three cat-
egories:

• The training and test texts are segmented with an auto-
matic segmentation tool.

Many segmentation tools use the dynamic program-
ming algorithm and find the word boundaries which
maximize the product of the word frequencies. But the
segmentation may contain some errors, and we also
found that a much more accurate word segmentation
does not always lead to a large improvement in the
translation performance.

• The training and test texts are segmented manually.

Manual segmentation avoids segmentation errors but
requires a human effort. Moreover, the correct seg-
mentation will not result in the best translation result,
if the segmentations in the test and training sets are
inconsistent.

• Each Chinese character is treated as a word

Training and translation at the Chinese character level
do not require additional tool or human effort. But
[1] showed that the translation results are not so good
as the results obtained when translation is at the word
level.

To minimize the number of lexicon entries and to ensure
the consistency of the segmentations in the training and in
the translation, we developed a new segmentation method,
which uses the training text at the word level and translate
the test text at the character level.

3.2. Idea

Figure 1 shows the translation procedures. With the conven-
tional method, only a single-best word segmentation is trans-
ferred to the search for the best translation. This approach
is not ideal because the segmentation may not be optimal for
the translation. Taking hard decisions in word segmentation
may lead to loss of the correct Chinese words.



Table 1: Example of a sentence and its translations.

Source sentence in characters: zai na li ban li deng ji shou xu ?
Manually segmented source sentence: zai nali banli dengji shouxu ?
Translation by single-best segmentation: where to go through boarding formalities ?
Translation by segmentation lattice: where do i make my boarding arrangements ?
One reference: where do i complete boarding procedures ?

With the integrated segmentation method in Figure 1, for
one input sentence, we take different segmentation alterna-
tives into account and represent them as a lattice. The input
to the translation system is then a set of lattices instead of the
segmented text. The search decision of the word segmenta-
tion is therefore combined with the translation decision, and
the best segmentation of a sentence is only selected while the
translation is generated.

3.3. Theory

In this section, we will explain the methods in Figure 1 in
detail. First, we will describe a general word segmentation
model and then how it is used as a single-best segmentation
or as a segmentation lattice.

A Chinese input sentence is denoted here ascK
1

at the character level andfJ
1 at the word level, where

c1 . . . ck . . . cK are the succeeding characters and
f1 . . . fj . . . fJ are the succeeding words.

Word segmentation model

The best segmented Chinese sentencef̂ Ĵ
1 with Ĵ words can

be represented as:

f̂ Ĵ
1 = argmax

fJ
1 ,J

{
Pr(fJ

1 |cK
1 )

}

= argmax
fJ
1 ,J

{
Pr(cK

1 |fJ
1 ) · Pr(fJ

1 )
}

, (3)

which suggests a decomposition into two sub-models:

1. Correspondence of the word sequencefJ
1 and the char-

acter sequencecK
1

For one Chinese word sequence, its character sequence
is unique. Hence, we can define the probability as one,
if the character sequence of a word sequence is the
same as the input, and as zero otherwise:

Pr(cK
1 |fJ

1 ) =
{

0 : C(fJ
1 ) 6= cK

1

1 : C(fJ
1 ) = cK

1

Here,C denotes the separation of a word sequence into
characters.

2. The source language model at the word level:

Pr(fJ
1 ) =

J∏

j=1

Pr(fj |f j−1
1 )

∼=
J∏

j=1

p(fj |f j−1
j−n+1) (4)

In practice, we use an n-gram language model as shown
in the Equation 4.

Single-best segmentation

In the conventional approach, only the best segmentationf̂ Ĵ
1

is translated into the target sentence:

êÎ
1 = argmax

eI
1,I

{
Pr(eI

1|f̂ Ĵ
1 )

}
(5)

Segmentation lattice

In the transfer of the single-best segmentation from Equa-
tion 3 to Equation 5, some segmentations which are poten-
tially optimal for the translation may be lost. Therefore, we
combine the two steps. The search is then rewritten as:

êÎ
1 = argmax

I,eI
1

{
Pr(eI

1|cK
1 )

}
(6)

= argmax
I,eI

1





∑

fJ
1

Pr(fJ
1 , eI

1|cK
1 )





= argmax
I,eI

1





∑

fJ
1

Pr(fJ
1 |cK

1 ) · Pr(eI
1|fJ

1 , cK
1 )





∼= argmax
I,eI

1

{
max
fJ
1

{
Pr(fJ

1 |cK
1 ) · Pr(eI

1|fJ
1 )

}}

Because our translation model in Equation 1 is based on
the words, here we make the approximation that the target
sentenceeI

1 depends only on the word based source sentence
fJ
1 , but not on the character based onecK

1 . We also use the
maximum instead of the sum over the segmentations.

In this way, the segmentation model and the translation
model are combined into a model for the global decision.
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Figure 2: Segmentation lattice: input sentence at the character level as a linear automaton.
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Figure 4: Segmentation lattice with language model weights.

3.4. Computational steps

Now we will take a short sentence as an example and sim-
ulate the segmentation process. The Chinese sentence is se-
lected from the development corpus CStar’03 of the IWSLT
2005 task [4], its Pin-yin form is written in Table 1. The sen-
tence consists of eight characters, including a punctuation
mark. After the manual segmentation, it contains six words.

• Single-best segmentation

Only the manually segmented sentence is translated.
In this case, if any of the six words does not appear in
the training corpus, its translation would be missing.

• Segmentation lattice

The input sentence is at the character level as men-
tioned before. We generate the segmentation lattice
with the following steps:

1. We make a word list from the vocabulary of
the manually segmented Chinese training corpus.
Each word in the list is mapped by its characters
as shown in Figure 2.

To avoid the problem of the unknown charac-
ters from the unsegmented corpus, the additional
characters from the test corpus are also added in
the word list.

2. We convert the mapping in Table 2 into a finite-
state transducer for segmentation, as shown in
Figure 5. Here the input labels are the characters
from the test corpus, and the output labels will be
concatenated with the Chinese training words in

Table 2: Word mapping from characters

Characters Words
zai zai
.. ..
na li nali
ban li banli
deng ji dengji
shou xu shouxu

the translation system. The epsilon word is de-
noted as “eps”, and the state 0 is the start and end
state.

3. Inside the translation systems, the input character
sequence is represented as a linear acceptor, as
shown in Figure 2.

4. The linear automaton in Figure 2 is composed
with the segmentation transducer in Figure 5.
The result is a lattice which represents all pos-
sible segmentations of this sentence, as shown in
Figure 3.
Note that the alphabet in Figure 2 is a subset of
the input alphabet in Figure 5, because the un-
known characters are added to the word list as
single words.

5. With these steps, we get a new finite-state accep-
tor representing all the alternatives of different
word segmentations. To have an integrated word
segmentation in the translation, we only need to
read segmentation lattice in Figure 3 instead of
the manual segmented sentence.
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Figure 5: Segmentation transducer.

3.5. Weighting with language model costs

A problem of translation with the lattice in Figure 3 is that
shorter paths are usually preferred because the search algo-
rithm during translation finds the path with the smallest trans-
lation costs.

Therefore, we add word segmentation costs to a lattice. A
word segmentation model represents the fluency of a Chinese
word sequence and can be built as an n-gram language model
of the word-based text. We trained the language model on the
Chinese training corpus with the SRILM toolkit [7] and used
the modified Kneser-Ney discounting.

To combine the segmentation lattice and the word based
language model, we simply transform the language model
into a finite-state transducer and compose the lattice with it.

After inserting the weights the number of nodes and arcs
in a lattice may increase because of the language model his-
tories.

4. Translation experiments

4.1. Task and corpus statistics

The translation experiments were carried out on theBasic
Travel Expression Corpus(BTEC), a multilingual speech
corpus which contains tourism-related sentences usually
found in travel phrase books. We tested our system on the
Chinese-to-English Supplied Task. The corpus was pro-
vided during the International Workshop on Spoken Lan-
guage Translation [4]. The corpus statistics for the BTEC
corpus are given in Table 3.

We used 19851 sentence pairs instead of 20000 due to
corpus filtering. The Chinese texts in words are segmented
manually. The evaluation data is the CStar’03 data set, whose
Chinese text in words is the input to the single-best segmen-
tation and the text in characters is the input to the segmenta-
tion lattice.

4.2. Evaluation criteria

So far, in machine translation research, a single generally
accepted criterion for the evaluation of the experimental re-
sults does not exist. Therefore, we used different criteria:
WER (word error rate), PER (position-independent word er-
ror rate), BLEU [12] and NIST [13]. For the evaluation cor-
pus, we have sixteen references available. The four criteria
are computed with respect to multiple references. The evalu-
ation was case-insensitive. The BLEU and NIST scores mea-
sure accuracy, i.e. larger scores are better.

4.3. Evaluation results

We present the translation results on the IWSLT 2005 task
[4] described in Section 4.1.

The experiments are based on two translation systems:

• Finite-state transducer-based translation

In the finite-state transducer-based system we only use
a monotone search because of the technical limitations
of reordering with lattice input. Table 4 shows the re-
sults of the finite-state transducer based translations.
Here, the translation using the single-best segmenta-
tion with a manually segmented input text has a BLEU
score of 28.5%. By using the integrated segmentation,
the BLEU score is increased by 0.5% absolute, and the
NIST score by about 25% relative.

• Phrase-based translation

The baseline results with the phrase-based translation
have higher precision but also higher error rates as
the results with the finite-state based translation. The
reason is that many sentences translated by the finite-
state transducer system are very short. There are only
2321 words in the translation hypothesis instead of
2521 words on average in the references. The phrase-
based translation covered this shortcoming by includ-
ing more feature functions as described in 2.3, espe-
cially the word penalty which can penalize shorter sen-
tences.

The baseline translation results of the phrase-based
translation system have a BLEU score of 38.9%, as
shown in Table 5. In our experiments, the reordering
was taken at the phrase level and the model scaling fac-
tors were optimized on the evaluation data with respect
to the combination of all the criteria. Here, using the
segmentation lattice with a bi-gram source language
model, the improvement in the BLEU score is 1.5%
absolute compared to the baseline, and the WER and
PER are reduced by 11.9% and 13.2%, respectively.

4.4. Computational Requirement

We use the lattice density to measure the size of a segmen-
tation lattice, which is defined as the number of arcs in the
lattice divided by the number of characters in the sentence.



Table 3: Corpus statistics
Chinese English

Train: Sentences 19 851
Running Words 18 1247 159 655

Vocabulary 7 610 6 955
Singletons 3 512 2 938

CStar’03: Sentences 506
Words Characters Words

Running Words/Characters 3 515 4 757 65 604
Vocabulary 870 800 2 078

OOVs (running words/characters) [%] 5.40 8.74 14.3
OOVs (in vocabulary) [%] 18.4 26.3 20.6

Table 4: Translation performance with monotone finite-state transducer based translation for different segmentation methods.

Segmentation methods WER [%] PER [%] NIST BLEU [%]

Single-best (manual) segmentation 51.3 43.1 3.60 28.5
Segmentation lattice without weights51.6 42.2 4.69 29.0

Table 5: Translation performance with phrase-based translation for different segmentation methods.

Segmentation methods WER [%] PER[%] NIST BLEU[%]

Single-best (manual) segmentation 53.6 43.8 8.18 38.9
Segmentation lattice without weight 47.0 38.1 8.09 40.2
Segmentation lattice with bi-gram LM 47.2 38.0 8.18 40.4

For the 506 sentences in the evaluation set, on average, the
density of the lattices without weights is 1.5, and it is 3.9
with bi-gram language model weights.

The memory requirements with different segmentation
methods for translation of the CStar’03 data set are as fol-
lowing: with the single-best segmentation, it is 54.2 MB,
and with the segmentation lattice not using a source language
model, it is 56.9 MB. If we use a bi-gram source language
model the requirement increases to 65.8 MB.

The translation speed using the segmentation with lattice
is 0.266 second per sentence, it is almost as fast as the trans-
lation using the single-best segmentation, i.e. 0.262 second
per sentence. By using a bi-gram source language model, the
speed slows down to 0.820 second per sentence.

5. Discussion and future work

We have successfully developed a new Chinese word seg-
mentation method for statistical machine translation. The
method combines the segmentation decisions directly in the
search for the translations, which has two major advantages:

1. The Chinese input text is on character level. There is
no need to segment the text during pre-processing.

2. The translation system with the integrated segmenta-
tion outperforms the one that uses single-best (manual)
segmentation.

In the experiments on the IWSLT task 2005 [4], the in-
tegrated segmentation approach outperforms the single-best
segmentation using both the finite-state transducer based and
phrase-based systems. With the phrase-based system, the
BLEU score is increased by 1.5% absolute. Although these
are promising results, so far the changes in word segmenta-
tion are only carried out in the translation process. As we
mentioned in Section 3.1, to minimize the number of lexi-
con entries, we can try to perform a better segmentation in
training. [14] suggested a way to perform the phrase seg-
mentation and alignment in one step.

By refining our model, we expect a further improvement
with the integrated word segmentation method.
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