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Abstract

This paper presents a decoder for statistical machinelataorsthat can take advantage of the example-based machine
translation framework. The decoder presented here is basabe greedy approach to the decoding problem, but
the search is initiated from a similar translation extrddi®m a bilingual corpus. The experiments on multilingual
translations showed that the proposed method was far supera word-by-word generation beam search algorithm.

1 |ntrOdUCti0n E= NULLo, show me thes ong ins thes windowy

The framework of statistical machine translation for- J= uindo, no, shinamong s mise; tekudasa)

. . A=( 7 0 4 0 1 1 )
mulates the problem of translating a sentence in a
languageJ into another languag& as the max- Figure 1: Example of word alignment

i[nization problem of the conditional probability

E = argmax P(E|J) (Brown et al., 1993). The _. . . .
application of the Bayes Rule resulted B = Glyen an input, the decoder first fm_ds some trans-
lation examples whose source part is similar to the

argmax P(E)P(JIE). The former termP(E) is . . e . :
called a language model, representing the Iikelihoo'HPUt' Second, it modifies the retrieved translation

of E. The latter termP(JIE) is called a translation using the greedy search algorithm, a hill-climbing

odel esenting the aeneration probability fro pproach to find a (hopefully good) translation as
rlginto ,Jrepr senting generation probabliity 1T r‘l:’ir\moduced by Germann et al. (2001).

Under this concept, Brown et al. (1993) presentep Tran_slatlon experiments were carr_led out betwe en
. jour different languages pairs, Chinese, English,
a translation model where a source sentence

. . panese and Korean, and it was verified that in any
mapped to a target sentence with the notion of word. " . .
. . irections, the proposed decoder was superior to the
alignment. Although it has been successfully ap-b

eam search based decoder.

plied to similar language pairs, such as French— The followi tion briefl . th d
English and German—English, little success has bee? € Toflowing Section Drietly reviews the wor

. . . . _alignment based statistical machine translation, then
achieved for drastically different language pairs

I;’]Jroposes the example-based decoder. Section 4

such as Japanese—English. The problem lies in t ﬁ . N . | s fol
huge search space by the frequently occurring inseisr- ows Experiments on various fanguage pairs, 1ol-

tion/deletion, the larger numbers of fertility for each owed by discussion.

Word and the Compllcated word a.“gnments Due tq Statlstlcal Machlne Translatlon

its complexity, a beam search decoding algorithm

was often stuck into sub-optimal solutions. Word alignment based statistical translation rep-
This paper presents an example-based decodifgFents bilingual correspondence by the notion of

algorithm, an approach to merging statistical an#ord alignment, allowing one-to-many generation

example-based machine translation (Nagao, 1984§0om each source word.A is an array for target
words describing the indexes to the source words.

1The source/target sentences are the channel modeps. ., ; ; _
source/target that correspond to the translation systents |'—50r instance, Figure 1 illustrates an example of En

put/input. glish and Japanese sentendesndJ, with sample



Fertility Model could you recommend another hotel

TTn(ilEi)

NULL Generation Model could could recommend another another hotel

| (ol s

Lexicon Model could could recommend NULL another another hotel NULL The Word allgnment based StatlStlcal tranSlatlon
RUSEN model was originally intended for similar language

 Distortion Model ‘e‘ta"akemasus“"ka‘sz"“ kanohoteruka pairs, such as French and English. When applied
. I3 J 1 H H
rn du- (1 - '180)) j ‘ to Japanese and English, for instance, the resulting

hokanghotert/0 shokaishiteftadake masu ka word alignments are very complicated, as seen in

Figure 1. The complexity is directly reflected by
Figure 2: Translation Modd?(J, AE) (IBM Model  ine structural differences: i.e., English takes an SVO
4) structure while Japanese usually takes the form of

SOV. In addition, insertion and deletion occur very
word alignmentsA. In this example, the “shoWw  frequently as seen in the example. For instance,
has generated two words, “miSeand “tekudasaj”.  there exists no corresponding Japanese morphemes
Under this word alignment assumption, the transldor “thes” and “the;”. Therefore, they should be
tion modelP(J|E) can be further decomposed with-inserted when translating from Japanese. Simi-
out approximation: larly, Japanese morphemes %hand “o4” should

P(JIE) = Z P(J. AE) be deleted.

A Both the intricate alignments and the inser-

21 Structure of Statistical Machine tion/deletion of words lead to a computationally
Translation expensive process when decoding by a word-
by-word beam search algorithm as presented by

E)I'f'llmann and Ney (2000). Due to its complexity,
transferring source sentenEeinto J with the word many pruning ;trategies have to be introd.u_ced, such
as beam pruning (Och et al., 2001), fertility prun-

gllgnmentsA. Forlns_tance, IBM Model 4 defined by ing (Watanabe and Sumita, 2002) or word-for-word

rown et al. (1993) is structured as follows (refer to . . .
Figure 2): translation pruning (Garcia-Vaera et al., 1998), SO

that the search system can output results in a rea-

1. Choose the number of words to generate fafonable time. However, search errors become in-
each source word according to the Fertilityevitable under the restricted search space. As
Model. For example, “could” was increased toAkiba et al. (2002) pointed out, though there exist

2 words, while “you” was deleted. some correlations between translation quality and
the probabilities assigned by the translation model,

2. Insert NULLs at appropriate positions by the .
NULL Generation Model. Two NULLS were the beam search was often unable to find good trans-

: “ " p " lations.
inserted after “recommend” and “hotel”.

2.2 Decoding Problem in Statistical Machine
Translation

The termP(J, AIE) is further decomposed into four
components, which constitutes the whole process

3. Translate word-by-word for each generated
word by looking up the Lexicon Model. “rec-
ommend” was translated to “shokaishi”.

Example-based Decoder

. Instead of decoding word-by-word and generating
4. Reorder the translated words by referring o, output string word-by-word, as seen in beam

the Distortion Model. The "teitadake” was re- search strategies, this paper presents an alternative

ordered to the 6th position, and *hoteru” Wasstrategy taken after the framework of example-based

reodgred to the 3rd p93|t|on. P?S|t|9n|ng IS defnachine translation: Retrieve a translation example
termined by the previous word's alignment ©from a parallel corpus whose source part is similar
capture phrasal constraints. to the input sentence, then slightly modify the tar-

Please refer to (Brown et al., 1993) for the details ofiet part of the example so that the pair becomes the

the symbols in Figure 2. actual translation (refer to Figure 3).
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number of examples in a bilingual corpus. Note that
the term frequency is 1 if the word existslg other-
wise 0, and tf/idf scores are summed and normalized
by the input sentence length.

Then, for each samplely, Ex), DP matching is
performed againsly to compute the edit distance:

dis(Jk, Jo) = 1(Jk, Jo) + D(I, Jo) + S(Ik. Jo)

wherek < N; and|l(Jk, Jo), D(J, Jo) and S(J, Jo)

are the number of insertions/deletions/substitutions
respectively. All of the samples are scored by the
following criteria:

(1.0 - )(1.0 — 9ol

[Jol dis(Jy, Jo) > 0
score= +aPxtjidt (k. Jo) o)

) ) 1.0 otherwise
Figure 3: Example-based Decoding

In this scoring,dis(Jk, Jo) is transformed into the
word error rate by normalization with the input
length|Jo|, then subtracted from 1 to derive the cor-
cess looks up a collection of translation examplereCtion.rate' The cor_rection_ rate is Iint_aarly intgrpo-
I%ted with the normalized tf/idf score with a variable

J1, E1), (32, E2), ...}, where Jy is similar to Jy us- . ) .
.{( 1, Ea), ( 2 .2)’ } ok . 0= a. a is a tuning parameter and was set to 0.2 in our
ing the edit distance criteria, penalizing an inser-

tion/deletion/substitution by one. A simple imple—eXpe”mentS' Note that when the distance of the in-

mentation of the multiple alignment problem re-pUt sentence and the source part of an example is

sulted in an NP-hard problem where dynamic IE)ro_gero, the example is treated as exactly matched and

gramming (DP) algorithms should be applied to al® scored as one.

the examples in a bilingual corpus. In addition, ther8.2 Modification of Translation Examples

exists another problem where the DP matching Criafier the retrieval of  similar examples
teria solely does not always measure the closeneﬁgl, E1),(J,Ep),..), the modification step

of two sentences. For instance, the sentence “I'm@eaks the sample translations according to a
computer syst?r'n engineer.” can match” many exaldeatistical translation model. In this step, the greedy
ples, such as “I'm a graduate student.” or “I'm ang|gorithm was applied, which originated from

engineer.” with the same edit distance of 3. Germann et al. (2001). However, it differs in that
In order to overcome those problems, a tifidf Criyhe search starts from the retrieved translation
teria was introduced to search for the relevant exsyample, not from a guessed translation.

amples by treating each example as a document.por each translation exampldc(Ex),
Particularly, when given an inpulp, the decoder

first retrievesN,; (< N) relevant translation samples, 1. Compute the viterbi alignmew for the pair
{(J1, E1), (I, E»), ...} using the tf/idf criteria as seen (Jo. Ex)

in the information retrieval framework (Manning
and Schitze, 1999):

3.1 Retrieval of Translation Examples
Given an input sentencedp, the retrieval pro-

2. Perform the hill-climbing algorithm for
(Jo, Ax, Ex) to obtain (o, A, E}) by modifying
log(N/d f(J,))/ logN A andEx. ‘
[Jol

Pttjidt (I, Jo) = Z

i:Jojedk

Ax is computed through hill-climbing by mov-
whereJy; is theith word of Jo, d f(Jo;) is the docu- ing/swapping particular word alignments as pro-
ment frequency for the wordy;, andN is the total posed by (Brown et al., 1993). When the retrieved



samples contain an exact match scored as one, the
search terminates and returns the retrieved examples*™ /s,
with the highest probability together with the viterbi
alignment. or P - ]
When the samples are not an exact match, the de- POk
coder performs hill-climbing, modifying the output
and alignment for a given exampléy(A, E) where
A is the word alignment initially assigned by the
viterbi alignment computation procedure akdis
the target part of the example. In this greedy strat-
egy, the operators applied to each hill-climbing step
are:

For

,,,,,,,
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taiing eration (1BM Mol )
Translate words: Modify the output wol,,
to ealigned fromJo;. If €= NULL then Jo; is
aligned to NULL andA; = 0. When the fertil-
ity of Ea, becomes zero, then the wokl, is

removed.eis selected from among the transla-

. ) ; tTaken from Germann et al. (2001), but two new op-
tion candidates, computed from the inverse o " dded. the t lat d-ali d
the Lexicon Model (Germann et al., 2001), ~ S'aiors were added, he iransiate-and-afign-woras,

and the move-alignment. At the first step of com-
Translate and insert words: Perform the trangduting the viterbi alignment for an input string and
lation of a word, and insert a sequence of zer@ retrieved translation, if there exists an input word
fertility words at appropriate positions. Thewhose translations do not exist in the retrieved sam-
candidate sequence of zero fertility words is seple, the word will eigher be aligned to NULL or
lected from the viterbi alignment of the trainingan irrelevant word by raising the fertility. There-
corpus (Watanabe and Sumita, 2002). fore, the translate-and-align operator can force it to
_ _ move the alignment to another word and to choose
Translate and align words: Move the alignmenine right word-for-word translation using the Lexi-
of A toi and modifies the output word froBy o Model. Similarly, the move-alignment operator
toe. can resolve the problem by simply alternating the

Figure 4: Test set perplexity of the translation mod-
els for multiple language pairs

Move alignments: This operator does not al€XiSting word alignments.
ter the output word sequence, but modify the

alignmentA through moving/swapping (Brown 4 Evaluation

etal., 1993).

Swap segments: Swap non-overlapping subsetsl Corpus
of E, by swapping a segment froigto i; and
fromi, tois. Note thati; < i». The corpus for this experiment was extracted from
the Basic Travel Expression Corpus (BTEC), a col-
Remove words: Remove a sequence of zen@ction of travel conversational phrases for Japanese
fertility words fromE and English (Takezawa et al., 2002). The corpus
was extended to other languages, Korean and Chi-
nese, as illustrated in Table 1. The entire corpus was
split into three parts, 152,169 sentences for train-
ing, 4,846 sentences for testing, and the remaining
each hill-climbing step, the decoder tries alll0,148 sentences for parameter tuning, such as the

Join words: Join words dEj andEj; when the
fertility of both of the words is more than or
equal to one.

the possible operators, then selects the best step termination criteria for the training iteration, and the
the next iteration. The hill-climbing operators wereparameter tuning for decoders.



Table 1: Basic Travel Expression Corpus (BTEC)

Chinese  English  Japanese Korean
# of sentences 167,163
# of words 956,732 980,790 1,148,428 1,269,888
vocabulary size 16,411 15,641 21,896 13,395
# of singletons 5,207 5,547 9,220 4,191
3-gram perplexity|  45.53 35.35 24.06 20.34
4.2 Models PER: Position independent WER, which penal-

Tri-gram language models for the four languages izes without considering positional disfluencies
were trained and evaluated by the perplexity mea- (Ochand Ney, 2002).

sure as shown in Table 1. For all the tran_slation digLEU: BLEU score, which computes the ratio of
rections of the four languages, 12 translation models 1o n-gram for the translation results found in

were trained toward IBM Model 4, initiating trans- reference translations (Papineni et al., 2002).
lation iterations from IBM MO(_JIeI 1 with intermedi- Contrary to the above error metrics, the higher
ate HMM model iterations. Figure 4 shows the test ¢ qres indicates better translations.

set perplexity per target word for the IBM Model

4 iterations. For instanceR(E|C) stands for the SE: Subjective evaluation ranks ranging from A
Chinese-to-English translation model, hence willbe to D (A : perfect, B : fair, C : accept-
used for the English-to-Chinese translation together able and D : nonsense), judged by a native
with the language model for Chinese. This plot in-  speaker. The scores are evaluated by the ra-
dicates the complexity of the pair of languages, for  tio of A ranked sentences, A+B for either A
instance, Japanese-to-Korean translation is far eas- or B ranks, and A+B+C for either A, B or C
ier than English-to-Korean translation. Figure 4 in-  ranks. We have evaluated only a language-
dicates three groups of language pairings in terms of ~ to-English and a language-to-Japanese assum-
the statistical translation models. The English and ing that they are translations for Japanese-to-
other language pairs are very dissimilar, while the  English and English-to-Japanese, respectively
Japanese and Korean pair is close. The Chinese and 2,

Japanese/Korean pairs are somewhat in the m'dd“—%r all the languages, 16 reference translations were

_Combm_ed with the tri-gram perplexity measure, Itcreated for the non-subjective evaluation criteria,
is possible to estimate that the Japanese—to—Koree\r,)ER PER and BLEU

translation will be one of the easiest problems, while Table 2 summarizes all the results. The values in

the English-to-Chinese will be the hardest directiog ¢yt are for the example-based decoder. It also

to translate. presents the ratio of the exact matching of inputs to
4.3 Evaluation the bilingual corpus (refer to the column for Exact),

The translation experiments were carried out ofnd the perplexity for the translation model (the col-

510 sentences selected randomly from the test sefnn for PP). For all the language pairs and direc-
Two decoding algorithms were tested. One ifions, a reduction of WER/PER and an improvement
the example-based decoder as explained in s BLEU scores and SE scores are observed with the
tion 3, and the other is a left-to-right output genProposed method. _
eration beam search algorithm as presented byTabIes 3 and 4 summarize the SE scores for the
Watanabe and Sumita (2002). inputs which were exactly or not exactly matched
The metrics for this evaluation were as follows:; againstany translation examples in the training cor-
pus. Even if exact matching could not be found,
WER: Word-error-rate, which penalizes the editas presented in Table 4, the example-based decoder
distance (inserti0n/deletion/substitution)outperforms the beam search algorithm.

ggg'zn)St reference translations (Och and Ney, 2Input sentences are assumed to be either Japanese or En-
. glish.



Table 2: Translation results for multiple languages with beam search decoder and the example-based
decoder. (The values in bold font are for the example-basedader, otherwise for the beam search decoder.)

PP | Exact| WER PER BLEU SE [%]

[%] [%] [%] [%] A A+B  A+B+C D
CE |91 45.0843 39.880.3 43.656.7 | 48.465.3 65.0769 714B1.0 28.6/9.0
C-J | 51.0| 527 | 35.725.5 31.322.6 56.967.8 | 50.869.0 59.474.3 66.980.2 33.119.8
CK | 52.9 38.4P9.1 34.226.2 56.165.0 - - - -
E-C | 86.8 45.088.0 39.783.4 42.151.9 - - - -
E-J | 83.5| 40.8 | 34.229.0 30.526.1 59.265.7 | 55.865.1 62.471.6 70.2/77.8 29.822.2
E-K | 86.1 38.785.6 34.381.6 57.361.5 - - - -
JC | 474 76.883.0 38.927.8 39.757.1 - - - -
J-E | 831 337 | 42.985.0 37.4B0.3 47.657.4 | 50.863.7 65.774.5 70.2[17.6 29.4P2.0
JK | 81 27.720.8 25.419.2 67.273.5 - - - -
K-C | 58.6 419829 34.4027.6 45.1555 - - - -
K-E | 98.4| 39.2 | 45.186.4 38.582.1 44.356.8 | 49.261.6 65.7772.9 72.2/18.4 27.821.6
K-J | 10.2 26.820.8 24.619.3 64.370.8 | 56.569.2 66.577.5 78.4B4.7 21.6/5.3

Table 3: Translation results for exactly matched inTable 4: Translation results for non-exactly matched

puts inputs
SE [%] SE [%]
A A+B A+B+C D A A+B A+B+C D
C-E | 65.4P2.6 78.4P7.0 82.5P7.8 17.52.2 C-E [ 295849 51.954.4 589622 41.1B7.8
J-E | 72.1P7.1 80.8P9.4 83.7P9.4 16.30.6 J-E | 39.946.7 58.061.8 63.366.6 36.132.8
K-E | 69.092.0 81.097.5 85.098.0 15.02.0 K-E | 36.541.9 55.857.1 63.965.8 36.184.2
C-J [ 65.4P7.0 73.6P8.1 78.4P89 21.6M.1 C-J | 34.4B7.8 436A7.7 53.969.3 46.140.7
E-J | 79.305.2 81.708.1 84.608.6 15.4M.4 E-J | 39.4A4.4 49.053.3 60.363.6 39.7836.4
K-J | 74.5P8.5 80.099.5 87.599.5 12.50.5 K-J | 44.850.3 57.763.2 72.6/5.2 27.424.8
The translation results are also evaluatated ac- Table 5: Search error rate
cording to the search error rate by differentiating matched non-matchefl _total
: C-E | 152680 28.2B8.6 | 21.4/488
exactly matched inputs (matched) and non-exactly c-J | 16.746.8 30.324.9 | 23.1p4.9
matched ones (non-matched) as presented in Table C-K | 149450 25.729.5 | 20.087.6
E-C | 192462 39.126.8 | 31.0R4.1
5. _The search error rate was computed by mea E | 107841 334062 | 278094
suring whether a system produced the best scored E-K | 14.442.8 31.882.8 | 24.786.9

10.563.4 37.68B1.4 28.442.2
16.351.7 35.828.1 29.236.1
14.5B89.5 50.310.9 38.220.6
14.061.5 31.928.7 24.9B7.6
19.542.5 31.381.9 26.786.1
15.082.5 27.712.3 22.7R0.2

AN oo
mo|Ax<mOo|lx

translation among the two systems, the beam search
decoder and the example-based decoder. In terms
of this criteria, the example-based decoder is worse
than the beam search decoder due to the results by
the exactly matched inputs.

Figure 5 shows some translation examples ex-

tracted from the Japanese-to-English experimentgyns not from merely guessed sentences by an in-
present_mg input sent_ences, corresponding referenﬁﬁt string. In general, the greedy method is strongly
translations, tranlsations by two decoders and re5q,enced by the initial state of the search, but our
trieved translations by the example-based decodernathod provides the strong bias especially required
for long distance language pairs, such as Japanese
and English.

In terms of a decoder for statistical machine Marcu (2001) proposed a slightly different ap-
translation, the example-based decoder is bagroach in which translation examples are extracted
cally identical to the greedy method proposed byhrase-by-phrase into a translation memory and
Germann et al. (2001), but differs in that the initialthe search process is initiated by concatenating the
condition is derived from the examples of translaphrases found in the memory. Both share similar

’F
<

5 Discussion



input: gooooooooooobooooo
reference: | iwas robbed of my bag in front of the bank

process of investigating this problem by combining

ex;’;m:: mal;ar% g{)a:dS;?';r; 'g ;g?nfmto; ]}?ﬁebba::k two different unit sizes, by allowing a decoder to ini-

retrieved: | (i was robbed of my wallet bank on the subway) tiate the greedy search process from the combined

refelrr::]l::té: \_/DvoEIdDyc?uvaE\it?orDaDmEmDer?t \?thiIeDi c?\euckD o phrasal examples if the similarity scores of any ex-

i | (ot psse e monen, amples are below a certain threshold.

retrieved: | (would you wait for a moment while we check) The example-based decoder can share an alterna-
et D L g Pe e RnR e aanit five view point: it is an example-based translation

reference: | even though i put in some money the machine doesn’t work i 'd system but uses statistically acquired knowledge to
like a refund please !

beam: | id like a refund for this machine doesn't money got heading ~ generate translations. Conventional exam ple-based
example: | although i put in some coins the machine didn’t work i 'd like a

refund MT systems consist of three parts: the extraction

retrieved: S:lft:]r?(;j)gh i put in some coins the machine did't work i 'd like a of examples into Storage, retrieval and the modifi-

input. | 00 0000 000000000000 cation of examples when given an input. They can
reference: | you will wait for me here at ten right . .

beam: | here is your pay wait ten o'clock store examples either by sentence (Sumita, 2001),
example: | are you waiting here at ten o’clock .
retrieved: | (why are you waiting here) by fragment or by phrase (Nagao, 1984; Watanabe

input [ 00000 000000000000 and Maruyama, 1994; Way, 1999; Brown, 2000;
reference: | no the one next to the red bag . . ..

beam: | no red bag in the room next door is something Richardson et aI., 2001), and adeSt fetched simi-
oo | s et 16 that iy lar translation samples while translating. The differ-

input: [ 00 00000000000000 ence with the proposed method lies in the process of
reference: | yes someone did turn in a notebook like that . .

beam: | yesitis similar there any messages for me transforming examples to match the input sentence.
example: | ihave a notebook come yes it is similar . .
retrieved: | (yes we have a japanese speaking guide) A conventional example-based MT system basically

uses bilingual dictionaries, while the example-based
Figure 5. Sample translations from Japanese-terecoder uses statistical translation models to adjust
English experiments examples. The adaptation of the statistical model

is justified by the correlation between the quality

of translations and the probability assigned by the
principles of exploiting examples to bias the searchmodel (Akiba et al., 2002). Therefore, the more ac-
but differ by the unit of examples: our approachcurate the translation model is, such as the syntax-
uses whole sentences as examples while the otHmsed translation model (Yamada and Knight, 2001)
utilizes the phrase unit. During the search proceser the phrase-based translation model (Marcu and
the phrase unit approach has to perform swappingyong, 2002), the more quality improvement will
operations together with insertions of zero fertilitypbe expected. Furthermore, the example-based de-
words for language pairs with twisted word align-coder can be adapted to the error correction frame-
ments and frequent insertions/deletions, like thossork with more accurate translation models. The
found in Figure 1. The replacements and the ingreedy decoding process can be initiated from the
sertions heavily rely on the constraints of the lantranslations from other systems, such as a rule-based
guage model due to the weak representation of tho8&T system or an example-based MT system, instead
phenomena in IBM Model 4. However, the n-granmof from translation examples extracted solely from a
based language model cannot take into account thdingual corpus.
long distance context, hence the phrase unit meth%d C USi
will also stick in sub-optimal solutions as seen in the onciusion
word-by-word generation beam search. On the othdihis paper presented an example-based decoding al-
hand, the whole sentence approach is able to bias tgerithm for statistical machine translation, which
search space by feeding the sentence with already &n offer both of the benefits of example-based and
ordered and inserted word sequences. Therefore, thi@tistical machine translation, by the retrieve-and-
search is expected to modify examples locally wittmodify strategy. The retrieval process was modeled
the help of local context language models. One ddfter the information retrieval framework, while the
the disadvantages of the whole sentence methodnsodification process was taken from the greedy al-
the availability of similar examples. We are in thegorithm for statistical machine translation, but using



a retrieved similar translation as the starting pointylakoto Nagao. (1984). A framework of a mechanical

rather than mere guessed initial states. An eval- tra_ms_laltlor: bémeen Ja%alge;e and erégllsg b%( anlalogy
: T : : principie. In ithorn an . banerj, e IitorArtificia

uation on a multlllngugl CQrpus, Chlqese, English, and Human IntelligenceNATO Publications.

Japanese and Korean, indicated that in all of the lan-

guage pairS, the proposed method was Superior td:@nz Josef Och and Hermann Ney (2002) Discrimina-

s ; tive training and maximum entropy models for statis-
word-by-word beam search algorithm. tical machine translation. IRroc. of ACL 2002pages
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