Confidence Measures for Statistical Machine Translation

Nicola Ueffing Klaus Macherey Hermann Ney

Lehrstuhl fir Informatik VI — Computer Science Department
RWTH Aachen — University of Technology
{ueffing,kmach,ney }@cs.rwth-aachen.de

Abstract
In this paper, we present several confidence measures for (statistical) machine translation. We introduce word
posterior probabilities for words in the target sentence that can be determined either on a word graph &f on an
best list. Two alternative confidence measures that can be calculafédest lists are proposed. The performance
of the measures is evaluated on two different translation tasks: on spontaneously spoken dialogues from the domain
of appointment scheduling, and on a collection of technical manuals.

1 Introduction A short introduction to Statistical Machine Trans-
lation (SMT) is given in Section 2; and Section 3

With the rising number of applications of machinePresents the proposed confidence measures. Sec-
translation (MT), the demand for the ability to spotion 3.2 explains the computation of word posterior
erroneous words also increases. A method for labgfrobabilities on word graphs, and Section 3.3 thaton
ing the generated words as either correct or incorre® best lists. The two alternativd’ best list based
enables the system to signal possible errors to ti§@nfidence measures are introduced in Section 3.4.
user or to propose only those words as translatio8 Section 4, the different confidence measures are
that are likely to be correct. evaluated on two different translation tasks. The
Confidence measures are widely used in spee€Rnclusions are given in Section 5.

recognition (see e.g. (Weintraub et al., 1997; Wessegl L . .
et al., 2001)), but until recently they have not bee Statistical Machine Translation

applied in the area of MT. (Gandrabur and Foster,The goal of machine translation is the translation
2003) introduced confidence measures for a trangf an input stringf; ... f; in the source language
lation prediction task in an interactive environmentinto a target language string ...e;. We choose
They estimate confidence for up to four predicteghe string that has maximum probability given the
words. Unlike this, our approach allows for the calSource stringPr(ef|f{'). Applying Bayes’ decision
culation of confidence for each word in a sentencele yields the following criterion:

generated by the system. Thus, it can be applied to ~ éf = arg max Pred|fi) = 1)
interactive systems like the one described in (Och et a : S
al., 2003), e. g. to mark words with a low confidence = argmax{Pr(e) - Pr(f{|e1)} .

€1

for correction.
We present methods for the calculation of confiThe correspondence between the words in the source
dence measures for MT that rely only on informaand the target string is described by alignments
tion contained in the output of an MT system. Theywhich can be viewed as mappings: ¢ — B; C

are based on word graphs aNdbest lists. For each {1,...,J} assigning a seB; of source positions to
word in a target sentence, the posterior probabilitgach target positiof (including the empty position

is computed and employed as confidence measumero). Note that this conception is different from
Furthermore, alternative confidence measures corire one introduced in (Brown et al., 1993) where
puted onN best lists are introduced and comparedhe alignment assigns (exactly) one target position
to the word posterior probabilities. to each source position.

The remainder of the paper is organized as followshe search (denoted by thegmax operation in



Eq. 1) explores the space of all possible target lasumming up the posterior probabilities of all sen-
guage strings! and all possible alignmentB! be- tences which contain this specific word in position
tween the source and the target language string ¢ aligned to the source positiofis Let

find the one with maximum probability. Applying  ; _; .;

the maximum approximation, this yields plen, By, /i) =

I
Y S I pl¢J B
(€1, 50) = arg max Prict. By | i) @ = [ {p(fmilew) - p(BelBir) -plerlel )}
k=0
This decision criterion aims at the minimization of )
the expected number sentencerrors. where p(fs,lex) = ‘61:[9 p(fjlex) is the proba-
J k

For descriptions of SMT systems see for examility of translating the source words if;, with
ple (Och and Ney, 2002; Vogel et al., 2000y, p(B,|B;_,) is the alignment probability, and
Takezawa et al., 1998; Yamada and Knight, 2002)-p(ek|e’f*1) is the language model probability.

For criterion 1 introduced above, we obtain the word

3 Confidence Measures posterior probability by the following summation

For a given translation produced by an MT system, ;
we want to measure the confidence of being correct pielfi) = (3)
for each generated word. That is, for each word in — 1 S el B )
the target hypothesis, the confidence is to be calcu- p(f{) (BI, el): e;=e o
lated and compared to a tagging threshold which has oo
been optimized on a development corpus. All wordgnp\ying criterion 2 instead leads to
whose confidence is above this threshold are tagged

J
as correct and all others are tagged as false. pa(elfi) = (4)
. . . . . . 1
U.nllke the crl_te_rlo_n given in Eq. 2, this approach _ . Z p(e{jBéjflJ) .
aims at the minimization of the expected number of p(f7) e
word errors instead of sentence errors. 3is (e B;) (e, B)
3.1 Word Posterior Probabilities Table 1 shows a German input sentence together

In speech recognition, confidence measures basetth four different translations. The aligned source
on word posterior probabilities as proposed in (Wegpositions of each generated target word are given as
sel et al., 2001) have proven to be among the veipdex. We see that the position of a word in the tar-
effective methods known. We transfer this concemet sentence can differ due to insertions, deletions
to the area of machine translation and show that énd reordering of words. If we want to determine the

can be applied successfully as well. confidence of the word '?’" in Translation 1, the two
We compare two different approaches to the calcuightmost columns show the sentences that are taken
lation of word posterior probabilities: into account for the summation in Egs. 3 and 4, re-

1. We regard the target position in which spectively. Fgr c'riterion 2, we have more sentence_s
the word e occurs in a specific hypothesisthat_match,y|eId|nga_Lmore _rellable_ confld_ence esti-
and determine the word posterior probabilit)}ﬂatlon (as f[he eXperlr_n_ents in S_chon 4 will show).
pilel ). The posterior probability can directly be used as a

measure of confidence as described above. We de-

. gy J _
2. Word posterior probabilitiepz(e|f{) are de note these two confidence measures by

fined for a target word, considering the se&®
of source positions that is aligned to this word Ciarget(€) = pilelfi)
in a specific hypothesis. and  Coource(e) = palelfi) .
The difference between the two approaches is illus-
trated in the example in Table 1 which will be ex-These confidence measures are probabilistic and ex-
plained in detail at the end of this subsection. ploit only information which is contained in the out-
The word posterior probability can be determined bput of an SMT system.



Table 1: lllustration of Egs. 3 and 4: Sentences taken into account for the calculation of the word posterior
probability of the word '?’ in Translation 1 are marked with a '+'.

Source was hast du gesagt ? target (criterion 1)| source (criterion 2
Translation 1| what, did, yous say, 25 + +
Translation 2| what, have yous said, 75 + =+
Translation 3| what, did, yous justy say, ?s +
Translation 4| what, yous did; say; .5

3.2 Word Posterior Probabilities on Word forward-backward algorithm. Assume we use a tri-
Graphs gram language model. The formulae we are going to

Using an SMT system, we construct a word grapﬁresent can be extended to capture for longer histo-
as described in (Ueffing et al., 2002): The nodes reples as well, but in order to keep the presentation un-
resent sets of covered source sentence positions dfiStandable, we will show them only for trigrams.
differentiate between different language model hisfarget position dependency
tories. An edge is labeled with the target word genket C; be the coverage set of the partial hypothesis
erated as a translation of the covered source po%l e ie.C; = L’J By
tion(s). The edges are also annotated with the prob- =
abilities of the different translation submodels. Eace denote the complement of a §éby C.
path from the source of the graph (i.e. the node witH we apply C;ar4e; @and keep théarget position fix,
zero covered source sentence positions) to the siiie can compute the forward probability as follows:

. Throughout the paper,

(i.e. the node where all source sentence positions abelei-1,Ci1; €, Bi) = ®)
covered) is an alternative target sentence hypothesis= p(fg |e;) - Z Z { (B;|B;_1)

Thus, the word graph contains the most probable €i—2 By

sentence hypotheses that survived the pruning dur- -plelei_1ei_9)

ing search and can be used to approximate the word

p(?sterior probabilities as definedpiFr)1 Egs. 3 and 4. “®ici(eizg, Cima \ By eica, Bi‘l)} ;

The word graphs are then compressed by merginghich is calculated recursively in ascending order

all nodes which have the same coverage vector aof:.

the same source position covered last into one.  For the computation of backward probabilities, the
The information relevant for determining theprobability of completing a sentence from warth

word probabilities of a word in the best generated position: is

target sentence is the following: Wi(ei, Biseir1,Ci) = (6)
e the translation probability(fz|e), wheref is p(fBiled) - > > { Bi1|Bi)
the set of source words aligneddp €i+2 Biy1
o for Ciqrgei: the positioni of worde in the target -p(€italeities)
hypothesis, “Witi(eit1, Biys €i+27m)} :
® fOr Csource’ the setB of source positions This can be recursively determined in descending or-

aligned toe, der ofi.

o the alignment probability(B|B’), whereB’is  Using the forward-backward algorithm, the word
the set of source positions covered by the preyosterior probablllty can be calculated accordlng to

decessor target word of pileil f) Z > D D pleileiei)
The language model probabilities can be calculated ) & eit1Ci—1 By
on the fly. _ _ . @i(ezel, Ci—1;€i, B;) - U;(e;, Biseiv1, Cy)
The computation of word posterior probabilities : o(f.le)

on word graphs can be performed by applying a



with the normalization term where B; is the set of source positions covered by
ZZ > > ®(es—1,Brier,Br)  the last word of the generated target sentences, and

er Br er-1 B4 those covered by the first word, respectively.
Uy (ey, By;eq, B . -
;BZI ; (er, Bses, Br) 3.3 Word Posterior Probabilities on N Best
Lists

‘plezler) - pler) -
From a word graph, we can easily extract &n

Here, I is the last position in the generated targefest |ist containing theV target sentences that ob-
sentences. tained the highest probability by the translation and
Source position dependency language model. They can be used as a representa-
Instead of regarding the position of woedin the tion of the possible target sentences as well, and we
target sentence, we determine the posterior probgan determine the sum in Eq. 3 over the sentences in
bility according to the seB of source positions that the V best list.

e is aligned to. This approach allows for the di-As mentioned already in Section 3.1, the generated
rect comparison of translation hypotheses of differtarget sentences may have different lengths and the
ent lengths. position of a word within different sentences in the
Applying this view, we cannot calculate a posteriony best list might differ due to reorderings, deletions,
probability for zero fertility words, because there areind insertions. Thus, we determine the Levenshtein
no source words that generate them. Therefore, vegignment (Levenshtein, 1966) on the sentences ac-

assign them a posterior probability of one. cording to the best target sentence. That is, for each
Analogously to Eg. 5, the forward probability can beword ¢; in the best target sentenéf, we determine
computed according to the corresponding word in any of the other sen-
Dp(e,Ce) = tences in thelV best list. We denote the Leven-
= p(fele)->_ Y. @p(”,C"\B'¢€) shtein alignment of two sentencé$ and w;" by
o BICC! L = L£(&l, wi") and that of worck; by £;(el, wi")
-plele’e”) - p(B|B), fOI‘an,...,N.

Using this Levenshtein alignment, we can easily
where B’ is the set of source positions covered by:ompute word posterior probabilities for each word

the predecessor word, andC” C B. _ ¢; in the best target sentence. We sum over the prob-
The backward probability is determined as abilities of all sentences containing the word in a
Up(e;e, C) = position that is aligned toin the Levenshtein align-
= p(fale)- > > Us(Ee,C) me”tJI
¢ Bco pi(éil fi ,ép L) =
‘p(élée) -p(BIB) z P wl) - plwl") - 6(éi, Li(el, wi))
whereC' C B. This yields the word posterior prob- — ; ’
ability formula Z p(f{Jwi™) - p(wi™)
pi(elf?) f1 26,: ze: CIEC:BP elec’) whered(., .) is the Kronecker function.
Dyl Clre) - W OUB) This yields the confidence measure
B\€, ;€) - 36;67 SN (st ed oI
p(fsle) Corob(€:) = pil&il fi, €1, L) -
with the normalization term 3.4 Alternative Confidence Measures oV
er By er-1 Apart from the word posterior probabilities as pre-
ZZZ\I!& (e1;e2, B) sented in Section 3.3, we investigated two simple
er By e2 confidence measures a¥i best lists: The relative

-p(ezler) - pler) , frequency of a word in the list and the sum of the



ranks of the target sentences containing this woréh the domain of appointment scheduling and travel
Those values can be calculated Srbest lists pro- arrangements.

duced by any MT system which does not have to b&he second task we worked on is the TransType2
statistical. corpus. It consists of technical manuals like user
Relative Frequency guides, operating guides, and system administration

For each word; in the best target sentence, we deguides for different devices. It comprises three lan-

termine the number of sentences in tNebest list guage pairs, each of which contains English (E). The
containing this word in a position alignedioThen, other three languages are French (F), Spanish (S),
we take the relative frequency of woég in the v and German (G). The corpus statistics can be seen
best list with respect to the Levenshtein alignmerift Table 3.

directly as a confidence measure: )
4.2 Experimental Setup

Crel(é Z 5(&5, Li(el, winy). We performed translation experiments with
an implementation of the IBM-4 translation
model (Brown et al., 1993). A description of the

Rank sum . system can be found in (Tillmann and Ney, 2003).

Another simple confidence measure that can e experimental setup for the two corpora is
computed onV best lists is the sum of the rankSgegcribed in Table 4. It shows the baseline word
of tr}ose target sentences containing w@éxdas orror rate (WER), the graph error rate (GER), and
L;(é1,wy") (normalized by the total rank sum): 6 \yord graph density (WGD) for the different lan-

N (N — n) - 6(e1. La(e} i) guage pairs. The WER is based on the Levenshtein
Crami(65) = P21 vl distance and computes the minimum number of
rank i) (N +1) ’ substitution, insertion, and deletion operations that

have to be performed to convert the generated string

Since we want ranks near to the top of the list tento the reference string. The GER is computed
score better, we sul¥ — n instead of the rank. by determining the sentence in the word graph
) that has the minimum Levenshtein distance to a

3.5 Scaling of the Probabilities given reference. Thus, it is a lower bound for the
During the translation process, the language modg@lord error rate. The WGD is computed as the total
probability is raised to the power of 0.8 in ordemumber of word graph edges divided by the number

to give the language model probabilities a highegf words in the reference sentence.
weight in the decision process. For the calculation

of word posterior probabilities, we varied this scal-

ing factor and optimized it on a development corpus

in order to minimize the decision errors. | Corpus | WGD | GER | WER |

LC-STAR C-E| 12.6 | 19.8| 31.7
S

Table 4: Experimental setup

4 Results —E | 10.7 | 20.6 | 31.3
C-S| 247 | 85 | 184
4.1 Corpora S-C| 20.2 | 10.1| 204
We performed experiments on two different cor- E-C| 210 | 19.7] 335
E-S| 19.8 | 18.8 | 335

pora. One is the trilingual corpus which is succes-
sively built within the LC-STAR project. It com- TransType2 E-S 14.6 | 22.8| 31.2

prises the languages English, Spanish, and Cata- S-E| 16.1 | 20.2 | 30.5
lan. Experiments were carried out for all six transla- F-E | 33.8 | 43.0| 58.1
tion directions. At the time of our experiments, we E-F | 29.5 | 46.0 | 62.0
had about 13k sentences per language available; the G-E| 458 | 47.2 | 63.6
statistics are given in Table 2. The corpus consists E-G| 46.7 | 532 | 69.3

of transcriptions of spontaneously spoken dialogues



Table 2: Statistics of the LC-STAR corpus

English | Spanish| Catalan

Training Sentences 13352

Words 123454| 118534| 118137
Vocabulary Size 2154 3933 3572
Develop Sentences 272

Words 2267 \ 2217 \ 2211
Test Sentences 262

Words 2626 \ 2451 \ 2470

Table 3: Statistics of the TransType2 corpora

Spanish| English | French | English | German| English

Training Sentences 54 806 51797 50223

Words 747918| 670207 732348| 641897| 586613| 618637
Vocabulary Size 11932 | 8196 || 10323 | 7973 17788 | 7877
Develop Sentences 1012 994 964

Words 16262 | 14701 | 12903 | 11345 | 11141 | 11152
Test Sentences 1128 984 995

Words 11481\ 9969 12723\ 11576 | 12416 \ 12613

4.3 Evaluation Metrics as the number of correctly translated words that have
been tagged as wrong, divided by the total number

After computing the confidence, each generate®f correctly translated words. It is also referred to
word is tagged as eitharorrect or false depend- astype | error. The false acceptance rate (gpe |l

ing on whether its confidence exceeds the taggirfftor) is calculated as the number of incorrect words
threshold that has been optimized on the develofat have been accepted, divided by the total number
ment set beforehand. The performance of the conff incorrectly translated words. If the type | error is
dence measure is evaluated using two different meestricted by a givea > 0, the type Il error usually
rics: cannot be restricted; both error rates depend on each
e ConfidenceError Rate other.
The CER is defined as the number of incorrectly as-4 4 Experimental Results
signed tags divided by the total number of gener-"
ated words in the translated sentence. The baselifeonfidence Error Rates
CER is given by the number of substitutions and inTable 5 contains the CER for all language pairs of
sertions, divided by the number of generated wordghe two tasks. We compared the confidence mea-
The CER strongly depends on the tagging thresholdures determined on word graphs and those\on
Therefore, the tagging threshold is adjusted befordest lists. For each language pair, the minimal CER
hand on a development corpdistinctfrom the test is shown in bold face.
set. We see that,,u.ce, the word posterior probabili-

¢ DetectionError Tradeoff curve ties calculated on word graphs with respect to the
The DET curve plots théalse rejection rateversus aligned source position(s), outperfor@,,4.; and
thefalse acceptance ratior different values of the the IV best list based measures in most of the cases.
tagging threshold. The false rejection rate is definedevertheless, th&/ best list based confidence mea-



100
sure C.qni Significantly decreases the CER, like-

sures for some of the language pairs.

—

Regarding the results of the confidence measures: 60

c
o

computed onN best lists, we see that the perfor- 50 r
.% 40 +
behind that of the simple measures. Here, the rankg 30 |

based criteriorC, ., produces best results among €20}
10 t

mance of the word posterior probabiliti€s.., stays

the IV best list based measures.
For some of the confidence measures and some lan- 0

90
wise, and shows best performance among all mea-z 80 ¢

Word Graph C

N best

N best Seurce

prob
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Word Graph Cy;rger —+— |

,,,,,,

N best C = |

S
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guage pairs, the CER does not decrease, but even false acceptance rate [%]
slightly grows compared to the baseline. This is the. .

case for the word graph based measure that deper%dgure 2: DET curves for TransType2 E-G (word
on the target position of the wor@,,,.,.;, and for the graph and 1000 best list)
probabilisticN best list measure,,.,. We believe

that this is due to the fact that both of the measures

refer to the position of the generated word in the ta®  Conclusion

get sentence which might differ between alternativaye presented several concepts of confidence mea-
hypotheses — even if th¥ best list method tries to syres for (statistical) MT systems. Applying them,
compensate for this by determining the Levenshteifhe words in the generated target sentence can be
alignment. tagged as correct or false, e.g. to facilitate post-

. editing or work in an interactive translation environ-
Detection Error Tradeoff Curves g

. .ment.
The DET curves for two language pairs are shown 'Word posterior probabilities were computed from
Figures 1 and 2. They support the analysis present%qo

bove: Th d h based fid ormation contained in the output of an SMT sys-
above: The word graph based confidence measyig,, "oither from a word graph or avi best list. Fur-
Csource Produces best results, closely followed b

. ) %hermore, two alternative confidence measures com-
the.V best list based measufg,,,;. The confidence puted onN best lists were introduced and their per-
Measure,, clearly performs worst. formance was compared with that of the word poste-
rior probabilities. Those two methods are applicable
to non-statistical MT systems as well.

128 Word G‘raph‘ctarg:et .| A systematic evaluation was presented on the
—80 | X, Word G{\laggsfseurcg | LC-STAR corpus which consists of spontaneously
% 20| "X N’\llj%st c%ﬁk ---s—— | spoken dialogues in the domain of appoint-
8ol AN est Crel ment scheduling and travel arrangement, and the
S50t - TransType2 corpus comprising technical manuals.
% 40 Experiments showed that the word graph based con-
© 30 - fidence measuré,, ..., depending on the source
s 20 | position(s) covered by the target word, yields best

10 | results. Nevertheless, a simple rank based crite-
0 o35t rion calculated onV best lists also performed well.

Figure 1. DET curves for LC-STAR C-S (word

0O 10 20 30 40 50 60 70 80 90 100
false acceptance rate [%]

graph and 1000 best list)

Both of them significantly reduce the confidence er-
ror rate.
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Table 5: Word Graph and/ best list CER for LC-STAR and TransType2 [%]

Corpus Baseline|| Word Graph 1000 best list
Ctarget ‘ Csource ‘ Cprob ‘ Crank ‘ Crel

LC-STAR C-E 16.7 16.3 15.8 16.7 | 15,5 | 16.0
S-E 14.8 14.4 14.0 147 | 138 | 141
C-S 10.3 9.3 10.2 10.3 | 10.1 | 10.3
S—C 11.9 111 11.0 119 119 | 11.9
E-C 19.2 19.0 17.0 19.2| 17.3 | 18.1
E-S 19.0 18.7 18.4 189 | 16.6 | 17.3

TransType2 S-E| 13.7 13.6 13.2 13.7 | 131 | 134

E-S 17.4 17.3 16.1 17.4 | 16.8 | 17.0
F-E 32.3 28.9 26.3 32.3| 27.3 | 28.1
E-F 37.0 31.8 29.9 36.9| 31.0 | 32.1
G-E 37.4 29.5 30.2 35.9| 30.2 | 31.0
E-G 445 31.6 29.4 36.1 | 30.3 | 32.3
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