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Abstract
In this paper we present way to integratebilingual lexiconsinto an operationaprobabilistictranslationassistan{Transype). These
lexiconscouldbeary resourceavailableto thetranslator(e.g.terminologicalexicons)or ary resourcestatisticallyderivedfrom training
material. We describea bilingual lexicon acquisitionprocesshat we developpedandwe evaluatefrom a theoreticalpoint of view its

benefitsgo atranslationcompletiontask.
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Intr oduction

Translationneedsaregrowing fasterthanmachinetransla-
tion (MT) technologyimproves. Therefore therearemore
andmoresituationsvhereMT is just notanacceptablao-
lution, especiallywhenhigh quality translationis required.
This statemenis encouragindor (computational)inguists
sincepeoplerealizethatdespitegoodtranslationprograms
available on the web, more effort muststill be investedin
MT research.In the meantimewe believe thatturning to
alternatvesto fully automatictranslationis a challenging
but promisingapproach.

Among the tools that may make the translators difficult
task a little easier Foster et al.(1997) have developed
TRANSTY PE, asystenin whichatranslatioremegesfrom
a seriesof alternatingcontributionsby the humanandthe
machine. The machines contributions are basically pro-
posalsfor partsof thetargettext, while thetranslators can
takemary forms,includingpiecef targettext, corrections
to a previous machinecontrikution, hints aboutthe nature
of the desiredtranslation,etc. In all casesthe translator
remainsfully in control of the process:the machinemust
work within the constraintsmplicit in the users contritu-
tions,andheor sheis freeto acceptmodify, or completely
ignoreits proposals.

TRANSTY PE takestheform of aspecializedext editor(see
Figure1). Embeddedvithin this editoris a non-intrusve
machindranslatiorenginewhich canprovide, atary point
of thetranslationarankedlist of units (wordsor sequences
of words) that the translatoris likely to type. The editor
allows for the easyinsertionof anyoneof theseunits at a
keystroke. Thesecompletionsare computedaccordingto
a translationmodel and a languagemodel that both take
into accountthe translationalreadytyped. Within sucha
scenariowe have investigatedhe possibilityof integrating
bilingual lexicons and reporton our resultsin this paper
Thesdexiconscouldbeary resourcevailableto thetrans-
lator (e.g.terminologicalexicons)or ary resourcestatisti-
cally derivedfrom trainingmaterial.

In the next section, we give a brief overviev of the

TRANSTYPE systemandits evaluationby translators.In
sectionthree,we describethe stratgy we devisedto au-
tomatically extract bilingual lexicons from training ma-
terial. In the fourth section, we describethe way we
integrated these automatically acquired lexicons within
TRANSTYPE’s completionmechanismfollowed by a per
formanceevaluation of this integration. We sum up by
drawing the conclusion®f our experiment.

An overview of TRANSTYPE

The core system

The core of TRANSTYPE is a completionenginewhich
comprisestwo main parts: an evaluator which assigns
probabilisticscoresto completionhypothesesanda gen-
erator which usesthe evaluationfunctionto selectthe best
candidatdor completion.

The evaluatoris a functionp(t|t', s) which assigngo each
target-txt unit ¢ an estimateof its probability given a
sourcetext s andthe tokenst’ which precede in the cur
renttranslationof s. The approachto modelingthis dis-
tribution is basedto a large extent on that of the IBM
group(Brown etal., 1993),but owing to thereal-timecon-
straintsof our application,it differsin onesignificantas-
pect: whereaghe IBM modelinvolvesa “noisy channel”
decompositionTRANSTY PE usesa linear combinationof
separatgredictionsfrom a languagemodelanda transla-
tion model. Thelanguagenodelitselfis aclassicalrigram
interpolatedmodel, while the translationmodelrepresents
aslight modificationof anIBM2 model. Thetwo arecom-
binedasfollows.

p(tlt',5) = plilt") (¥, ) + plils) [1 — a(t', )]
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wherea(t', s) € [0, 1] arecontext-dependeninterpolation
coeficients.
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Figurel: An exampleof interactionin TRANSTY PE with the sourcetext in the top half of the screen.The targettext is
typedin thebottomhalf, with suggestiongrovidedby the menuthatappearst theinsertionpoint.

Evaluation

An implementatiorof TRANSTY PE which allowsthe com-
pletionof wordswasevaluatedn two ways. In atheoretical
evaluation,a simulatedusergeneratesharacteby charac-
ter the target part of a testcorpus,acceptingassoonasit
is helpful thefirst completionprovidedby TRANSTYPE. It
wasshaown thatunderthis scenarioa usercouldsaze about
two thirdsof thekeystrokesneededo produceatranslation
(Fosteretal., 1997).

An in-situ evaluationinvolving ten translatorswho were
asledto translatehesametext usingTRANSTY PE hasalso
beencarriedout (Langlaiset al., 2000b). Someinterest-
ing obsenationsemegedwhich motivatethepresenstudy
Only onetranslatoractuallymanagedo translateasterus-
ing TRANSTY PE; this suggestshatevenin avery simple
scenariotamget-text mediatedinteractve translationis at
leastviable. Lack of trainingtime is probablyonereason
for theseotherwisedisappointingesults. Thefactthatreal
usersdo not systematicallywatchthe screenwhentyping
mayalsoaccounfor partof the problem.

A qualitatve suney revealedthatmostusergactuallynine
outof ten)likedTRANSTYPE andwouldbeeagetotry it in
theirwork. However, they expressedhedesirefor aversion
of the systemwhich would be ableto suggestompletions
beyondtheword level.

Frominformal discussionsvith translatorswe concluded
that an importantpart of the translationprocessrelieson
lexicons. Actually, one of a translators first tasksis of-
tenterminologicalresearchand mary translationcompa-
niesemploy specializederminologists.The needfor spe-
cializedlexiconsbecomesvenmorecrucialin a machine
translatiorapplication.Beyondtheinfrequentcasesvhere,
in agiventhematiccontext, awordis likely to haveaclearly

preferredtranslation(e.g. bill/facture vs bill/projet de loi),

lexicons are often the only meansfor a userto influence
the translationengine. As TRANSTYPE is deeply user

oriented,we feel it would be a desirableextensionto the
systemif userswereallowedto introducespecificlexicons.
This extensioncanbe seenasa first steptoward an adap-
tative versionof TRANSTY PE, whichis avery challenging
issuethatwe hopeto studyfurther.

Automatic acquisition of lexiconsfrom
bilingual corpora

Many studieshave addressethe problemof automatically
acquiring bilingual lexicons (seefor instance(Melamed,
1997;0homoriandHigashida,1999; Rapp,1999; Tanaka
andMatsuo,1999;Jacquemin99) for recentones).These
studiesareby naturedifficult if notimpossibleto compare.
Thereforewe investigatea simplerversionof theapproach
describedn (Langlaisetal., 2000a)thatbasicallyinvolves
threesteps. First, we identify monolinguallysalientunits
usingvariousstatisticalmetricsand/orfilters. Secondwe
grouptogetherin our training corpuswordswhich belong
to the units selectedn the previous stepin orderto train
a new translationmodelwhereboth wordsand sequences
of words(unitshereafterprelinkedacrosdanguagesLast
but not least,we cleanup the resultingmodel by filtering
outdubiousassociations.

The motivation behind this processis essentiallypracti-
cal. We do not believe that separatinghe identificationof
salientunits from their bilingual mappingis a promising
approach. It would be much betterto look for a transla-
tion modelwhich allows n : m associations.Of course,
the problemfor suchanapproachis to find a way to cope
with the well known maledictionof multidimensionality



(any groupof sourcewordsbeingpotentiallyassociatedio
ary targetgroupone). More advancednodelssuchasIBM
models3 to 5 (Brown etal., 1993)which permitl : n as-
sociationsmay be seenas a stepin this direction. More
recentlythe2-stagemodeldescribedy Och(OchandWe-
ber, 98; Ochetal., 99) seemdo be anotheralternatie —
atleastin ataskcomparabldo the Verbmobilone— asit
allows certainhiddenstructuralinformationto becaptured.

Identifying monolingual salientsequences

Distrib utional filters

The literature aboundsin measureghat help to decide
whetherwords that happento co-occurare linguistically

significantor not. In this study we ratedthe coherencef

ary sequencef wordsseenin a training corpusby means
of two measuresalik elihood-basedne(Dunning,93)and
an entropy-basedne (Shimohateet al., 1997). Observing
the outputproducedy thesemethodsit is immediatlyap-

parentthat neithermetric guaranteeshat the bestranked

unitsarethosethatwe would oursehesmanuallyselectas
salient. In particular it is clearthatmary sequencesver

lap; which further complicatingthe selectionprocess.For

thisreasonye applieda cascadédilter toremovewell-rated
but non-salientunits. Below, we reporton the resultsof

a filtering process(called DIST) which removesary se-
quenceseenonly onceor having a likelihoodratio lower

than5.0; DIST alsoremovessomesequencethatoverlap
with othersaccordingo their entrogy score.

Linguistically motivatedfilters

In asecondapproachio salientsequencselectionwe tried
severallinguistically motivatedfilters thatmake useof reg-
ular expressiongiefinedon part of speechPOS)tagsob-
tainedfrom a tagger We experimentedwith several such
filters, but report on the one that yielded the bestresults
(namelySNR for simplenounphrase)More preciselywe
filter outany sequencef wordsthatdoesnot matchareg-
ular expressiorwhich recognizesary sequenceomposed
of oneor morearticles,numberscommonor propemouns,
adjectves,andpassve or progressie verbalforms (a few
constraintavere empirically addedto this passie regular
expressiornto improve the trade-of betweerprecisionand
recallin this nounphrasddentificationtask.)

Mapping units betweenlanguages

Mapping units acrossthe two languagesirst requiresthe
groupinginto unitsof thetokensin our training corpus,on
thebasisof theunitlexiconsidentifiedin thepreviousstage.
This step,althougheasyin principle, concealgatherdiffi-
cult problems. To begin with, differentsalientunits may
containsequencethat partially overlap,even understrin-
gentfiltering constraintsand may lead to erroneougok-
enizations.

To getaroundthetokenizationproblem,we usea dynamic
programmingschemeoptimizing a length-basedneasure
(C;) over thefull sentencew!, asdescribedn equation2.
The segmentations foundby keepingtrack of theindexes
thatyield the highestB(I) value. Theevidencein favor of
this criteriacomparedo otherswe tried is not overwhelm-
ing, but this is the criteriawhich empiricallyyieldedto the

bestresults.An exempleof the outputof this processs re-
portedin Tablel for a pair of sentencefrom the Hansard
corpus.

0if i=0
N Cl(wf:—I)
B(Z) - argmax + (2)
Ie[L,i] ,wi_ €S B(l —-I- 1)
. , 0 if <=1
with: C(w]) = { j—i+1 e{SCJ

SRC:fromtimeto time, - mr. spealkr, - thercmp -
laundhes - investigations- in canada

TGT: de temps a autre , - monsieur le président
, - la gendarmerie royale du canada - fait - des
enquétes - au canada .

Table1: Outputof the segmentationprocesdor a pair of
sentencefrom the Hansardcorpus.The segmentsaresep-
aratedby the separator- .

More importantly thereis no guaranteeevenif we prop-
erly tokenize, that the monolingualgroupsof words will
matchacrossthe two languages For the kind of texts we
usedin this study thisassumptioris however, nottoo com-
promising.

Finally, mappingtheidentifiedunits (tokensor sequences)
to their equialentsin the otherlanguageis achieved by
traininga new translationrmodel(IBM 2) usingthe EM al-
gorithmasdescribedn (Brown etal., 1993).

Tidying up the models

At this stageof the processwe obtaina unit model (1/,,)
which is fairly noisy, in part becauseof the reasonsex-
plainedabove,in partbecausgroupingwordstogetheialso
reduceghe numberof timesthoseparticularwords occur
in isolation,thusloweringtheaccuray of their association
throughthetrainingprocess.

This makesit worthwhile to filter out spuriousunits using
a word-to-word model M, (for example,the core model
usedwithin TRANSTYPE). We thereforeappliedan algo-
rithm which basicallyremovesary associatiomf two units,
the sourcewordsof which arenotwell associatedavith the
targetwords,undertheword model,andvice versa.
Thereductionn thetotalnumberf parametersbtainedy
meanf thisfilter canbevery high, dependingntheval-
uesof the few parametershatcontrolthe process.For in-
stancethe SNPmodeldescribedabore inityally produced
10,038, 77@airsof units. Filtering theseby only consider
ing the 20-bestranslationof eachsourceword (according
to theword model)thathave aprobabilityhigherthan0.05
reduceghe numberof admissiblepairedunits to 50,000,
which constitutesa reductionby afactorof 200.

Of course the morewe filter a model,the morewe lower
its potential coverage. Table 2 gives a few associations
generatedy an SNPfiltered model. A quick glancecon-
firms that the associationsare fairly correct. Some of



them are compositional(such as rights of womeridroit

des femmes), mary othersare not. Several associa-
tions may be only partly correctsuchas booniexplosion

démographique, althoughwe mayneedthe context to de-

cidewith certainty

Application-independentevaluation

In orderto gaugethe quality of the automaticallyacquired
associationsye asledthreejudgesto review arandomse-
lectionof 1000sourceunitswith 1135targetassociations,
andto distinguishthosethat they felt weregood,badand
partially correct. We did not provide judgeswith a clear
definition of theseterms. At the time of this writing, only
onejudgehadgonethroughall onethousandourceunits.
Overthe 1135associationghis judgeevaluated49 asbad
(4.3%),108partiallygood(9.5%),while all theotherswere
markedasgood. Around70%of thebadassociationsould
have beenavoided,asthey resultedrom abugin our post-
filtering stage. It is also worth noting that in 31 cases
(around20% of thenonperfectassociationsthejudgefelt
theneedto seeadditionalcontext in whichtheassociations
occurred. Consideringthat partially good associationse-
mainusefulwithin anapplicationlike TRANSTY PE, these
resultssuggest fairly high precisionratefor our lexicon
acquisitionprocess.

Plugginglexiconsinto TRANSTYPE

Collectinglexicons (automaticallyor not) is rarely an end
in itself; for thisreasonijt makessensdo evaluatethequal-
ity of a bilingual lexicon throughthe tasksthe lexicon is

designedor. TRANSTY PE lendsitself perfectlyto thissort
of evaluation,sinceit is a stronglyuserorientedprototype
andsincereal userssuggestedhat beingableto integrate
userlexiconswithin TRANSTYPE would be an attractve
benefit.

In the following experiment,we simply ignorethe proba-
bility attachedo eachpair within a unit model,thuscon-
sideringa unit modelasa pure bilingual lexicon. This in

factcorrespondso a real situation,in which a userwould

provide TRANSTY PE with apersonalexicon. Theremain-
derof this sectiondescribesiow we integratedof this non-
probabilisticresourceavithin theprobabilisticframenork of

TRANSTYPE.

To understandhis integration, we needto briefly sketch
how TRANSTYPE works. The first stepconsistsin com-
puting, oncea sourcesentencas selectedby a user a set
of wordswhich arelik ely to occurin thetranslationof that
sentence.We call this setthe active vocatulary. Foster
etal. (1997)hasshavn thatusingan IBM1-lik e modelto

computethe 500 mostlik ely wordsyieldsanactive vocab-
ulary with an averagecoverageof about96%. The sec-
ond stepinvolves— in turns— the interactionof the user
and TRANSTYPE's generatorwhich role is to identify the
wordsin theactive vocalularywhichmatchthecurrentpre-
fix (possiblyempty)thatthe userhastypedandto pick the
bestcandidategroposedy the evaluator

Becausd RANSTY PE hasavery simpledecode seeequa-
tion 1) in which a new predictiondoesnot dependon ary

1This stepis fastenoughso thata userwon't noticeit on a
recentenoughcomputer

of the previousdecoderstatesijt turnsout to befairly easy
to integratenon-probabilisticesourcesuchaslexiconsin

the process. In fact, all we have to do is: 1) extendthe
active vocalulary with thoseunitsbelongingto thelexicon

which arelikely to occurin thetranslation;and?2) provide
theevaluatorwith away to ratethoseunits.

Extending the active vocatulary

If we assumehatthelexiconwe wantto integrateis nearly
noiselesgwe saw in the previoussectionthatthis is area-
sonableassumption)thenary targetunit associateéh our
lexiconwith a sourceunit whichis partof thesentencein-
dertranslationis potentiallya goodcandidate Thereforeit

canbesafelyaddedo theactive vocahulary.

Rating units

The only questionthatremainsto be settledis how to rate
agivenunit belongingto theactive vocatulary. Ourimple-
mentationis basedn theideathat predictinga unit would
be greatlysimplifiedif we knew exactly which partof the
sourcesentencés undertranslation.In practice we do not
explicitly have suchinformation;however, we do know the
contritution of eachsourceword the sentencédoeingtrans-
lated(s?) to thepredictionof agiventargetword (¢;) atthe
targetpositionj. In the implementatiorof our translation
model,andfollowing Brown etal. (Brown etal., 1993),we
have:

p(t]st) =D t(tj[si)a(ils,n) ®)
i=0

wheret(t;|s;) standsfor the transferprobability (that is,
the probability that the word ¢; is the translationof s;),
anda(i|j,n) standsfor the so-calledalignmentprobabil-
ity (here,the probability that a sourceword at positions
will beassociateavith thetargetword at position;, know-
ing the numberof wordsn of the sourcesentencaunder
translation).

From the individual contritutions ¢(¢;|s;)a(i|j,n), some
informationis availablewhich canhelpto trackthe source
portion of the sentencebeing translated. In the present
study we appliedthefollowing heuristic:if onesourceto-
ken sy dominateshe sumof equation3, thenwe canas-
sumethatif the userwantsto type the targetword ¢;, this
is becausdne or shewantsto translatehe sourceword s4.
Therefore|if this word lies within a sourceunit belonging
to thelexicon, it is likely thatthe userwill type oneof the
targetassociationsvhich belongto the active vocahulary.
We controlthevalidity of this heuristicvia a singlethresh-
old which fixesthe minimumvalueof the ratio of the next
bestsourcecontribtution to the bestone. We found exper
imentally that a ratio of morethan 0.8 often allows us to
determinghe sourcesegmentundertranslation.

Oncewe have decidedusingtheword model,thata target
unit shouldbe proposedwe merelyhave to favor the unit
againstits first word by addingto the word probability a
very small quantitythatwill not disturbthe relative rank-
ing betweerwords. By so doing, however, we no longer



boom—s prospérité,0.32 essor,0.27 explosion démographique,0.2 explosion,0.11 vague de prospérité,0.11

fbdb— banque fédérale de développement,1
rights of women— droits des femmes, 1

canadianaviationsafetyboard — bureau canadien de la sécurité aérienne,1

office of the superintendentf financialinstitutions— bureau du surintendant des institutions financieres, 1
newfoundlandunemployments taux de chdmage a terre-neuve,1

smallcraft harbours — ports pour petits bateaux,0.53 ports pour petites embarcations,0.47

airline industry— industrie du transport aérien,0.73 secteur du transport aérien,0.13 industrie aérienne,0.13
foodprocessingndustry— secteur de la transformation des aliments,1

ordinary canadians— canadiens ordinaires,0.72 canadiens moyens,0.19 simples canadiens,0.082

Table2: Excerptof a filtered unit translationmodeltrainedon nominalgroups(SNP). Seethe full traceof this model
at www-rali.iro.umonteal.ca/ttype-unit.htmlINote that fdbd is an acrorym for Federl BusinesDevelopmenBank for
whichthetranslationin our trainingcorpusis almostalwaysthe onereported.

have a probabilisticengine sincethe scoresof all the pos-
sible completionsdo not sumto unity. But becausef our
decodingstrateyy, this doesnot posea majorproblem.

Trace of atranslation session

To illustratethe full processwe providein Table3 a one-
sentencsessiorusingalexiconcontainingheassociations
producedy thefiltered SNPmodelfor which we have re-
moved the probabilities. This sessionis fairly instructve
and warrantssomeexplanation. The sourcesentenceo
translatds | shall returnto this pointin a few momentsin
which only onewordsgroupis found in the lexicon (few
moments with three likely translations(quelques min-
utes, quelques instants andquelques moments). Be-
foretheusertypesarything, TRANSTY PE proposeshetar
getword Je, this is whatthe userexpected,andtherefore
he acceptghis proposal(which is indicatedby a + in the
seconccolumn).

The secondtoken proves more problematicand clearly
shaws the weaknes®f mixing the predictionsof the lan-
guageandthetranslationmodels.The machinesfirst pro-
posalis le, which is not the word the useris looking for;
thusheis forcedto typeits first letter TRANSTY PE adjusts
to theuserlsinputby proposingn turn severalformsof the
word retour (return).

The sessiorendswith TRANSTY PE proposingseveraltar
getunits aslikely translationgfor the sourceunit few mo-
ments Actually, althoughall of the translationgproposed
by TRANSTY PE aregoodones theonewhichthetranslator
decidedo useis thelast TRANSTY PE proposedThis sug-
gestghatevaluatingTRANST Y PE onasingletranslatiorof
a given sourcetext is not really fair, especiallywithin the
unit lexicon scenario.

Evaluation
The training corpus

To trainour unit models we useda sggmentof theHansard
corpusconsistingof 174,200pairs of sentencestotaling
33,000English forms and 43,000Frenchones. About a
third of theseformsoccuronly oncein the corpus.

The testcorpus

We ran a theoreticalevaluationof TRANSTY PE by count-
ing the numberof keystrokes saved by a userwho care-
fully obsenesevery completionand acceptsthe first one

thatcorrespondso the associatedargetsentenceFor this
evaluation,we randomlyselected. 000sentencgairsfrom
the Hansardcorpus,noneof which wereusedin thetrain-
ing.

TRANSTY PE’staskwasto produceverbatimthetargetsen-
tence giventhe sourceone.We reporttwo measuresf the
numberof keystrokessaved: first correspondo a scenario
whereonly onecompletion(the bestaccordingto the gen-
erator)is proposechat a time; and 7-best which is the ac-
tualway TRANSTY PE is implementedIn thelatter, a pop-
up menuproposedhe seven mostlikely completionsat a
giventime andthe userselectgat a costof onekeystroke?)
thelongestunit which matchegheoneheis lookingfor.

Results

Theresultsof ourtestaresummarizedn Table4. For com-
parisorpurposesywe alsoreporttheresultsof abaselineap-
proachwhichproposesiounit. Notice,first of all, thatinte-
gratingalexiconinto TRANSTY PE slightly improvesonthe
baselinewherethelexicon we automaticallyextractedfo-
cusedon nounphraseonly. Theimprovements very mod-
est,sinceonly 184tametsequencewereaccepted— under
the first scenario— over a thousandair of sentenceslt
may be helpful, however, to compareto the overall cover
ageof thelexiconswe obtained.In the SNP-licon, there
areonly 470targetunitswhich altogetheappeain thetest
corpus.Thisis notanormaloussinceuserlexiconsarealso
likely to have poor coverage. Furthermoreas we men-
tionedabove, thereare mary caseswvherethe predictions
madearecorrect,althoughthey do not correspondxactly
to theonethatwasusedby thetranslatoiin thetestcorpus.

Discussion

In this paper we have describeda way to automatically
acquirebilingual lexicons basedon simple distributional
propertiesof n-gramsand on simplistic linguistic knowl-
edge. We have shavn that, usinga fairly simplefiltering
method we canobtainlexiconsthathave afairly highlevel
of precision.Evaluatingsuchlexiconsis slightly moredif-
ficult.

In the secondpart of the paper we have describedhow
they have beenintegratedwithin TRANSTYPE'S comple-
tion task. The main conclusionof this task-orientedeval-

2For instanceby amouseclick.



Sourcesentence:

| shallreturnto this pointin a few moments

Targetsentence: Je reviendrai sur ce point dans quelques moments

In thelexicon: few moments— quelques minutes/ quelques instants/ quelques moments
targettokens typed bestcompletiondn turn

Je + lJe

reviendrai revi+ [/l e - rletour - re/lvenir - revli ens - revilendrai

sur + /sur

ce + lce

point + /poi nt

dans d+ /de - d/ans

quelques gque+ [/l e - g/luel ques instants - qu/el ques mi nutes - que/l qgues nonents
moments -

Table3: A one-sentencsessiorillustrating the completiontasks. Thefirst columnindicatesthe targetwordsthe useris
expectedo produce.Thenext two columnsindicaterespectiely the prefixestypedby the userandthe completionamade
—in turn— by thesystemunderalexicon-completiortask. + indicateshe acceptanckey typedby theuser A Completion
is denotedby /8 wherea is the typedprefix and 3 the completedbart. Completionsfor differentprefixesareseparated
by - . Seewww-mali.iro.umonteal.ca/ttype-poto.en.htmfor ananimatedscreerdumpof ashorttranslatiorsession.

first scenario 7-bestscenario
model | Spared%) nb. | Spared%) nb.
SNP 55.82 184 | 64.57 354
DIST 54.74 335 | 64.04 1049
baseline| 55.78 — | 64.38 —

Table4: Resultsof TRANSTY PE translationsession®n a
testcorpusconsistingof 1000pair of sentencesSpared is
thepercentagef keystrokessaredoverthesessionandnb
is thenumberof sequencethathave beenproposediuring
thesession.

uation is that lexicons do improve the performanceof
TRANSTYPE and are thereforeof benefitto the user al-
thoughthis laststatemenhasyetto beconfirmedin further
userevaluations.
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