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Abstract
Work on comparing a set of linguistic test scores for MT dutpwa set of the same tests’ scores for naturally-occurring target
language text (Jones and Rusk 2000) broke new ground in automating MT Evaluation. However, the tests used were selected on an ac
hoc basis. In this paper, we report on work to extend our understanding, through refinement and validation, of suitable linguistic tests
in the context of our novel approach to MTE. This approach was introduced in Miller and Vanni (2001a) and employs standard, rather
than randomly-chosen, tests of MT output qyaditlected from the ISLE framework as well as a scoring system for predicting the
type of information processing task performable with the output. Since the intent is to automate the scoring system, this work can also
be viewed as the preliminasteps of algorithm design.

(2) whether the tests can be repeatgdothers with
1 Introduction consistency; and (3) the extent to which the tests might be
automated in later stages of the work.

Work on comparing a set of linguistic test scores for MT .
output to a set of the same tests’ scores for naturally- 2 Task-Based MT Evaluation

occurring targe language text (Jones and Ruz000 ch
A - . urch and H 1993) proposed that MTE take an
broke n&v ground in automating MT Evaluatlon. The tests roach that gci»\Ze(s crecgitpt)o g MT system for what it does
used were selected on an ad hoc basis and the sco . .
well, with a focus o how it serves the follow+o human

reported on wer ompared to scores for humanly- ) o .
produced text which nyanot have been of the same type processing rather than on whtis unlikely to do well.
This directim has run a logical course in the Expert

or domain as the text from which the MT output was "' . .
produced. In this paper, we report on work to extend ouftdvisory Group on Language Engineering Standards

understanding, through refinement and validation, ofEAGLES) and the International Standards for Language
suitable linguistic tests in ¢ ®ntext of our novel Engineering (ISLE) proposals for MT evaluation.
approach to MTE. This approach was introduced in Miller o ] ]
and Vanni (2001a) and empioytandard, rather than The other direction from which task-based evaluation
randomly-chosen, tests of MT output qualielected €volved is the tradition of black-box evaluation. This
from the ISLE framework as well as a scoring system fofradition has been most receptlinstantiated ¥ the
predicting the type of information processing taskDARPA methodolog (White and O’Connell 1994) which
performable with the output. Since the irteis to  measured fluency, accuracy, and informativeness on a 5-
automate the scoring system, this work can bBdsviewed point scale. Using DARPA evaluation scores and a set of
as the necessary, prelimigateps of algorithm design.  translation-dependén information processing tasks,

experiments were performed to rank tasksnfrmore to
This methodolog is an effot to characterize MT output |ess tolerant of output errors (White and Taylor 1998;
quality in functiond terms while responding to the Taylor and White 1998; Doyon, Talbot and White 1999).
establishd desiderata for MTE. Quresearch program

entails a systematic development of the relationship . .
between tb aaluation metric (a set of qualitest scores) OUr @pproaks has as its gddo determine what a system
and specific tasks performable on MT output i$ gets right” in its output such that a human information

comprised of distinct stages, to include test selection frofRfocessor - (and  eventupll a computational ~NLP

the ISLE framework, test validation in terms of soundnes&/90rithm) can perform a specific task with it. We select
of design and capagitfor replication and automation, SPecific features of MT outpuproposed in the ISLE

approaches to test automation, and the mapping dfamework and we recognize théanguage-dependent
patterns of test scores to those information-processingSks vay in their tolerance of error. We hypothesize that
tasks performable with the MT output. In this paper, we-naracteristics of the sets of scores resultingnfibe
focus on the stage oést validationwith an overviev of ~ validated tests described in this paper will evenyadl
the tests themselves and details of the testing process. wn to reflect variations along these usapbilit
context views validit as a function b (1) the @se with ~ ¢IMeNsIoNS.

which tests can be applied tarying problematic output,



3 Data and Methods (1978) asserted thahere is a lw probability that a
translation will be athe same tira @herent and totafl
3.1 Data wrong! So, we evaluate tle herence of the texts with
, . ., respetto the text as a whole with a measure that draws
Two testers refined and validated the measures describgd "vann and Thompson’s (1981) Rhetorical Structure
here ly testing them on MT output produce¢ three  rhaqy (RST) We chose the sentence as the unit of
different Spanish-to-English systems. Input consisted Ogvaluation and scored this feature as the percentage of

one Spanish original news text article. This material WaSantences to which some RST function could be assianed
used for the 1994 DARPA evaluation. Future work Wi”The steps we took for this teincluded counting thge '

experiment on material used in the MT Scale research. gontences in the text reading each sentence and

. attempting to assign it an RST function, assigning a score
3.2 Features and Scoring Methods of 1 ifpa fL?nction cgould be determined and, ifgnot,ga score
The ISLE features were selected on the basis of theof O, and, finally, addig up sentence scores for each text
measurabiliy and the perceived likelihood that a test for and dviding by the number of sentences in the text. The
the featue muld be automated in future stages of theresult of the division then was the final coherence score
research on this methodologyFor each feature, we for the text.
developed an approach to measurement and applied
actual MT outpti to teg its validity. Ourgoal was to  This is a vey loose application of RST. For our purposes,
produce a series of tests that could be applied releaddd it matters ony that some logical function can be
consistently. determined for each sentence. Itis not necgshat the
MT system conwe the “correct” RST function with
The features from the ISLE framework which we chose taespet to the source text or human translation. We use
include in our scoring suite are the following: coherenceRST definitiors sSmply to constrain the setf dunctions
clarity, syntax, morphology, an dctionaly update/ that can possibl be assigned to a sentence in the MT
terminology. In the development of these measuresyutput.
several error classification schemes (Van Slype 1979,
Flanagan 1994, and Balkan 1994) evemnsulted. Because the function definitions overlap, it was crucial
Features of informativeness, fluency, and figektill that the rater be systematic in applying the RST functions.
figure into aur measurement suite in subsequent stages dte rater had to ko what distinguished the functions
the program. However, scores for these features of odrom each other. In this, guidelines, such as those written
texts are available fro the DARPA MT evaluation by Carlson and Marcu (2001), had yhexisted & the
efforts. So for the it was not necessato develop ne@  time, would have bee helpful. For this particular
scoring methods. application of the RST, however, it pnalw be that some
of the distinctions were, in fact, too fine-grained for
In order b validate our selection of ISLE features and ourapplication to MT output which, in fact, is rather coarse.
approach to scoring, the two testers worked through thEor future iterations, it mgbe desirable to select or define
output of three machine translation systems on a single subset of the functions modulo the danger of baing t
ted text in a single domain. We describe the scoringrestrictive for use with a wide vanebf (as yet unseen)
method for each feature, details of implementationdomains and text types.
discovered in the tesin process, at gudelines for
scoring with linguistic and computational motivations.  The ability to assign a function to a sentence was lgrgel
dependent on the abilibf the rater to understand the text
4 Validation Runs far Feature Scoring surrounding the sentence under considerationt Eha
Methods function was most assignable to a sentence when the

Although two rates sored the outputs for each feature, seﬂtence followed  a sequence.fb(()f otlher mtelllr?ent,
this step in the development of the method is not meant gP€rent sentences. One speciixample was the

be an actual inter-rateeliability study. For example, the occurrence of anaphoric references without an actual
tests were not performed complgti isolation, as would anaphor to refer back to in the preceding text. More than

be done in such a study. Onetlontrary, raters were ©ONC€ this led to the inabiitto assign an RST discourse
encouraged to confer, discuss the methodology, anl@bel_.gjwas also foulnd_thart]the RhST funhcthnkgro&Jn?
reflect on the scoring process used to arrive at their scord€duUlr® greater clary than the others used for
The validation procedure was carriedt 6o much the ~assignment since raters needed towdea distinction
same wg as the development of guidelines for creatingP€we@ new and old information and ko both types

marked-up text as ground truth data for namedwntitrelated to the rest of the text. Other functions, such as
extraction. Elaboration for example, did not require the same level

of clarity since embellishment of already-established
information did not neecbtbe especialy clear in order to

4.1 Coherence . ; ; ;
_ ) be recognized as performing that discourse function. Yet
Becaus ®herence is a high-level feature that operates at

a super-sentential level, we evaluateyigbtting a general
impression of the overall dynamic of a discourse. Wilks.

as cited in Van Slype (1979: 34)



other functions were foundthe signaled ¥ discourse 4.2 Clarity

cues in such a watha the darity of the rest of the ouyr framework merges tests proposeyd the ISLE
sentence was not a factor in makinge toherence  framework for comprehensibility, readability, style, and
judgment. clarity into a singk evaluation feature which we label

) ) ) . “clarity.” This measure is arrived ay bssigning a score
Basically, it was difficlt to divorce Coherence from petween 0 (meaning of sentence is not apparent, even
meaning When the sentence was unintelligible, evengfier some reflection) to 3 (meaning of sentence is
when discours aies were present, one was tempted tGerfecty clear on first reading) Since the feature of
assigy no RST label. Based on this experience, futurénpterest is clarit and not fidelity, it is sufficient that some
iterations of the methodolggwnl experiment with _clear meaning is expressey the sentence and nthat
switching the ordering of the Coherence and the @lariti4 meaning reflecthe meaning of the inpuext. Thus,
tests. In this way, work on understanding the seet@mn g reference to the source textreference translation is
be done before work on determining the function. Withyermitted Likewise, for this measure, the sentence need
the Coherence test performed before the Glaett, the  pejther “makes sense” in the context of the rest of the text
ability to make a snap judgment on Clgritas hindered.  nor pe grammaticafiwell-formed, since these features of

] ) o the text would be measuregl the Coherence and Syntax

When discourse functional distinctions between sentencgggts, respectively. Thus, the clgstore for a sentence is
were not clear, raters were advised to make th@asicaly a snap judgement of the degree to which some
determination of whether the sentermuld easy be one  meaning is conveyed by that sentencee Barity score
of several functions or whether the diffiqultay with  for the entire text is the mean sentence Gladbre. It is
justifying the sentence as an instance of some one Qforth noting that while theresi gill not enough data to
several possible functional categories. When the proble%rma”y measure inter-annotator agreement, in the same
fit the former description, the sentence wabd assigned way as for the texts that were asaluing the test
a “1” but in the latter case, it would be assigned a “OH-deveIopment, the authors’ scores for the previousl

Even though the Coherence test in its current form is a bjfnseen rating verification texts were yetose, and often
cumbersome and labor-intensive,is adequate for our gscores agreed even at the sentence level.

investigation whib has two primay goals with respect to

Coherence. The fitsis to determine whetherew@n i js not surprising that short sentences were found to yield
develop a valid consistent measure that is reflective of th|§rtiﬁcia”y high Clarity scores since the phenomena which
aspect of the outputext. The second is to determine make sentences longer, such as embedded sentences,
whether or nb this Coherence features idrongly  quotations, and rela#v dauses, tend to complicate
correlated with the abiltto use the MT output for the gtrycture and necessitate a higher gyalitranslation to

MT Scale tasks or some otheelevant follow-on  engyre clarity. For complex sentences to score well on this

processing. lfit turns ot that Coherence is relevato  featyre, the relationship between sentence partschiae t
tak performance, then we will revtsthe test validation  expiicit.

stage in order to develop a more tractable measure of

Coherence. In a comparison of rater notes, two phenomena stood out.
) ) The first was that for the exact same title output, one rater
Figure 1 illustrates the raters’ scores for each systeMyave a scorefo“0” and the othe rater gave a score of
Although, as we will see, Rater 1 tended toward highef>" conversely, both raters tended to agree on their
scores in all of the tests, both raters avemnsistem in  gcores for sentences to which each gave a score of “3”. In
their giving System 1 a lower rating than System 2 angther words, scores converged on intuitivébetter”
System 3. Moreover, the difference between raters igytput. We observed that when there was bad output,
relative rankings for the systems on this featsrenall  there was more room for interpretation or “reading into”
enough to lend confidence to the overall design of the tesfe text for some meaning. For this reason, raters would

be more lenient in their scoring of texts at the bottom end

of the scale. That is, raters were more {kel agree on a
Coherence Scores b y Rater score of “0” for a sentence in an otherwise good
translation than thewould be on a score of “0” in a lower
12 quality translation. Thus, for the Clayitest, particulas
Score 0; o if it is performed after the Coherence test, it was
S I s— discovered that considering each sentence in isolation and
04 —=— Rater 2 independent of the discourse structure is an important
02 o« element of the test design. To simulate téfect of
ok : : ‘ sentences in isolation for this iteration of the tests, raters
System1 System2 System 3 were encouraged to select sentences at random to read and
System score. Still, it was almsésimpossible to eliminate the

training effect while the saenevaluators were reading all
the test passages.

Figure 1. Results of the Coherence Test



The results of the Clagittest are shown in Figure 2. In stipulated that oyl syntactt changes (to the particular
this test, both raters had the same highest score for Systexclusion of semantic and morphological changes) would
3. This confirmed what we had observed dbthe be permitted. For this reason, if a sentence was
varying levels of interpretation of “bad” output and thesyntacticaly correct but semanticgllanomalous, it was
resulting tendencto be lenient athe lower end of the counted as completetorrect for purposes of this feature.
scale. Otherwise, & @rrelation between raters’ scores Likewise, a sentence with gninorphological errors was
scale with their scores on Coherence, with similarcounted as correct Finally, since suppletive forms (as
differences between systems’ scores for each rater. Fanth case in English pronouns, "he’/"him’) represent
both tests, the scores move in tandem for System 1 ande2rors & the level of sentence structure, yheere not
and the identical score which both Raters gave to Systetaken into accounin the Morpholog test bu instead

3 on the Clariy test was a result which supported thewere accounted for in the Syntax test. Note that while the
reliability of the clariy test design. Syntax test did not count, for example, Person/Number
errors even when the forms in question (e.g., “are’lis’)
were irregular, it did count gnerrors that effected a
change in word category.

Clarity Scores by System

s The raters, armed with the guidance to make the fewest
) changes possible and not to look at the human translation,
——System 1 . . . . .
0 WO issues i icular. i uesti
. System 2 faced two issues in particular. The first regarded questions
o I - System 3 abou the nature of grammarules and hw they differ
I from rules of style. This quandaraffected the
0.5 .
M performance of the test because, depending on where the
0

line was drawn, a well-formed sentence would have
undergone man more or maw fewer changesot be
arrived at. Changing MT outpudo create a stylisticall
well-formed sentence requires nyamore dianges than
does tle geation of a simpl grammaticay correct
Figure 2. Results of the Clayitest sentence. The second, related ésswncerned the
determination of the fewest number of changes. If raters
proceed to read a sentence of output, correcting ggithe
4.3 Syntax along, thg arrive at tle end of the sentence with possibl

The ISLE MT evaluation framework cites measures in2 larger number of changes thantheght have had, had
Van Slype (1979) fim the vey high-leve to the vey  they started making changes afteading the sentence a
fine-grained. Our measure produces a rather coarse-leéW times. To resolve thesompetirg priorities, raters

score, and is of intermedatmplexity to apply. tis an  developed strategies thenvolved the reading of each

adaptation of that proposeq Chaumier, Mallen, and output sentence several times in order to formulate an idea
Van Slype (1977 of its possible sense. Then, reading through one more

time, the could craft a basic meaningful sentence from

The score is based on the minimal number of correctionde words available, changing the order or inserting or
necessarto render an MT output sentence grammaticaldeleting as thego. In this way, the style question was
Each evaluator is tasked with transforming each sentendgitigated since tb energence of the mesentence was

in the MT outptinto a grammatical sentencemaking based on an idea the rater could express with the elements
the minimum number of replacements, correctionspresentin the output and not siyph the application of
movements, deletions, or additions possibleThese = Some set of rules.

changes are then scored following the scheme of

Chaumier et al. (1977) and Van Slype (1978), with thd-igure 3 shows the results of the Syntax test. Note that the
exception that corrections and rep|acemen$(ﬁunted raters gave the SyStemS the same relative ranklng. In fact,
as a Sing} (ategory The Syntax score for each Sentencethe absolute scores between raters aryeo?ese. It should

is then calculated as the i@atf the number of Changes for be pomted out as well that even when raters had the same
each sentence to the number of words in the sentence; théore for a given sentence (thia, thg have the same

overall syntax score for the text is calculated in arfotal number of changes), is likely tha they chose a
analogous manner. different combination of the four operations to arrive at

their final sentencd.

Rater 1 Rater 2

Rater

Recalling the precedindscussion abduthe struggle to
maintain a separation between evaluations of @lantd
those of Coherence, it was sometimes difficult tawditze
line between purgl syntactt arors and errors that ° For example, for one sentence, the rater éad 7
crossed it aher linguistt categories Thus, we changes. Rater 1 used 2 Replacements, 1 Rearrangement,
3 Deletions, ad 1 Addition while Rater2 used 1
Replacement, 5 Deletions, and 1 Addition.

2
as cited in Van Slype (1979: 131)



4.5 Dictionary Update
Dictionaty update $ siggested as an MT evaluation

Syntax Scores

100 measure in the ISLE frameworkThere are manways

os that a dictionaly update measer ould ke a@lculated.
o 90 Two obective and easy-to-observe features of MT output
b —e— Rater 1
3 a5 .A Rater 2 are the number of words not translated and the number of
® o0 o = domain-specific words that @rmorrectly translated. Itis

e these two features thakewhose for the dictiongrupdate
75

measure in our set of evaluation measures. Other possible
measures, such as the number of incolydctinslated
System words, were left for futle ®nsideration, due to the
difficulty in arriving at a precise and objective definition

of such a measure The non-translated word score is
Figure 3. Results of the Syntax test calculated as the percentage of non-translated words
appearing in the target language document.

System1l System2 System 3

4.4 Morphology _ . _
Again, several sets of criteria were considered for possiblyl]IS 'W32| a faig dstralght-forward tej.t' _gersn_mgh ag
implementation in our studit is our aim that the measure '9/eS@ Gl sagrado corazomvere ready identified an
finally chosen be objective, and thus replicable, and thatccounted for. Except for a couple of exceptions, such as
there be the prospect for its partial automation in th atgluna a rr:on-Engllsh, no_n-Spamshb.word_, anq a non-
foreseeable future. The morphological score is calculate{>" ,fsoe;j tt_ereh(\;vere few, if ?m:j am |gL1:DBE{uat|or:s.

as the number of morphological corrections to the M r?’eh rustratia | welzve_r ml\l{o'\tgle ban_ outpu Zen ence
output, divided  the total number of inflectable words in which was completglunintelligible bu in no way due to

the output text. It was at times difficult to separate purel untransla’;ed words. So, the problems .COUId not be
morphological effects frm those that had theroots in reflected in the score for this test. It received the same
syntax. It was decided, as noted in the Syntax discussigifore as that of the other, more intelligible sentences.

in 4.3, that suppletr @se-marking forms of English
pronouns (e.g., ‘who'/"whom’, “him’/’he’) were the
counted as syntactic and not morphological errors.

Tha the scores for this test, shown in Figure & dose
and covay suggests a reliable test.

Many sentences were found to have no morphological Dictionary Update Scores

errors. Although errar suich as ‘“are'’/'is’ “be'lare’,

“his’T'its’, infinitive/inflected form and cardinal/ordinal 1

(117°11™) were all counted, there was nevertheless a 0.99 /\
-

concern among raters thtaey were being do leniert in 098
their scoring of the output.

—4— Rater 1

0.97
\’ —@— Rater 2

Score

0.96

Figure 4 shows the results of the Morphgldgst. For
reasons we il i nvestigate, scores for System 3 were
somewhat divergent. On the other hand, both raters had,
in fact, similar scores for the other two systems and the
same relative ranking for the three systems. Rater 2 found System
more of a distinction in performance between the tut
that difference (about a hundredth of a point) is Vikeit
to be statistical} significant. Figure 5. Results of the DictionaUpdate test

0.95

0.94

System 1 System2 System3

Morphology Scores 4.6 Damain Terminology

0.9;74?% Voss and Van Ess-Dykma (2000) developed an MT
0.96 N evaluation measure based on the percentage of domain-
2 o X Rater 1 specific words frm the source texthat wee @rrectly
S oe AN Rater 2 rendered in the translation. Th&urther showed thait
0.88 = was possible to set a threshold for this measure in order to
0.86 determine the utilit of the machine-translated output for
0.84

use in their filtering task. We thus addadhpis practical
measure, in the hopes th& will also correlate with
results of other task-based evaluation methodologies, such
as that presented/BVhite, Doyon, & Talbott (2000). We
Figure 4. Results of Morpholggest calculate this measure as the oatf the number of
domain terms appearing corrgdith the translation to the

System 1 System 2 System 3

System




total number of domain terms in the human referencd.7 Nanes

translation. As a specih instance of a terminolgg score, we
separatgl calculate the percentage of proper names
correctly translated As for domain specific terms, the
roper names are firsidentified in the reference
translation Evaluators then examine the output of each

2 g::iefifizsfcje:remi()rforgem?cﬁ?%agielt;?g?/l/itrzo?heOLs?aobr;lr]i?)Ifn- machine translation system, marking each instance of
P y mig these proper names in the translation as correct or

a machine translation system for a task like filtering or. ; ;
triage. The domain of the articles could eadie incorrect Proper names appearing in the reference

determined simmibv scanning the ten list. without a translation btmissing fran the machine translation are
ol Y SCa 9 ' ¥  counted as incorrect. As with the Terminoglotest,
reference to the article itself.

specific guidelines for the test resulted in identical scores

The important consideration for this test was that domaif?y POth raters, as seen in Figure 7.
terms le eact. Therefore variations counted wrong for

Scanning the list of domain terms extractedrirthe
human reference translation for the test articles (whic
were drawn from different domains), it is gas see wig

the purposes of this test included those stemming from the Figure 7. Results of Names test
occurrence of non-English forms, not-translated forms,

synonym usage, such as ‘thinkers’ for intellectuals’ or Names | Rater 1 Rater 2
“pictures’ for “illustrations’, misspellings, wrong ordering System 1| 0.53 0.53

for phrasal constituents of terms, errors of catggor System 2| 0.72 0.72
form, e.g., ‘sculptures’ for “sculpture’, etc. would all System 3| 0.59 059

count as being wrong for the purposes of this test

By contrast, formatting errors, such as lower case foft-8 Test Ordering
proper names would be accepted in this test because fdhe tests were ordered to achieve an attenuation of the
searching or extraction purposes, this aspect of thgaining effect such that a test on one aspect of the output
rendering would be accounted for in, for example, caseould nd interfere with a tester's abijitto oljectively
insensitive searches for information retrieval . assess a subsequent feature being evaluated. We learned
] ) ] ) in the validation process that perhaps our ordering did not
Other issues surfaced as well in the implementation of thigchieve this objective in some places. For example, after
test. These involved features of the human translatign ijeveIoping the Coherence test, we hypothesizetlitha
which were possipl differently but just as effectivgl \yas the most unlikglto affet the results of other tests
rendered in the MT output, e.g., use of accentsames,  and the madslikely to be affected ¥ the results of the
and dfferent legitimate adjectival form sich as  other tests. This was true. What we failed to consider was
Argentinean’v. "Argentine’. Raters had to mark anythingtha it may have been desirable to precede the Coherence
other than an exaamatch as wrong even though the test with tests which would assithe rater in its
variations encountered mdiave been correct o the  performance, such as the Clgrtest. As mentioned in

language perspective. These are impdrtasues for an  Section 4.1, we plan to experiment with just such a
algorithm  designed to characterize a system'seordering in future work

terminology-handling capability. It will haveot be

designed to accept as correct legitimate variations in form.

Because the guidelines for this test were precise, ratess Conclusions and Directions for Future Work

could be stritin their implementation of them. For this Th | of h _ biecti

reason, the test results in Figure 6wshvery close ratings. € goal of ou research progm Is 1o map opjective,
replicable measures of ISLE MT evaluation features to

tasks for which MT outpumay be used (as defined in

Terminology Score s Doyon et al. (2000)) and to automate the process where
possible, we plan to appbur evaluation metrics to the
00 DARPA MT evaluation output for which such usalilit
0.8 data is available Before using this data, however, we
e = —————— ——— have performed and reported bere a verification run on
< o —e—Rater 1 . .
g 05 o a separate set of MT outputsThis run has pointd up
» 0.4 —=&— Rater 2 . . . . .
03 — issues ¢ be addressed for adjusting and fine-tuning the
0.2 test suite @ be reflective of the differen linguistic
ol ‘ ‘ characteristics of MT output, such as test ordering,
System 1 System 2 System 3 random sentere ealuation for Clarity, strategies for
System identifying the minimal number of changeske made to

sentences for the Syntax testdaietailing the nature of
morphological errors, among other things.

Figure 6. Results of Terminolggest

Our next step is to run the suite of tests on MT output
which has alreag been judgeda be of a certain qualjt
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