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Abstract
This paper reports the results of an experiment in machine translation (MT) evaluation, designed to determine whether gasily/rapidl
collected metrics can predict the human generated gpaliameters of MT output. In this experiment we evaluated a system’y abilit
to translate named entities, and compared this measure with previous evaluationf ety and intelligibility. There are two
significant benefits potentigllassociated with a correlation between traditional MT measures and namgdamés the ability to
automate named entiscoring and thus MT scoring; and insights into the linguistic aspects of task-based uses of MT, as captured in
previous studies.

correlation between MT qualit needs ad user
1 Introduction requirements (see Van Slype, 197®}ackled the issues

Machine Translation (MT) Evaluation (MTE) has lacked© _€liciting dmensions of judgments from otherwise
standards for metric snce the beginning of MT disinterested target-native subjects; capturing judgments

technology, despit oncerted efforts throughouits ~ With finer granulariy than before; as using sufficient
history. There is no meaningful ground truth for MT human factors controls to sh@easonaly valid measures

since anything canebexpressed and translated corrgctl of fidelity and intelligibility. In this series of evaluations,
in mary different ways Statisticaly valid subjective system outputs wer@ompared to human translations on

judgments musté aptured, a long and arduous process_the giteria of adequacy, informativeness (both measures

Also, it is difficult to associate these qugliudgments of fidelity) and flueng (a measure of intelligibility) As

with the applicabiliy of MT systems to actual usefulness described briefl in section 3, th giteria wee dicited
(White, 2000a) At the same time, the vision of from subjects whose rating was on a holistic 1-5 scale.
instantaneous information access regardless of sour
language requires verapid evaluation of approaches and
systems Furthermore, for a vig of MT as embedded in
other processing, evaluation metrics must be meaningf
to the functions to which the output of MT will be
applied; replicable for ne systems ath domains; and
automated to the greatest degree possible.

%hile revealing in te @ntext of the program in which it
was administered, these results did not diyesgkve the
larger needs of MT evaluations to give feedback to users,
evelopers and funding agencidsor did they med the
desirel qualities of meaningfulness, replicabjlitor
automation The DARPA evaluation was expensive and
time-consuming because of the need for a) two expert

This paper presents a step in the development ofva ndransiations of inputexts and b) an elaborate test design
and administration procedure, with a large number of

evaluation approach, which takes advantage of readil :
measurable phenomena to predize mub harder-to- input documents, output documents, human subjects and

measure properties of MT output. Sectrdscusses UEcision points for measurement and analysis. Moreover,
previous gndp contempowMTEp methods Section 3 the DARPA series did not diregtprovide insight into the
describes t& experiment of arriving at named-entit place of MT in the continuum of language processing and

scores from MT system outputs for comparison of\LP US€s.
different system qualities After this, it describes o
these scores willd @mpared to existigp quality scores.
Section 4 presents the results of the first experiment
followed by analysis and future research directions.

From the 1992-1994 series, and the aftermath that

followed, a fresh look at MT and MTE arose. As part of

'this, the notion of examining MT in light of whi is to

be used for came to pass. Yet, treating MT as part of an
; ; information processing filw does not reduce the amount

2 Previous Evaluatlpns of work to be done for MTE. Fnm this realization gne

The 1994 DARPA M Evaluations (Whie & al., 1994)  he MT Task Proficieng Scale (Doyon & White, 1998;

were part of a series designed to captueeedtensibility  \yhite & Taylor, 1998) which characterizes the tasks that

of MT approaches to potential applicalyiliwithin the M1 output could be used for in an ordeérglace in a
variety of tasks which could benefit o translated continuum  If one @n, for instance, sho the

information.  Althoudp not the fird to sugges the



applicability of an MT syste to a more demanding task

in the scale, then one could sgfassume the use of it in a SOURCE Adequacy| Fluency | Inform.

less demanding task. EXPERT 94.5 89.2 85.2
. oo , . PAHO 82.9 53.1 83.5

While potentialy informative, the Task ProficiegScale SYSTRAN 771 39.1 822

still suffers the human subject difficulties present in other GLOBALINK 77.0 208 82.0

studies New work has focused on ways to automate PANGLOSS 52' 3 1é 3 5§ 5

MTE, without relying on time-intensive, human-subject

elicitations These studies (c.f., Jones & Rusk, 2000; .

Hirschman, et al., 1999: White 2000b) have raised the  1able 1. Scores for DARPA 1994 Evaluation

possibility that automatic measurement of certain

attributes or a set of attributes of MT outpuight be 3.1 The Data

extrapolated to predioneasures germane to MT itself, This corpus is appealing because it gives us the

particularl in light of the task-oriented view. opportuniy for comparing a ng metric with human
subjective judgmentslt therefore facilitates comparison

One such attribute, named entities, holds promise as awith other methods, allows discoyef correlations

attractive possible measure. Named entitids ifato  betwea human judgments and automated metridhe

delimited categories (proper personal names, corporatiaggkperiment here uses the Spani3hEnglish language

names, names of geographickbcations, dates and documen set? For this reason, we have had to exclude

monetay amounts, etc) The set of names in translation the results frm the LINGSTAT system as 20 of the

has ®me advantages as a metric over a holistic score fatrticles are not in the current data set.

the documents as a whole: for one thing, the set has fewer

corred translation possibilities The processing of 3.2 The Procedure

translating (and/or transliterating) names is neither trivia': : .
X “For the purposes of this experiment, we hand annotated
nor solved (e.g., Knight & Graehl, 1998), but advances iNne Ofp tfe expett tranglations, designated as

?amed entty prc;‘%e;?mg lrlwavcihma_de It ? watchn‘gldate d REFERENCE. The named entities were tagged according
or a metric. iuonally, the importance of namedy,. nvyc named engit guidelines (MUC, 1998).
entities in othe_r C@”d.'dﬁte .t&mﬁh _l‘:"s llnlg)rr?a.tlon Annotations were done using the Alembic workbench
g)ét;f‘ecnon Mg give insights into the Task Proficigne (Figure 3 at the end of the article). A single annotator was
' used, although annotations were reviediedWe are
. planning using multiple annotators and checking for inter-
3 Testing Methodology annotator agreement, but felt that a reviewed tagging was
Based on the results of previous a namedyeiméinslation  sufficient for the first experiment.
evaluation (Hirschman, et al.,, 1999), we performed
experiments on a larger corpus, the DARPA 1994 corpushe test set was then article-aligned. Each tagged article
The largest corpus of a series of evaluafiansludes 100 was aligned with te @rresponding article from another
newspaper articles in each of three source languagegoup in the data set. Thatis, REFERENCE was aligned
Spanish, French and Japanese. Each source language Wit EXPERT, SYSTRAN, etc. Paragraph-level
two human translations, performed déxpet translators, alignment was initialf considered, but rejected when it
into English Each source language was then processe@las realized thathe two human translations failed to
by several MT systems in various states of maturity, agaialign because of code set conversion problems between
with English as the targdanguage Each translation different operating systems (Macintosh Code Page versus
(system and human) wasibjed¢ to three separate Microsoft Code Page) For reasons noted later, more

evaluation criteria: detailed alignments are planned.

» Adequacy- the presence of correct meaning in target
language MT output. Aidelity measure. We utilized the REFERENCE-EXPERT alignnteto

» Informativeness— a reading comprehension-like testserve as a baseline for our scoring algorithm and also to
on the translated test. Anotifatelity measure. indicate the degree of matctm ihuman translations.

* Fluency- the degree to which the text is well-formed Initially, only exat¢ matches wer ®nsidered This
English. Aintelligibility measure. yielded a score of less than 80% names matchiBy

The evaluation materials were designed and executed tarriving at a score for the REFERENCE-EXPERT pair
meet specific program goals, yet atél $n use todg and analyzing the mismatchese wuld identify a set of
(Doyon, et al., 1998). The results of these evaluations ammnstraints that can be reasowyatalaxed in the scoring
summarized in Table 1. algorithm.

Further examination of the mismatches alldwas to
incorporate the following relaxations into the scoring
algorithm: normalization of numeti antities,

2 Currently available at :
http://issco-www.unige.ch/projects/isle/mteval-april01/

1 Human Language Technology (HLT) initiative series® It may be rightfully argued thamultiple annotators
(White et al, 1994). should be used.




capitalization ad dacritic stripping. In particular, the 100 REFERENCE articles. REFERENCE-EXPERTyonl
handling of numen entities was important: “10” should agreel 8609% of the time, even with all constraint
be scored as matching “ten’On the other hand, one of relaxation. Table 3 shows the scores for the systems. The
the sources of difficujtin translation for humans appears system scores are shown also as normalized for the
to be the handling of numbers, as will be discussed in theuman-human scores.

analysis section.

Capitalization was later ignored because of the individual Pairing Count | Score | Normalized
differences in translating with regard to “title case”. “The EXPERT 22781 86.00 100.0
Good Housewife” should &b equivalert to “the Good PAHO 1972 | 74.53 36.6
Housewife” This affected a ver small number of GLOBALINK | 1732 | 65.46 76.0
instances in the REFERENCE-EXPERT pairing (lessthan "pANGLOSS 1671| 63.15 73.4
10). Diacritics were also stripped due to the inconsigtenc SYSTRAN 1626 | 61.45 714

of human translators in preserving them. This resulted in
roughly a five percent improvement in the REFERENCE- . - .
EXPERT score It could, and should, be argued thiae Table 3: l\?coresi.fort_lndlvfldsual Systems with
relaxation of diacritic matching reflects an overall ormalization ot Scores

problem h name transiation. It should be noted that the constraint relaxations served to

aid certain systems at the expense of others. For instance,
PANGLOSS did not preseev @pitalization with ag
ersegulariy which means tha the relaxation of the
constraint greayl improved is £ore Whether this is a
reasonald mnstraint relaxation will emerge fro the
analysis  The same is true of the diacritic stripping
phenomena While one does not warno punish systems
unjusty for removirg dacritics, more stug of the

Other sources of mismditanot correcty handled in our
currert implementation are noted in Table Z2Partial
matches can occur because of a) word order differenc
b) stop wod dfferences; c) titles of people; dnd)
keyword dfferences in the named entity, which is
especialy prevalent in organizationames.

seriousness of the relaxation is warrantedfter getting

SOURCE OF MISMATCH | NUMBER | % name scores, we then compared the name score with the
Country Designation 49 13.3 adequag measures. Table 4 captures this information.
Inconsistent # 14 3.8
Titles 5 1.4
Singular vs. plural 9 2.4 SYSTEM Name Score| Adequacy
Acronyms 19 5.2 EXPERT 86.1 94.5
Partial Match 173 47.( PAHO 74.5 82.9
Other* 99 26.9 SYSTRAN 61.5 77.1

368 100 GLOBALINK 65.6 77.0

PANGLOSS 63.2 52.6

Table 2: Sources of Mismatch in Named Entities

_ Table 4: AdequacScores compared with Name Scores
3.3 Scoring

The scorig proceeded as followseach marked name in
the reference text was extractedhen, duplicates were

eliminated. This gave a set of named entities in eacl| |y,
article The mrresponding article was then checked for 80 | R\\n\‘h
the named entities. Onbne instance was required for a 60 \ N
match, and again duplicates were ignored. This decisior 40 —d
reflects the gross alignment and also thé flaat human 20
translations more frequegtexhibited ellipsis and other 0
language phenomena not norrggdtesemnin MT system
output® We then normalized all scores againshe & L N « <
REFERENCE-EXPERT baseline as itsvgrving as the \@0 Q¥ /\Q} @,\% \9%
“gold standard.” <« N R ~
o QY

4 Results

The results were not as encouraging as we had hope —e—Name Score —o—Adequacy

The tagging yieldg 2646 wmique named entities in the

Figure 1: Scores — Adequaand Name Score

4 Dates / weights / measures / different translations

5 We recognize thait is these phenomena which could 5 Analysis

make for a really good translation. It is a subject of futurerhe question, now, is to look at whether a correlation
researchd determine how closely machine translationsexists between the named epttores and other existing
should even be compared to human ones. DARPA metrics. Figure 1 shows the scores charted at the



grosses level of analysis While there is a rough adequacy, and informativeness attributes of translations.
correlation, based on the average scores for the systen®nce no strong correlation exists, we milgok to
defined ly the relative groupings of the systemgthe additional scoring techniques to arrivé the overall

two scores,it is not a sufficienyl strong measure to answer In fact, building an MTE modemay be much
sugges the dear correlation that we had hoped for. like @nstricting an economic indicator model — man
Normalizing the data makes the correlation worse insteapieces are necesgato capture the tmi essence of the

of better as shown in Figure 2. We believe that in the casererall picture Additional elements a be analyzed

of the PANGLOSS system, relaxingettonstraints on include the relationships betweelamed entities, the
capitalization ad dacritics gave it a mut higher score effects of ellipses and co-reference, and the inclusion of
than anticipated and that normalization benefits itechnical and other specialized terminology.

similarly.

Still, success is ultimatglachievable as a correlation
between DARPA scores and theTMrask Proficieng

100 g scale is possible to establish. Since the translations from
80 \M — the scored DARPA corpus were used in the development
60 s of the Task Proficienc Scale, tle mrrelation between
40 these two pieces will contribute to the deeper analysis of
20 the translation processFrom these two connections, it

0 will be possible to determine ¢hextent to which named

entity translations contribute to the overall success of MT
systems in different proficiegdasks.

%\\% \9% D As noted throughduthis work, we still have man
© R guestionsd be answered, even about this “simple” metric.

Our future work focuses on answering them and then
—e—Adequacy —o—Norm extending ¢ ather language pairs and corpora. Finalé
look to the development of our model of MT system
health which combines named eptitanslation scores

Figure 2: Normalized figures compared to adequacy. with other automated metrics to present a useful picture of

MT quality.

A statistical analysis on an article-by-article basis did not
provide support for the hypothesized correlation betweeAcknowledgaments
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REFERENCE TEXT — ANNOTATED

<ENAMEX TYPE="PERSON">UN Secretary General Boutros Boutros -Ghali </[ENAMEX>said
<TIMEX TYPE="DATE"> Wednesday </TIMEX> that if international sanctions against

<ENAMEX TYPE="LOCATION"> Haiti = </ENAMEX> to restore democracy there continue to

be ineffective he would favor a "more completely <ENAMEX TYPE="LOCATION"> Haitian
</ENAMEX* solution involving a "compromise" negotiated among the parties. While

the <ENAMEX TYEE="LOCATION"> United States </ENAMEX> has recently increased

threats of military intervention to force coup members from power, <ENAMEX
TYPE="PERSON"> Boutros Ghali </ENAMEX> in a report to the <ENAMEX
TYPE="ORGANIZATION"> UN General Assembly </ENAMEX> <TIMEX TYPE="DATE"> Wednesday
</TIMEX> | said he believed a solution to the <ENAMEX TYPE="LOCATION"> Haitian
</ENAMEX> crisis could only be obtained "through a compromise based on

constructive concessions to which both parties consent.”

REFERENCE TEXT

UN Secretary General Boutros Boutros - Ghali said Wednesday that if international
sanctions against Haiti to restore democracy there continue to be ineffective he

would favor a "more completely Haitian" solution involving a "compromise”

negotiated among the part ies. While the United States has recently increased
threats of military intervention to force coup members from power, Boutros Ghali,

in a report to the UN General Assembly Wednesday, said he believed a solution to

the Haitian crisis could only be obtaine d "through a compromise based on
constructive concessions to which both parties consent.”

SYSTRAN TRANSLATION

The Secretary General of the UN, butros butros - Ghali, "more properly"
pronounced the Wednesday in favor of a Haitian solution resultant of a
"negotiated commitment" between the parts, if the international sanctions against

Haiti continue being ineffective to recover the democracy in that country.

While the United States multiplied the last days the threats of a military

participation to fo rce the coup participants to abandon the power, butros

ghali considered in a report directed the Wednesday to the general Assembly of

the UN that a solution of the Haitian crisis only could be obtained "with a

commitment, based on constructive and allo wed concessions" by the parts.

Figure 3: Example documents: tagged document, reference text, system output




