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In recent years, much of the parsing literature has focused on so-called lexicalized grammars, that is grammars in which each individual rule is specialized for one or more lexical items. Formalisms of this sort include dependency grammar [ 13], lexicalized tree-adjoining grammar [ 17], link gram­mar [20], head-driven phrase-structure grammar [ 14], tree insertion grammar [ 18], combinatorial cat­egorial grammar [2 1] and bilexical grammar [7]. Probabilistic lexicalized grammars have also been exploited in state-of-the-art, real-world parsers, as reported in [ 1 1], [ 1], [6], [2], [4], and [9]. Other parsers or language models for speech recognition that do not directly exploit a generative grammar, still are heavily based on lexicalization, as for instance the systems presented in [ 10], [ 12], [ 15] and [3]. 
The wide diffusion of lexicalized grammars is mainly due to the capability of these formalisms to control syntactic acceptability, when this is sensitive to individual words in the language, and word selection, accounting for genuinely lexical factors as well as semantic and world k nowledge conditions. More precisely, lexicalized grammars can select the complements and modifiers that a constituent can take, on the basis of special words playing a particularly informative role within the given constituent and the given complements and modifiers. These special words are typically identified with the lexical head and co-heads of a constituent, where with the term co-head of a constituent A we denote a lexical head of any of the subconstituents of A. To give a simple example {from [8]), the word convene requires an  NP object to form a VP, but some NPs are more lexically or semantically appropriate than others, and the appropriateness depends largely on the NP 's head, e.g., the word meeting vs. the word party. In this way, the grammar is able to make stipulations on the acceptability of input sentences like Nora convened the meeting and Nora convened the party. This was not satisfactorily captured by earlier formalisms that did not make use of lexicalization mechanisms. See [5] for further discussion. 
W ithin the parsing community, and in the speech community as well, a considerable resea.rch effort has been devoted to the important problem of defining statistical parameters associated with lexi­calized grammars, and to the problem of the specification of algorithms for the statistical estimation of these parameters. In contrast, not much has been done with respect to the sentence processing problem. Most of the above mentioned systems parse input strings using naive adaptations of existing algorithms developed for the unlexicalized version of the adopted formalism, possibly in combina-
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tion with heuristics specially tailored to cut down the · parsing search space. However, the internal structure and the large size of formalisms derived by means of some lexicalization mechanism render these systems unsuitable to be processed with traditional parsing techniques. In the talk we address these problems and present novel parsing algorithms for lexicalized grammars that overcome the com­putational inefficiencies that arise when standard algorithms are used. We will focus on lexicalized context-free grammars (LCFGs), a class of grammars originally introduced in [8]. LCFGs are a con­venient abstraction that allows us to study important computational and generative properties that are common to several of the above mentioned lexicalized grammars. A similar abstraction, called probabilistic feature grammars (PFG), has been presented in [9], motivated by parameter estimation problems. In contrast to PFG, features with lexical values have a special status within LCFG: this facilitates analysis of several complexity measures. In what follows, we report a formal definition of LCFGs and give a brief outline of the results that will be more carefully presented in the talk. 

2 Lexicalized context-free grammars 

We can think of a lexicalized context-free grammar as a particular kind of CFG obtained by applying a lexicalization procedure to some underlying CFG .1 Before presenting the formal definition of LCFG, we briefly discuss an example. Consider the sample phrase dumped sacks into a bin. In order to be able to capture the lexical and syntactic relations holding among the words in this phrase, we pair each of the standard nonterminals NP, VP, etc., with a tuple of words from the phrase itself. The nonterminals of the resulting grammar are therefore of the following kind : V [dump], NP [sack], VP [dump] [sack], etc. Using these new lexicalized nonterminals we can write new context-free productions of the form VP [dump] [sack] ➔ V [dump] NP [sack]. The main idea here is that lexical items appearing in the right­hand side nonterminals can be inherited by the left-hand side nonterminal. A possible derivation of the above phrase is depicted in Figure 1. 
VP[dump] [sack] VP[dump] [sack] PP[into] [bin] 

� � V[dump] NP[sack] P[into] NP(bin] 
I � N[sack] Det[a] N[bin] 
I I I dumped sacks into a bin 

Figure 1: A sample derivation in an LCFG. 

We now give a formal definition of LCFG. A lexicalized context-free grammar is a CFG G = (VN, VT, P, S[$]), with VN and VT the set of nonterminal and terminal symbols, respectively, and with S[$) E VN a special start symbol. The following conditions are all satisfied by G: 1The particular way we lexicalize CFGs differs from the proposal in [18] , where a CFG is transformed into a tree substitution grammar. Also, we note here in passing that an LCFG could be alternatively defined as a very restricted kind of attribute grammar with only synthesized attributes [16] . 
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(i) there exists a set Vo, called the set of delexicalized nonterminals, such that 

(ii) every production in P has one of the following two forms: 
(a) Ao [ao, 1] · · · [ao,r0 ] ➔ A1 [a1 ,1] · · · [a1 ,r1 ] A2 [a2 ,1] · · · [a2,r2 ] • • • Aq [aq,1] · · · [aq,rq], where q 2:'.: 1 and multiset { ao,1, . . .  , ao,ro }  is included in multiset { a1 ,1, . . .  , a1 ,ru a2,1, . . .  , aq,rq } ;  
(b) A[a] ➔ a. 
The multiset condition in (ii)a states that the lexical items in the left-hand side nonterminal are always inherited from the nonterminals in the right-hand side . Note also that the start symbol S[$] is a lexicalized nonterminal . As a convention, we assume that $ is a dummy lexical item that does not appear anywhere else in G, and disregard it in the definition of L(G) . In current practice, the set of delexicalized nonterminals Vo is kept separate from set VT . Set Vo usually encodes word sense information and other features as number, tense, etc., structural information as bar-level and subcategorization requirements, and any additional information that does not explicitly refer to individual lexical items, as for instance contextual constraints for parent node category [2], or constraints on the constituent 's yield, expressed through finite information about distribution of some lexical category (4) .  Let G be some LCFG and let p be  some production in  P. I f  p has the form in (ii)a above, let kp = Ej=1 r j ; otherwise, let kp = 0. The degree of lexicalization of an LCFG G is defined as kc = maxpEP kp . We also say that G is a kc-lexical CFG. Note that from condition (ii)a it directly follows that G has productions with right-hand side length bounded by kc . When the set of delexicalized nonterminals is fixed, the degree of lexicalization induces a proper hierarchy on the class LCFG . More precisely, it can be shown that, for any non-empty set Vo and any k 2:'.: 3, there exists a k-lexical CFG G defined on Vo such that L(G) cannot be generated by any k'-lexical CFG defined on Vo and with k' < k. The class of 2-lexical CFG, also called bilexical CFG, turns out to be of major importance in cur­rent parsing practice . In fact, the probabilistic formalisms adopted in (1), (6), [2) and (4) are strongly equivalent to bilexical grammars, in the following sense . For each of the above formalisms, we can effectively construct a corresponding probabilistic bilexical grammar with the following properties . There is a one-to-one mapping between derivations in the source formalism and derivations in the tar­get bilexical grammar . This map preserves the associated probabilities and can be computed through a homomorphism (homomorphisms can be implemented as real-time, memoryless processes) . Most important here, when computational problems related to parsing must be investigated, bilexical gram­mars are a useful abstraction of the above mentioned formalisms, and parsing algorithms developed for bilexical grammars can directly be adapted to these formalisms . In Section 3, we will mainly focus on bilexical grammars . 2 

3 LCFG Parsing 

The cost of the expressiveness of an LCFG is a very large production set. In the simplest case of bilexical CFGs, the size of set P usually grows with the square of the size of VT, and thus can be very 
2The adoption of bilexical formalisms in state-of-the-art, real-world parsers is related to the fact that currently 

available natural language annotated corpora are still limited in their size, so that the estimation of probabilities for 
lexical relations of arity greater than two is still quite problematic. 
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large. Standard context-free parsing algorithms, which run in time linear with the size of the input grammar, are inefficient in such cases. Therefore, a first goal in the design of a parsing algorithm for LCFGs is the one of achieving running time sublinear with respect to the grammar size. As a first result, we show that algorithms satisfying the so-called correct-prefix property [19] are unlikely to achieve this goal, even in case the grammar is precompiled in an amount of time polynomial in its size. In order to achieve the sublinear time goal, a usual practice is to use standard CFG parsing algo­rithms and to select only those rules in the grammar that are lexically grounded in the input sentence. However, this in practice adds a factor of n2 for an input string of length n, resulting in O(n5) running time for bilexical CFGs and related formalisms. We show how dynamic programming can be exploited to achieve an O(n4 ) result. Also, we specify an O(n3 ) time algorithm for a restricted kind of bilexical CFGs. We argue that the proposed restriction leaves enough power to the formalism to capture most common natural language constructions. We discuss how these results generalize to LCFG with higher degree of lexicalization and to lexicalized tree-adjoining grammars [17] as well. The above algorithms exploit bottom-up strategies, which are the most common in parsing lexi­calized grammars. We show how top-down strategies can be applied in parsing bilexical CFGs, still retaining the desired condition on sublinear running time with respect to the input grammar size. This is done by exploiting generalized look-ahead techniques. We argue that the resulting strategies are even more selective than standard top-down strategies satisfying the correct-prefix property. 
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