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Abstract 

In this paper, we describe some concepts of language models beyond the usually used standard trigram and use such language models for statistical machine translation. In statistical machine translation the language model is the a-priori knowledge source of the system about the target language. One important requirement for the language model is the correct word order, given a certain choice of words, and to score the translations generated by the translation model Pr(f/ l ei) ,  in  view of the syntactic context . 
In addition to standard m-grams with long histories, we examine the use of Part-of-Speech based models as well as linguistically motivated grammars with stochastic parsing as a special type of language model. Translation results are given on the VERBMOBIL task, where translation is performed from German to English, with vocabulary sizes of 6500 and 4000 words, respectively. 

1 Introduction to Statistical Machine Translation 

In this paper, we describe some methods of how to use more structured information in language modell ing to improve statistical machine translation (SMT). The organisation of the paper is as follows: In this section a short introduction to SMT is given. The following section gives an overview of the different language model approaches to SMT, then our definition of performance measures and experimental results follow.  
The goal of m achine translation is the translation of a text given in some source language into a text in the target language. We are given a source string If = Ji . . .  Ji . . .  /J, which is to be translated into a target string e{ = e1 . . .  ei . . . e1. Among all possible target strings, . we will choose the string with the highest probabil ity : 

arg m ax {Pr( e{ 1ft)} 
el 1 arg m ax {Pr( e{) · Pr(ff le{)} 
el 1 

( 1) 

The argmax operation denotes the search problem, i.e. the generation of the output sentence in the target language. Pr( e{) is the language model (LM) of the target language, which will be investigated in this paper, whereas Pr(ff l e{) is the translation model that is the m ain topic in [1, 9, 11, 12, 13, 14]. In this work the alignment template approach as described in [11] is used. 
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2 Language Models for SMT 

Especially for the task of translation, the need of more restriction in the LM prove to be necessary. 
Restriction of the LM of the target language intuitively should improve translation quality in that 
way that the translation model should allow many alignment possibilities that are then restricted by 
the language model . Some heuristics help SMT systems to perform better, for example by re-ordering 
the source sentence as in (13] or by producing permutations in the search that are scored by a LM 
as in (1 1 ,  17, 18) .  The advant�ge of the latter approach is that the reordering is integrated into the 
search and needs not be done as a preprocessing step. For this approach a more restricting LM,  in 
terms of linguistic constraints and the ability to model long range dependencies is helpful. 

In the work of [1] , where the translation direction is French to English, the robust m-gram models 
have been used, as they cover the need for the analysed task well. For French-English the word order 
difference is mostly of a local nature, LMs that model embedded long range structures seem not to 
be necessary. 

In this paper we show experiments using following types of LMs: word based m-gram models, class 
based m-gram models and context free grammar based models. 

2 . 1  Standard Word based m-Grams 

The m-gram LMs have their strength in their simplicity and reliability in robustness. That is the 
reason why they are widely used in automatic speech recognition. They are derived as follows: 

Pr(e{ ) 
I I 

IJ Pr(edef- 1 ) = Il Pr(ei lhi ) 
i=l  i=l 

I 

IJ p(edet:n+ 1 ) (2) 
i=l  

In equation (2) an m-gram LM is used. For the experiments shown in this paper we used absolute 
discounting with interpolation, since this method has succeeded in outperforming the backing-off 
strategy and linear interpolation [7} . On the other hand the implementation of absolute discounting 
with interpolation has a low cost regarding calculation complexity (16] .  

2 . 2  Part-Of-Speech based m-Grams 

To .cope with the problem of sparse data, class based LMs have been studied. The classes can 
be extracted automatically using clustering algorithms as in [6, 8] or they are defined by linguistic 
experts. Here we want to show the use of the linguistically motivated Part-of-Speech (POS) based 
m-gram LMs. 

The basis of class based m-gram LMs can be written as follows: 

Pr(e{ ) L Pr(e{ lc{)  Pr(c{ )  
cf 

L IT p(ei l ci , hi)p(ci lhi ) ·th h i- l  Wl i = Cl 

cf i=l  
I 

IJ �ax {p(ei l ci , hi ) ·  p(cdhi )} 
i=l  I 
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In equation (3) the LM is divided into two submodels: the classification model p( ei l ei , hi) and the class sequence model p( Ci l hi) ,  where ei denotes the ith word of the hypothesised sentence, Ci a classification of this word and hi is the sequence of preceding word classes hi = ci- 1 or, using an m-gram, hi = i-1  ci-m+l As shown in formula (3) we use the simplification that we perform the maximisation before calcu-lating the probability of the whole word sequence. This means that the found maximum is only a local maximum. Instead the maximisation should have taken place after the calculation for the whole sequence, which would require a search similar to the monotone search (12] .  Using non-unique class membership adds the problem of smoothing the class probability p( ei lei , hi) in formula (3). It shows that absolute discounting for disambiguation of the class here performs best. Formally the absolute discounting of the class probability is as follows: - { N (ei , Ci , hi) - be o} b . w - no(ci , hi) . r-1( · I . -h - ) p( ed Ci , hi) - max N ( Ci , hi ) , + c N ( Ci , hi) fJ ei c, , z , (4) where N(.)  denotes the count of an event. W is the size of the vocabulary and n0(ci , hi) denotes the number of words not seen with the class .ci and class history hi . /3( ei l ei , hi ) describes a less specific distribution with the generalised class history hi . The probability distributions for the class probabilities used in the present study have the same order as the class sequence probabilities, for example if the class sequence model is a trigram, the class probability is 

Pc,o = 

max { N ( ei , Ci , Ci -1 , Ci -2) - b c 3 0 }  
N( Ci , Ci- 1 , Ci-2) ' 

b 
W - no (ci , Ci-1 , Ci-2) ( I ) + 

c,3 · N (  ) · P ei Ci , Ci- 1  Ci , Ci - 1  , Ci -2 max { N (ei , Ci , Ci-1 ) - bc,2 ' o} N (ci , Ci-1 ) 
b W - no(ci , Ci-1 ) ( I ) + c,2 · N( ) · p ei Ci 

Ci , Ci- 1 { N (ei , Ci) - bc , 1  o} max ( ) , N Ci 

1 
W - no (ci ) + bc, 1 · N (ci ) · Pc,O 

w 

(5) 

(6) 

(7) 

(8) As with absolute discounting in standard language modelling the calculation of the probability p(ei l ei , Ci-1 , Ci-2) consists of a trigram (5) , a bigram (6) ,  a unigram (7) and a zerogram (8) portion, which is given by the inverse of the number of vocabulary entries. 
2.3 Stochastic Context Free Parser 

When using m-gram LMs, some linguistic phenomena are not captured very well, because they do not model long range dependencies and embedded structures. A possible solution to this problem the use of context free grammars (CFG) as LMs (2, 18] .  Formally a CFG is a quadruple g = (VN ,  Vr , R, S) , where VN is the set of all nonterminals, Vr the set of terminals, R is the set of rules and S denominates the starting symbol that has to cover the analysed sentence. To use CFG we implemented a stochastic parser using the stochastic version of the algorithm introduced by Cocke, Younger and Kasami (4, 19] ,  by assigning a probability p(r : An � A0A,0 IAn) to 
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each rule r : An --+ A0A,a . The best hypothesis is the sequence of rule applications that produces the whole sentence from the nonterminal S and has the highest probability. The probabilities are trained using the Viterbi approximation so that only the best parse is used to calculate the rule probabilities . If we assume the rule probabilities to be independent of each other and the class probabilities of the Part-of-Speech tags distributed uniformly, the LM probabilities can then be written as: 
Pr(e{) = L P(rf : S � e{ IS) rf 

N 
L IT  p(rn lAn) 
rf n=l 

N � max IT p( rn !An) rf n=l 

with An being the left-hand side of rule rn 

(9) 
In order to include the tagging process into the sto chastic parser, we change the format of the standard Chomsky Normal form (CNF) in the following way. We distinguish three types of rules and associated probabilities : 
• tagging rule 

with probability p( Ci --+ edci) ,  
• the so-called lexical rule 

with probability p(Aa --+ ci lAa) ,  and 
• the so-called structure rule 

with probability p(A0 --+ A,aA")' IAa ) .  
For words that are not observed in the training corpus , a simple backing-off smoothing technique is used for tagging to be able to tag these unknown words. Note that ,  according to equation (9) , the optimal POS tags are determined only after the whole sentence has been parsed. In that sense the tagger uses a global sentence level criterion rather than a local decision criterion . The search for the best parse is done using dynamic programming over the positions 1 < i, j < I. The recursion formula for the stochastic Cocke-Younger-Kasami-style parser (SCYK) using the Viterbi approximation is based on partial hypotheses Q derived from (9) with 

Q(j, i lAn --+ AaA13) = p(An --+ AaA13 IAn) . m� (Q(j, l lAa) Q(l + l , i lA13)) 
J < l<i - 1  We use two speed-up methods for the SCYK: 

top-down filtering: The parsing pro ceeds mainly bottom up , apart from a top-down filtering method that does not affect the parsing accuracy. The filtering limits the number of nontermi­nals that can produce the hypothesised sentence fragment, allowing only nonterminals that can be reached from a special position within the sentence. 
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bounding: Another implemented feature to improve speed is that a calculation is cancelled, if the scores of partial hypotheses do not reach a lower bound. The main idea is that a product of two probabilities cannot be higher than the smaller of the two probabilities. 
To be able to use grammars that are not in CNF , we implemented an algorithm that converts any CFG into CNF . The standard algorithm is sketched in table 1 [3]. 

Table 1 :  Standard algorithm for converting a general CFG into CNF . 
while 3 rule r :  A -+  A' in productions R 

foreach occurrence of nonterminal A in R 
foreach rule r' with A on the left-hand side 

I 
add rules by applying r' to all rules with A on the 
right hand side into R 

remove rule r from R 
while 3 rule r : A -+ A1A2A3 . . .  A1 in R which violates CNF 

add new nonterminal A* to VN 
add new rule r* with r* : A* -+ A1 A2 to R 
rewrite rule r as r :  A -+  A* A3 . . .  A1 

The problem of this algorithm is that the number of newly added rules increases rapidly so that the memory requirement for the CNF grammar is very high and also time complexity increases . The reason of this increase is that the complexity of the SCYK is O( I VN I  · IR I  · 13) . According to this formula we would prefer a CNF grammar with minimal numbers I RI of rules and I VN I nonterminals. Here, we introduce an algorithm that uses bigram frequencies to determine which pair of nontermi­nals to choose when generating a new rule (see algorithm in table 2) . Thus we can reduce the number of rules significantly. 
Table 2: Improved algorithm for converting a general CFG into CNF. while 3 rule r : A -+ A' in productions R 

foreach occurrence of nonterminal A in R 
foreach r' with A on the left-hand side 

I 
add rules by applying r' to all rules with A on 
the right hand side into R 

remove rule r 'from R 
while 3 rule r : A -+ A1A2 . . .  A1 in R which violates CNF 

create 2-dimensional bigram count table b( · ,  ·) over 
all nonterminals A0 , Ap on the right hand side 
add new nonterminal A* to VN 
add new rule r* with r* : A* -+ A0Ap to R ,  
where b(A0 , Ap ) has highest value 
rewrite all rules , replacing successive nonterminals 
A0Ap on the right hand side 

There must be some considerations as to what to do regarding the rule probabilities when trans­forming the grammar. The easiest way to handle the probabilities is as follows: when applying a rule, the rule probabilities are multiplied as usual. When adding a rule to the productions R, the new rule 
r' has probability p( r' : A' ---+ A0Ap IA') = l. 
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The implemented parser is constructed ·in such a way so that the hypothesised sentence is processed left-to-right that means the chart for the SCYK is constructed along the covered positions of the sentence instead of the standard way, where the chart is constructed along the depth of the parse subtrees. In such a way , we can use the parser as a left-to-right LM that can be embedded into the translation approaches , e.g. described in [9 , 1 1 ,  12] or in speech recognition systems that build up the recognised sentence incrementally. 
2.4 Linear Interpolation of Language Models 

Experiments show that every LM type has some advantages compared to the other LMs, but also bears some weakness so that it would be best to use all LMs at the same time. An m-gram LM for instance has its strength in robustness and we expect the grammar based LM to model long range dependencies better. A very easy method to combine two LMs p1 ( ·) and p2 ( ·) is to use linear interpolation [8] at the full-sentence level: 
Pr(e{)  = ( 1  - a) · P1 (e{ ) + a · p2 (e{) with O < a < 1 

3 Parsing Performance 

The "VERBMOBIL Task" [15] is a speech translation task in the domain of appointment scheduling, travel planning and hotel reservation. The translation direction is from German to English which poses special problems due to the big difference in the word order of the two languages. To perform experiments with the SCYK parser, we used the English part of the VERBMOBIL tree­bank [5] . Table 3 shows some statistics about the investigated corpora. For the performance tests of the parser, we used the standard training and test set that consist of about 9000 and 500 trees, respec­tively ,  where every tree corresponds to one sentence. To train the parser for rescoring the translation results, we used all available trees in the VERBMOBIL treebank, i .e.  about 21 ,000 sentences. 
Table 3: VERBMOBIL treebank characteristics. corpus train test all trees 9126 500 20 ,889 running words 81 ,382 4331 185,084 vocabulary size 1710 498 2 168 avg. sentence length 8 .88 8.66 8 .86 avg. tree depth 6 .58 6 .55 6 .58 avg. nodes per tree 1 1 .25 10 .8 1 1 . 12  

I VN I 96 99 
IVT I  72 76 
IR I 4287 6260 avg. rule length 3.54 3.68 unseen words 31  unseen rules 143 trees with unseen rules 1 13 

Results for the time complexity are shown in table 4. As described in chapter 2.3 we used two methods, namely the top-down filtering and bounding to speed up the parsing process. These two methods are included in 4 .  
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Table 4 :  Time performance of SCYK of the speed-up methods. avg. time/sentence I baseline 246 .7 ms + top-down filtering 226 .4 ms + bounding 63 .78 ms + bounding + top-down filtering 62.82 ms 

The enhanced transformation method for converting a generic grammar into Chomsky Normal form compared to the standard method is presented in table 5. The corpus used here is the above mentioned 
VERBMOBIL standard treebank test corpus. 

Table 5: Results for conversion into Chomsky Normal form. method no conversion standard improved 
99 10932 1 170 

IRI 6260 17017  7255 
Table 6 shows the parsing performance on the VERBMOBIL treebank test corpus. When looking at the results shown in table 6, we should keep in mind that there was a certain number of unseen words (see table 3 ) .  Due to this number of unseen words the tagging accuracy decreases from 96.73% to 95 .87%, the complete match from 51 .6% to 49.6% and bracketing recall and precision drop by about one percent absolute respectively. 

Table 6: Parsing results on standard testset of VERBMOBIL. SCYK I number of sentences 500 number of unparsed sentences 0 number of valid sentences 500 bracketing recall 84 .84 % bracketing precision 84.82 % complete match 49 .60 % average crossing 0 .43 no crossing 80 .40 % 2 or less crossing 93 .80 % tagging accuracy 95 .87 % 
When using no smoothing technique for tagging, the parser would not parse 3 1  out of the 500 sentences. It has also to be mentioned that 22.6% of the test sentences contain rules that cannot be matched by the rules generated from the training corpus. That means, the highest possible value for complete match would be 77.4%. 
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4 Translation Results 

4 .1  The VERBMOBIL Task 

For translation experiments we used the bilingual text corpus of the VERBMOBIL task. The text input 
was obtained by manually transcribing the spontaneously spoken sentences. There was no constraint 
on the length of the sentences , and some of the sentences in the test corpus contain more than 50 
words. Therefore, for text input, each sentence was split into shorter units using the punctuation 
marks. The segments thus obtained were translated separately, and the final translation was obtained 
by concatenation. 

Table 7 shows a summary of the corpus used for the experiments. Here the term word refers to 
full-form word as there is no morphological processing involved. 

Tabfe 7:  Training and test conditions for the VERBMOBIL Task. 
I German I English I 

Train sentences 34 465 
running words 363 514 I 383 509 
vocabulary size 6 381 I 3 766 

Test sentences 147 
running words 1 968 I 2 173 

4 .2  Performance Measures 

In the translation experiments, we use the following performance measures [10] :  

• mWER (multi-reference word error rate): 
A known weakness of the word error rate that is widely used for speech recognition is that a 
translation of a given sentence is not unique so that there can be more than one translation for a 
source sentence. A possible solution for this is to use a set of several possible translations for each 
source sentence. The m WER is the Levenshtein distance to the most similar sentence of this set . 

• SSER (subjective sentence error rate): 
For a more detailed analysis, subjective judgements by test persons are necessary. Each translated 
sentence is judged by a human examiner according to an error scale from 0.0 to 1 .0 in eleven steps. 
A rating of 0.0 means that the translation is semantically and syntactically correct and a rating of 
1 .0 means that the sentence is semantically wrong, i .e .  either the produced sentence has no sense 
at all or the produced sense does not convey the sense of the source sentence. The human examiner 
was offered the translated sentences for the different LMs at the same time. 

4.3 Translation Results for VERBMOBIL 
In Table 8 some results for the different LMs for SMT are presented. The results are calculated 
by rescoring the 100 best hypotheses of each sentence of the test set using the alignment template 
approach. The hypotheses are then re-calculated by multiplying the translation model scores and the 
language model scores like in formula 1 .  The pure POS-based LMs for SMT show relatively poor 
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performance compared to word based LMs, only if using an interpolation of both word and POS­based LMs the performance improves slightly. Table 8 contains the results of using the different LMs in terms of m WER and SSER. 
Table 8: Translation performance on VERBMOBIL LM mWER[%] SSER[%] I word based 2-gram 37.76 23.54 3-gram 35.40 22.59 4-gram 35.61  23.20 5-gram 35.45 22.45 10-gram 34.89 22.1 1 POS based 2-gram 39.00 24.83 3-gram 38.34 22.52 4-gram 38.09 23.47 5-gram 37.36 23.95 10-gram 37.43 24.15 stochastic CFG 36.55 22.3 1 linear interpolation of word 5-gram + POS 5-gram 34.13 21.22 POS 5-gram + SCFG 31.95 20.48 

Using long history length seems to perform better for m-gram LMs both word and POS-based. The SCFG alone does not improve translation results compared to the word based LM. The interpolation of both POS-based LM and SCFG achieves the best results. Linear interpolation of word and POS­based LMs also achieves better results than POS-based or word based LMs alone but does not reach the performance of the combination of POS-based LM and SCFG. Analysing the sentences chosen from the different LM types we can observe that the SCFG is superior to the m-gram LMs in modelling nested structures and long range dependencies as can be seen in table 9. In each of the two cases for linear interpolation shown in table 9, the interpolation factors were 0.5, which produced the best results. The sentences show that the syntactic quality increases . when using more linguistic information for SMT. The third sentence in table 9 shows the advantage of using grammar based LMs. The corresponding sentence of the word based model contains the problem that the verb group for this sentence in the source language is composed of two parts: am produced from the first part habe and make produced from ausgemacht, are positioned relatively far from each other within the sentence. The coherence of these two words is thus not detected by the m-gram LMs. The SCFG, however, can detect this and constructs a better verb phrase. For the third translation example in table 9 it should be noted that the list of 100 sentences does not include the correct sentence. After adding the correct sentence to the list, the system produced the correct translation. 
5 Conclusion 

In this paper we discussed the use of linguistically motivated language models for statistical machine translation, namely Part-of-Speech based m-gram models and stochastic context fr�e grammars. The results of the different language model types and the interpolation of the language models are then 
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Table 9 :  Translation examples on VERBMOBIL task and reference translation. German also, ich habe Unterlagen iiber Fliige da. reference well, I have information about flights here. word based well, I have about brochures flights. word+POS well, I have flights about brochures. POS+SCFG well, I have papers about flights then. 
German ich konnte erst eigentlich jetzt wieder dann November vorschlagen. reference actually I could only suggest November then. word based now again then actually I could only suggest November. word+POS I could only suggest again now actually of November ther,i. POS+SCFG I could suggest again then now actually first of November. 
German also ausgerechnet habe ich am dritten Juli schon einen Zahnarzttermin ausgemacht. reference well, on the third of July I have already made a dentist's appointment. word based so, I am on the third of July already make a dentist appointment. word+POS well, I have the third of July already make a dentist appointment. POS+SCFG well, on the third of July I have got already make a dentist appointment. 

presented on the VERBMOBIL task. It shows to be a promising approach to use a stochastic context free parser as syntax-restricting language model and to interpolate it with a Part-of-Speech based language model. In the near future the language models introduced here will be integrated into the translation process itself instead of using rescoring. In (7] different interpolation methods are compared and the linear interpolation was found to be worse than log-linear interpolation methods. Therefore these interpolation methods should be examined for language models for statistical machine translation in the future. Also refined grammar based models should be investigated, for instance usage of lexicalized grammars or stochastic attribute grammars. The usage of morphological analysis should achieve a gain in syntactic quality for the produced sentences. 
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