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Abstract

The construction of lexicons for NLP applications is a potentially very expen-
sive task, but a crucially important one, especially in multilingual applications.
The automation of the task from generic data sources or corpora is as yet largely
impractical for most applied systems. In this paper we describe a methodology
for the semi-automation of the task, used in the CLIME project to develop bi-
lingual lexicons for generation in a restricted domain. We go on to discuss ways
in which the same methodology has been used to develop lexicons for a range of
applications.

1 Introduction

Despite a large variety of research in recent years addressing issues of the construc-
tion of large lexical resources in a range of languages, it is still the case that most
NLP applications do not make use of such resources, but produce tailor-made lexicons
for each application. Projects such as ACQUILEX (Copestake et al, 1995), GENELEX
(GENELEX Consortium, 1994), EDR (EDR, 1990) and MULTILEX (MULTILEX (1993))
have made great advances in the creation of lexical resources, but practical applied NLG
systems, for example, almost invariably make use of relatively small, manually pro-
duced specialised lexicons (Cahill, 1998b). We stress here that we are not addressing
lexicon building for the purpose of MT, but for other multilingual NLP tasks, namely
NLG and NLU. As we shall see, it is often the case in practical NLP tasks that so-
phisticated theories of semantic relations are not required for adequate performance, in
contrast to MT.

There has been a significant amount of work on the structuring, development
and maintenance of lexicons for NLP, particularly in the tradition of non-monotonic
inheritance. Daelemans and Gazdar (1992) and Briscoe et al. (1993) bring together
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much of this work on the application of inheritance networks to lexical description,
while Cahill and Evans (1990) discusses the issue in relation to the practical goal of
making lexicons more portable and extendable.

Other discussions of the development of lexical resources include work on ex-
traction of information from corpora, such as Garside et al (1997); and work on the
extraction of information from machine-readable dictionaries, such as Boguraev and
Briscoe (1989). However, what is required for the application we have in mind is a se-
mantically much less complex set of lexical information that nevertheless would benefit
from shared cross-linguistic information.

In this paper we discuss the methodology we adopted in developing the lexicons
needed for an applied NLG system and the reasons for it. This methodology involved
a combination of manual and automated development and has resulted in a set of tools
that will enable a non-linguist domain expert to enter the required lexical information
to port the lexicon to a new language. We first look at the particular lexical require-
ments for the CLIME system interface. We then discuss the approach we adopted in
the development of English and French lexicons for the CLIME interface before con-
sidering similar approaches to lexicons for different NLP tasks. We argue that this type
of approach is the most likely way forward in exploiting the wide range of generic lex-
ical resources in NLP applications, as it permits the system developer to combine any
number of distinct resources while also tailoring the ountput to the particular application
at hand.

2 The CLIME Project requirements

The CLIME project is developing a legal reasoning system which can be used by ship
surveyors to query a database of legal regulations. The user interface to this is the
WYSIWYM (Power, Scott and Evans, 1998) system, which is implemented primarily
in ProFit (an extension of Prolog). The user formulates questions by manipulating on-
screen texts. These texts contain spans which can either optionally or obligatorily be
expanded by the use of menus. In the domain we are modelling, the maritime domain,
there are around 3300 concepts that have been identified by our partners at the Univer-
sity of Amsterdam as occurring in the portion of the rules they have modelled to date.
Each of these concepts needs a lexical entry, providing the syntactic and realisational
information needed to generate sentences about the concept. Given the presence of a
concept bilge pump in the ontology of the system, the WY SIW YM interface will allow
the user to phrase such questions as What is a bilge pump?, What are all the parts of
a bilge pump?, What are the things connected to a bilge pump? and so on. When the
answers to the question are returned by the other modules of the system, the response
is generated in the chosen language by a back-end generation module.

We need lexical entries for these concepts in both English and French, but we
do not require any subtle semantic information for the range of questions that the user

can sensibly ask the system. We simply need one form for English and one for French
for each concept.
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The task of finding simple one-to-one, domain specific translations of the con-
cept set we wanted to represent proved more difficult than we had hoped. On-line
dictionaries could be found which gave us the translations we (thought we) wanted,
but only amongst several others which we clearly didn’t want. In addition, we found
that we didn’t always know which of the translations returned we wanted — this was
knowledge that only experts in the domain could reliably provide.

It must be stressed that the implementation of the system makes certain simpli-
fying assumptions about the differences between English and French that prove accept-
able in the current application, but which would not be acceptable in an application to
perform a different NLP task, such as Information Extraction. These assumptions result
in virtually identical grammars for English and French, grammars that are sufficient to
generate the limited range of language required for this interface. With the exception
of certain rules for the handling of English plurals, the only differences between the
languages are handled in the lexicon, either as word forms or as fixed phrases. It is our
assumption that any differences that required more sophisticated grammatical treatment
would require a (computational) linguist to implement, while the domain specific lex-
ical forms require a domain expert. However, in the model we propose here, the two
tasks are entirely separated, so that porting the lexicon to a different domain, or just ex-
tending it, can be performed after the linguist has finished development and the system
has been deployed.

3 The CLIME lexicons

The CLIME system has two NLG modules — one which the user interacts with to com-
pose a query and the second which generates the linguistic version of the answer to
the query. As discussed above, the first of these uses the WYSIWYM system (Power,
Scott and Evans, 1998), which is implemented in ProFit, an extension of Prolog. The
system currently generates English and French, and will shortly be extended to include
Italian. The core parts of the lexicons for the NLG modules were entered manually,
including the core lexemes for each language — i.e. determiners, common nouns, auxil-
iaries, fixed phrases for the domain efc.. For the NLG modules to function, however, it
is vital that there is a lexical entry for each concept in the domain model. The domain
model for the NLG is derived from an ontology (the Legal Knowledge Repository or
LKR) that is used by the legal reasoning system. We subsequently devised a system
for automatically extending all the lexicons required to cover all of the concepts in the
ontology.

The ontology comes to us in HTML format. From this we derive two things:
a database consisting of the concept name and the major syntactic category; and a
prolog theory consisting of subtype definitions. To this database, we manually added
French translations of the concepts’, together with their gender. There was no obvious
alternative to this manual translation effort, because the translations we required were
very domain specific. As we discussed above, we could not find any machine-readable
dictionary that could provide for us the single most appropriate translation for terms
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such as “bilge pump” or “horizontal bulkhead”. This is an area where domain experts
are needed, but we did not want to force these experts to get their hands dirty entering
the translations into a structured lexicon, nor did we want to have to enter all of the
(3000+) translations manually ourselves. Thus, we opted for the best compromise,
where the French experts entered the translations into a simple database (in fact it was
done in an Excel spreadsheet which we subequently dumped out into ASCII) from
which we could then automatically generate the structured lexicons required.

From this database, a set of inheritance-based hierarchically structured lexicons,
were produced, with the top structure manually crafted and the bulk of the lexemes at
the leaves automatically generated. These included the sharing-of cross-linguistic in-
formation. In contrast to the PolyLex model (Cahill and Gazdar, 1999), in which shared
information is contained in a separate multilingual hierarchy, the default hierarchy in
this case was the English one. The main reason for this was simply the practical con-
sideration that we had started with the English lexicon and then extended it to French.
However, this also carries the benefit of being able to use the English word where the
French translation is not available. Although not an ideal situation, it was felt that it
was better to have an English term appearing in the French text than to have the system
fail to produce a text at all if some French translations were missing. It is also the case
in this particular application that many of the concepts are actually abbreviations (e.g.
“cbt”, “ice1™), for which it does not make sense to have a translation.

The next stage of generation of the lexicons combines the hierarchically or-
ganised information with the prolog subtype information to construct ProFit entries as
required by the WYSIWYM system. The subtype information is used to determine
whether a noun is mass or count — subtypes of “ship”, “equipment” , “system” etc. are
count, while subtypes of “notation”, “state” etc. are mass®. Let us look at an example
lexical entry.

The NLG part of the WYSIWYM system is written in ProFit, and consists of
grammar rules that the generator attempts to instantiate by realising the “right-hand
side” where the meaning matches the “left-hand side”. The lexicon is essentially a set
of declarative rules that define sets of feature-value pairs that correspond. In gener-
ation terms, this means that we index on (primarily) the meaning feature, and the

output is the value of the cset feature. The WYSIWYM lexicon needs entries like the
following:

word(english, meaning!cargo_ship &
syntax! (category!noun &
opening!consonant &
form!common &
noun_typelcount) &
¢set! ‘cargo ship’).

Here, the ProFit defines a set of feature/value pairs such as noun_type (fea-
ture) and count (value). In the automatically derived section of the lexicon in DATR
the corresponding entry for ‘cargo ship’ in English is:

E_Cargo_ship:
<> == Noun
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<gyntax category> == noun
<opening> == consonant
<form» == common
<noun_type> == count
<¢set> == ‘cargo ship’.

In French, this is:

F_Cargo_ship:

<> == BE_Cargo_ship
<gender> == masc N
<cget> == ‘'navire cargo’.

From these basic DATR entries, lexical entries are generated for both languages,
for two different types of entry that are used for asking different types of question.
In addition, the second NLG module requires slightly different lexical entries again,
and these too can be generated from the same DATR entriecs. We therefore generate
six separate lexicons from these entries, the main WYSIWYM lexicons, the concept
lexicons used by one more specific part of the WYSIWYM interface and the lexicons
for the back-end generation.

The whole process is illustrated in figure 1. In the figure, the solid boxes are
what we consider to be non-lexical databases or information sources*. The dashed
boxes are lexicons. The solid arrows between boxes are fully automatic derivation,
while the dashed arrows indicate manual derivation.

4 Other NLP applications

The methodology described above can be viewed as having at least two stages: the first
moving from a (largely unstructured) database to a more highly structured lexicon and
the second from this structured lexicon to an application specific lexicon which may be
less structured again, but which may have more highly structured (and programming
language specific) individual entries.

In this section we briefly discuss two different lexicon building processes that
each undertake one of these two levels. The PolyLex automatic extension process takes
the largely unstructured CELEX database to extend the highly structured PolyLex mul-
tilingual lexicons. The lexicons for the POETIC project were constructed as highly
structured lexicons, from which less structured, application specific lexicons were au-
tomatically derived. We shall look at each of these in turn.

4.1 The PolyLex lexicons

The aim of the PolylLex project was not to build lexicons for a particular application
or application type, but to develop hierarchically structured lexicons that organised the
information about related languages in a way that permitted sharing of information
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Figure 1: The automatic creation of the CLIME lexicons

across all different levels of linguistic description (Cahill and Gazdar, 1999). The re-
sulting lexicons covered morphological, morphophonological and phonological infor-
mation primarily, with some syntactic and orthographic information. The information
common to two or more of the three languages covered — Dutch, English and German
— was contained in a multilingual hierarchy®, with the individual language hierarchies
inheriting this information by default and overriding it where necessary.

The methodology employed in developing the lexicons was to first develop a
core multilingual lexicon including around 300 words for each language. These items
were chosen because they were representative of all of the different morphological
classes, and so they included most of the irregular words of each language. These were
developed as default inheritance hierarchies, implemented in the lexical knowledge
representation languages, DATR (Evans and Gazdar, 1996), with the lexemes as the leaf
nodes of the hierarchy. In order to then extend the lexicons to the intended level of 3000
words for each language, it was decided to automatically induce the lexical entries from
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a combination of the CELEX lexical database and manual translations from English into
German and Dutch. This manual translation was chosen again because of the difficulty
in finding automatically simple one-to-one translations. The translations were done by
bi-lingual speakers of English/Dutch or English/German who could most reliably give
the most straightforward translations of the list of common words.

This automatic extension assumed that the words could be added to existing
morphological classes, so the structured morphological information at the top of the
hierarchy had to be in place. The information contained in this hierarchy also had to
be employed, albeit in this case in a different form, in the extension algorithm itself,
since information from CELEX about the different word forms of the different lemmas
was used to deduce the morphological class. Thus, for instance, in German nouns, the
nominative singular, nominative plural, accusative singular, genitive singular and dative
plural were all examined to infer the inflectional class of the noun. Any words which
did not fit one of the classes was defined as a member of the default (regular) class and
also placed in a list of entries to be checked manually.

As well as this type of monolingual deduction, the automatic extension algo-
rithm decomposed the root forms into their syllable constituents and extracted cross
linguistic commonalities across these constituents.

The semi-automatic extension of the PolyLex lexicons resulted in a fairly sub-
stantial set of lexicons for the three languages addressed. It demonstrated the use of
largely unstructured databases to induce the leaves of manually constructed highly
structured lexicons. However, it also has its limitations, especially from the point of
view of applied NLP. _

In the first place, it could be claimed that the lexicons were actually constructed
from other lexicons, as the CELEX databases, although not highly structured, are nev-
ertheless a non trivial collection of specialised linguistic data. Indeed, the availability
of such sources for other languages is variable, to say the least. Secondly, the resulting
lexicons themselves are probably not suitable for use in any NLP applications in their
present form, due to their rather abstract nature. This suggests that we might want to
consider a model of lexical construction that does not have “input sources” and “output
lexicons” but rather a multi-layered model that may have a variety of different sources
being “refined” and combined into a variety of ultimate output lexicons.

In such a view, the PolylLex lexicons are somewhere in the middle of the lay-
ering, being a refinement of a set of already quite sophisticated lexical databases, but
needing further “refinement” to make them useable for a NLP application.

4.2 The POETIC lexicons

The POETIC project (Evans et al, 1995) was a follow-on project, further developing
the TIC message understanding system to be more extendable and portable. The sys-
tem takes police reports of incidents that are logged by operators and uses Information
Extraction techniques to build a picture of any incidents that may affect traffic, broad-
casting automatically to motorists about any relevant incidents.

The lexicon in the original system was a simple lookup table, giving syntax
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and semantics for each domain specific or very common English word. However, in
contrast to the requirements of the CLIME NLG system described above, there was
a need to have potentially several different forms for each meaning, so that all the
forms that might arise in the input texts could be recognised. The revised lexicon
structure, designed to simplify porting the system to a new police force sub-language,
had to ultimately produce the same output as the original system. It was decided that,
for these reasons, together with reasons of efficiency, the lexicons would be defined
as highly structured inheritance based lexicons whose content was “dumped” out into
simple lookup tables as were in the original system. This meant that we could adapt
various aspects of the lexicons, including adding quite substantial sets of new entries,
relatively simply, by adding leaves to the inheritance trees. This enabled the new entries
to inherit all of the more general information from higher points in the hierarchy, while
the complete lexical entries required by the system were automatically generated on the
basis of this hierarchically organised information.

5 Conclusions

We have presented a lexical architecture for NLP systems that involves potentially nu-
merous layers of information, of possibly different granularity as well as different form.
We have also presented examples of how these layers may be automatically or semi-
automatically constructed. Thus, in the example of the CLIME system described above,
the derivation of the monolingual database from the ontology is fully automatic. The
extension of this database to be bilingual is entirely manual. The construction of the
DATR lexicons from this database is fully automatic, but the next stage, to produce the
ProFit lexicons, is only semi-automatic, relying on a hand-coded lexical hierarchy to
be in place for the automatically derived leaves to attach to.

Essentially the same methodology was employed in the POETIC NLU system
to produce lexicons for the different sublanguages used by different police forces. We
believe that this kind of approach to lexical development is the way forward, allowing
the use of many and varied sources at different levels to (semi-)automatically construct,
or at least extend, lexicons for genuine multilingual applications.

Notes

IThe translations were provided by our project partner, Bureau Veritas in Paris.

These lexicons were defined in the lexical representation language DAT R (Evans and Gazdar, 1996).

3 Although this is a simplification, it is one which works a large proportion of the time. All of the
automatic lexicon construction described here assumes that some checking may be necessary to deal with
certain lexical exceptions. In some cases there are ways of dealing with this explicitly. For example, the
automatic construction of the PolyLex lexicons (Cahill 1998a) produces a separate file for words whose
morphological behaviour does not exactly match any of the available classes, while those words are given
default morphological values in the automatically produced lexicons.

40f course, the boundary between these different types of resource are unclear. The HTML LKR, for
instance, is not strictly a lexical resource, but it nevertheless contains a large proportion of the information
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required by a lexicon.
®This should more properly be descnhad as a set of hierarchies, as the different levels of information
tend to be defined in essentially separate, although possibly interacting, hierarchies.
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