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Abstract

Yang et al. (1998) suggest a set of corpus-based Translingual Information Re-
trieval {TLIR) methods and show that they produce good results in comparison
to the analogous Monolingual Information Retrieval (MLIR) methods. However,
all the TLIR methods require a substantial training document set that must be
available in the form of a parallel corpus. In this paper we present results of experi-
ments in which such a parallel corpus was obtained using a publically available MT
system. The results show that high retrieval precision can be achieved in English-
Spanish cross-lingual retrieval even though a machine translated corpus was nsed
for training.

1 Introduction

Translingual Information Retrieval (TLIR) has been enjoying quite a bit of popularity
lately, mostly due to the growing number of documents in various languages available
on the Internet. The main idea of TLIR is to provide the user with a means to retrieve
documents in a target language (TL) different from the language in which the query
is formulated (source language, SL). Retrieval of this kind can be performed e.g. by a
librarian doing search in a foreign language or by a user whose passive knowledge of
a language does not allow for an effective query formulation in this language, but is
sufficient for reading the retrieved documents.

Since the document collection and the query are in different languages, the main
task that needs to be solved in order to perform TLIR consists in crossing the language
barrier. This can be done in different ways, and it can involve human or machine
translation. Translating the query would be one way of crossing the language barrier.
However, such a method is not likely to produce good results due to the limited context
that is available. This might be particularly problematic for MT-based query transia-
tion. Since queries are usually lists of words, it is likely that due to the lack of context
the wrong senses of query terms will be picked by the MT system.

In this paper we concenirate on a group of methods considered by Yang et al. (1998)
that are based on parallel corpora. As Yang et al. (1998) show, those methods produce
results comparable to Monolingual Retrieval (MLIR) on the same collection, and they
achieve results better than simpler methods using dictionary-based query expansion.
However, since the size of the required parallel corpus is significant, such corpora-based
methods might not offer a cost effective solution when a human translation of a large

174



body of text is required. In this paper we show that it might be sufficient to use a corpus
that has been automatically translated. We used the publically available AltaVista
translation engine that is powered by the SYSTRANTM gystem. SYSTRAN™ has
been used in cross-lingual IR before Gachot {1998), but we are not aware of any large
scale experiments with the on-line version of the system, which is available to anyone
with Web access.

We realize that in a way our approach might appear like a suggestion to solve the
IR problem by solving first the more difficult MT problem. However, we do not suggest
that a TLIR system be set up by first building a broad-coverage MT system for the
respective pair of languages. What we rather intended to show was that given a set of
corpus-based TLIR methods, it is possible to set up a TLIR system using an existing
MT system in a cost effective way and with good results.

As Collier et al. {1998) notice, MT-translated corpora can be viewed as a form
of noisy parallel text. This kind of input has also been considered for other NLP
applications Fung (1996). Collier et al. (1998) use MT in their English-Japanese news
article alignment task that is analogous to TLIR in their set-up. They observed a little
improvement when MT was used to translate Japanese texts into English in comparison
to a dictionary term lookup method. They attribute the improvement to the presence
of context in the MT case that allows for at least partial word sense disambiguation.

Another application of MT to TLIR is described by Oh-Woog Kwon et al. (1997).
They used a lexical transfer system that translates Japanese to Korean to retrieve
and translate Japanese patent documents using Korean queries. Although Oh-Woog
Kwon et al. (1997) did not present any quantitative results, they write that the system
“has been successfully in full operation”. In their approach, MT is used to translate
all documents in the collection and to obtain Korean indexing terms for Japanese
documents. The authors attribute the success of their system to the relatively high
translation quality that can be obtained for a pair of similar languages like Korean and
Japanese.

Our approach is slightiy different from what Collier et al. (1998) and Oh-Woog
Kwon et al. {1997) suggest. We do not require the MT system to be part of the
retrieval environment. The translation is off-line and only a part of the collection has
to be translated. We also present qualitative results based on the UNICEF collection
and the set of relevance judgments collected by Yang ef al. (1998). Since we kept the
same experiment set-up as in Yang ef al. (1998), it is possible to assess the impact of
the MT-translated corpus on the retrievai precision.

2 Retrieval Methods

In this section we describe the retrieval methods that we used. Since all of the methods
are identical to the ones in Yang et al. (1998), we based this section on their description.
The reader can consult Yang et al. (1998) for more details.

The dictionary method makes use of a bilingual dictionary to cross the language
barrier (see e.g., Hull et al. (1996)). It is a query expansion method that produces a
set of TL terms given a query in the SL by looking up all the query terms in a bilingual
dictionary. All the resulting translations are then added to the TL query that is used
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to perform MLIR in the TL. Since MRDs of significant size for different language pairs
are becoming more easily available and the method is easy to implement, we decided
to adopt it as our baseline,

Performance of the dictionary method (see e.g., Davis (1996)) strongly depends on
the quality of the bilingual dictionary. Also, in its simplest form, it will suffer from the
general problem faced by most query expansion methods: since at least some of the
terms in the SL query have multiple senses, a simple dictionary look-up will return all
the translations that correspond to all possible senses. Unless we build a collection-
specific thesaurus or do some sense disambiguation, the resulting query will be too
general. This might happen when wrong senses are added to the translation and it will
result in lower retrieval precision. It is also possible that not all relevant documents
will be detected when some translations are missing from the dictionary, resulting in
lower recall.

Some extensions of the basic dictionary method have been proposed in the litera-
ture and they mostly considered better ways of constructing the dictionary. A general
purpose bilingual dictionary might not serve the purpose well, especially when a spe-
cialized domain is considered. In such a case, a corpus-specific thesaurus might offer a
better solution (Sheridan et @l. (1996), Brown (1998)). In particular, the EBT method
of Yang et al. (1998) offers the highest retrieval precision in their experiments.

The methods that we use following Yang et al. (1998) attempt to circumvent the
above difficulties’ by using a parallel corpus to cross the language barrier. All the
methods are extensions of existing MLIR methods and are based on the Vector Space
Model (VSM) Salton (1989}, VS5M assumes that both queries and documents are
represented as vectors of term weights. A similarity measure is defined between two
vectors, or between a query and a document. The higher this similarity value, the closer
the document is assumed to be to the query and the higher it is ranked in retrieval.
For a corpus with m distinct index terms, a query vector §, a document vector d and
the similarity measure between them can be expressed using the term weights ¢; and
d; as follows Yang et al. (1998):

F={q, 0 - qm), d=(dids,....dn)"
- - Zi:lmqidi
sim(g, d) = cos(§,d) = .
W E :mi=1 qiz V E 1t'=11'nd:‘2

Different weighting and normalization schemes are possible (ntc, atc, ltc and others},
and they usually lead to different retrieval results Salton (1989}.

The first method that we applied in our experiments is an extension of the Pseudo-
Relevance Feedback (PRF) Buckley (1995) to the translingual case. In the translingual
version of PRF, the SL query is used to retrieve from the SL part of the training corpus
a number of documents in the SL. These documents are then assumed to be relevant
to the query and their counterparts in the TL are retrieved from the parallel training
corpus. In the next step, a number of most frequent terms is picked from the retrieved

Wang et el. (1998} discuss other methods as well. We picked only the ones that were shown to
produce high precision results.
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TL documents. These terms combined constitute the SL query that is used to perform
monolingual retrieval in the SL. Thus, the translingual version of PRF is a form of
query expansion that has the following parameters: the number of documents retrieved
for feedback (K) and the number of terms that are taken from each of these documents
(N). The monolingual retrieval can be done using any method. In our case we used
the SMART retrieval system which is based on the VSM. The criterion for document
ranking is then as follows Yang et al. {1998):

G =3 {Gild: € ANN(G,)}, sim(@L, ) = cos(dh, dr)
where k_NN(Q’s) is the set of the k highest ranked documents retrieved with the original
query, d; is a document in the SL, §; is the corresponding document in the TL.

The next two methods, Latent Semantic Indexing and the Generalized Vector Space
Model Wong et al. (1985) are direct extensions of the VSM. Since a precise description
of these methods is beyond the scope of this paper, the reader is encouraged to consult
Yang et al. (1998) and the reference therein. Both GVSM and LSI try to take into ac-
count some of the semantic correlation that occurs among terms in documents, GVSM
tries to achieve that goal by representing terms using the documents as the space basis.
LSI goes one step further and represents the indexing terms in a reduced space defined
by a linear combination of documents.

Both GVSM and LSI can be described in terms of operations on the term-document
matrix. For a training corpus with m terms and n documents, the term-document
matrix Am,xn can be seen as a representation of documents using terms (VSM) or a
representation of terms using documents (the dual space Sheridan et al. (1996), used
in GVSM and LSI). Under the assumption that semantically related terms tend to
co-occur in a document collection, the representation of terms using row vectors in the
term-document matrix can potentially assign similar patterns to semantically related
terms.

In GVSM, the term-document matrix is used to represent both the query and the
documents in the dual space. For the query this is achieved by computing q? = A'q,
for a document by computing d = A'd. Both ¢ and & are now in the dual space and
can be compared, e.g., using the cosine measure: sim(q, J) = cos(A’q, A*d).

Yang et al. (1998) proposed a novel extension of GVSM to handle the translingual
case. They extended the term-document matrix by adding to the SL term-document
matrix 4 the TL term document matrix B in such a way that the corresponding
columns in 4 and B represent parallel document pairs in the training corpus. Thus,
vectors g;' and d share the common base (dual, i.e. document, space) and can be
compared even though ¢ and d originated from documents in different languages. The
similarity measure in GVSM can be expressed as: sim(§, d) = cos(A'F, Btd).

In the monolingual version of LSI Deerwester at al {1990), the dimensionality of the
space defined by the term-document matrix is first reduced by assuming a new basis
that consists of “the most meaningful linear combinations of documents” Yang et al.
{1998). This new space is claimed to provide a better representation of the semantic
content of terms. The reduction is done using singular value decomposition. The new
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document space is spanned by the orthogonal singular vectors. Both the query and the
documents are expressed in this new basis and compared:

A=UZV' (SVD), sim(§,d)= cos(U'q, U'd).

In the translingual version of LSI Dumais (1996), the term-document matrix is
extended in the same way as in the translingual GVSM. The similarity is computed as
follows:

[ g } =U,Z,V,' (SVD), sim(§,d) = cos(U,'§, U, d)

Similarly to PRF, both LSI and GVSM have tunable parameters. In the case
of LSI, the number of singular vectors (SV) that are used in the new basis can be
adjusted. In the case of GVSM, the number of elements in each document vector
{matrix sparsification, SP) can be specified.

3 Experiment design and evaluation

In order to evaluate the performance of the above methods with an automatically
translated corpus, we performed a set of experiments that precisely mimicked the ex-
periments described by Yang et al. (1998) in which we replaced the human translated
corpus with an MT translation. In this way, a direct comparison and an assessment of
the influence of the MT translation on the results were possible. Since the set-up was
identical to the one used by Yang et al. (1998), we based the next paragraphs on their
description and the reader is referred to Yang ef al. (1998) for further details.

The methods were evaluated on a set of 30 queries using three sets of documents:
the training set, the validation set, and the test set (all obtained from Yiming Yang).
All three sets were taken from the same parallel corpus, called the UNICEF collection.
The UNICEF collection contains 2255 document pairs that were taken from the UN
Multilingual Corpus Graff et al. (1994). The documents are available in both English
and Spanish. They pertain to UNICEF reports and deliberations and are fairly general
in terms of topics and vocabulary. Documents are split into paragraphs with the average
of 9 paragraphs in a document. Out of the 2255 document pairs, 1134 pairs were
randomly selected and used as the training set. 550 pairs were kept for the validation
set, and 571 pairs were added to the test set.

The training set was used as the corpus the methods utilize to cross the language
barrier. In the PRF method, the initial set of SL. documents and their TL counterparts
were retrieved from the training set. In LSI and GVSM, the term-document matrices
were created using documents from the training set. The validation set was used to
tune the methods’ parameters, i.e., all the methods were run with different parameter
settings and the setting was chosen for which the 11-pt average precision was highest.
Then, all the methods were run with the best setting on the unseen data in the test set.
The resulting 11-pt average precision is reported in this paper. The computation of the
11-pt average precision was based on the set of human relevance judgments collected
and described by Yang ef al. (1998). The 11-pt average precision is the interpolated
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average of precision values with thresholding at recall levels of 0%, 10%, ..., 100%
Salton (1989).

As in Yang el al. (1998), we experimented with three different training set align-
ments: sentence alignment, paragraph alignment, and document alignment. The test
set was always aligned according to documents.

The bilingual corpus® was created by using the AltaVista translation service on the
Web (http://babelfish.altavista.digital.com} thatis driven by the SYSTRANTM
transiation engine. Translations from English to Spanish were obtained automatically
for the English UNICEF collection for both documents and paragraphs. 14452 para-
graphs, 2255 documents were translated and split into test and training sets. The
alignment of documents and paragraphs was precisely the same as in the experiments
Yang et al. (1998) ran, which makes for a good setting for assessing the effect of using
a machine translated corpus.

The translations were obtained for single paragraphs that were then combined into
documents. The sentence-aligned corpus was obtained from the original English para-
graph corpus and its SYSTRANTM translation. Sentences were extracted only from
paragraphs that were easily aligned in both languages using a very simple alignment
algorithm. This resulted in a sufficiently clean parallel corpus aligned by the sentence.
However, this corpus is not an exact copy of the one used by Yang et al. {1998) since
a slightly different criterion was used for splitting paragraphs into sentences. In par-
ticular, paragraphs that did not align because of a small translation problem or time
out were discarded completely, which resulied in a different number of sentences. The
sentence-aligned corpus that we generated has 19935 sentence pairs as compared to
20917 sentence pairs in the corpus Yang et al. (1998) used (4.7% smaller).

The translation engine sometimes times out. There were on the order of 500 such
cases. Time-outs are likely to occur for long sentences or complex phrases and some
words might be missing from the translation. In general, there is no way to prevent
time outs from happening in a practical setting like this, although it might be possible
if the translations were obtained not from the Web but directly from SYSTRAN. The
sentences in which a time-out occurred were kept in the corpus. Given the size of the
corpus, the effect of timed-out sentences (less than 3% of the total number of sentences,
most of them were partially translated) should be negligible.

Although SYSTRAN™ has an impressive lexicon, some of the words remained
untranslated, i.e. some Enghish words occur in the Spanish translation. Although we
have not checked how many English words were inserted, from looking at the corpus
the percentage of such words seems to be negligible.

4 Potential problems with an MT derived corpus

Although using MT is a potentially cheap way of deriving a bilingual corpus, the
current MT technology does not allow for high quality translation to be obtained from
general-purpose MT. In general-purpose MT, specialized terms might not be present

2The discussion in this section is not meant to be an evaluation of the quality of the translations
that are produced by the AltaVista service and it is not possible to judge this quality on the basis of
the results presented in this paper.
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in the system’s dictionary for cost reasons or might be omitted from it to prevent often
unnecessary ambiguity resolution.

Another potentially serious flaw is the paraphrase problem: most, or even all, cur-
rent MT systems choose the same translation for 2 word in a particular sense regardiess
of how repetitive the translation is. The words aireraft and airplane are a simple ex-
ample: in a non-technical document they are likely to be treated as synonyms and only
one will be consistently picked by an MT system in a given domain. Since both can
be used in a query, a risk that one of them will not be an efficient query term is quite
high. This might hurt the performance of IR methods since very often they rely on
the different synonyms being present in documents/queries. This particular problem
clearly cannot be solved by automatically creating a larger corpus as it might be the
case for a human translated corpus. However, source language query expansion can be
helpful here.

One advantage over the basic dictionary-based query expansion that can be expected
from an MT-derived corpus is the presence of context. This should have a positive effect
in comparison to methods that (automatically) translate queries or are based on simple,
non-discriminative dictionary look-up. It is very likely that syntactic disambiguation
will be quite successful and this should be beneficial especially in the case of methods
like PRF. Also, some semantic disambiguation might be done by the MT system. In
an ideal case, the MT system would perform some discourse level analysis leading to
even more successful disambiguation. However, in practice current MT systems operate
mostly at the sentence level and only very local context is used.

In addition to these issues, some purely technical difficulties can occur. They can
include problems with coverage of both lexical items and grammatical structures, in-
ability to handle lengthy sentences, etc.

It should be also pointed out that there should be a match between the topics that
occur in the collection to be translated using MT and the type of MT system used. This
is similar to the requirement that the training set in all the considered TLIR methods
resemble the test set in terms of topics covered, vocabulary and style.®> The UNICEF
coliection might be especially suitable for MT translation. It consists of documents
containing mostly general terminology with some medical and UNICEF/UN specific
terms. In particular, it does not contain technical documents requiring specialized
vocabulary and disambiguation methods.

5 Application of WordNet

A form of query expansion might be useful to alleviate the paraphrase problem men-
tioned above. Adding all synonyms of the terms in the query is one form of expansion.
Although this task would usually be accomplished by all the discussed methods when
run with a sufficiently large human-translated corpus, it might not be the case when
an MT-translated corpus is used. In the current setting, it would probably be best
to expand the TL query, but this might be difficult in the case of LSI and GVSM in
which the TL query is implicit. Instead, we considered ways of expanding the SL query.

*jt might be possible to obtain a machine translation of a highly spectalized collection by simply
fine tuning the MT system (e.g., by adding domain specific terms to the dictionary).
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GVSM LSI PRF

atc Ite ntc | atc lte ntc | atc ltc ntc

paragraph-alignment

Q1 0.3638 0.3860 0.4229 | 0.33i6 0.3653 0.4165 | 0.3420 0.3866 0.4254
Q2 0.3551 03751 0.3832 | 0.3238 0.3665 0.3988 | 0.343%9 0.3671 0.4046
Q3 0.3498 0.3796 0.3827 | 0.3090 0.3467 0.3712 | 0.3280 0.3688  0.4032

document-alignment

Q1 0.3443 0.3843 0.4231 | 0.3829 0.4222 0.4428 | 0.3120 0.3797 0.3779
Q2 0.3327 03728 0.3942 | 0.3682 0.4192 0.4214 | 0.3010 0.3631 0.3643
Q3 0.3689 0.3733 0.3900 | 0.3170 0.4251 0.4285 | 0.2911 0.3605 0.3643

sentence-alignment

Q1 0.3030 0.3141 0.3231 | 0.2828 0.2990 0.3001 | 0.2993 0.3677 0.4047
Q2 0.3238 0.3394 0.3555 | 0.2705 0.2974 0.3162 | 0.2878 0.3560  0.3747
Q3 0.3263 0.3376 0.3557 | 0.2690 0.2969 0.3112 | 0.2876 0.3490 0.2876

Table 1: 11-pt average precision on the validation set

By expanding the SL query we hoped to add to it synonyms that would get different
translations in the TL from the original query terms thus increasing the chance that
relevant documents are ranked higher.

As with most query expansion methods, it is to be expected that the precision
value will drop at the cost of increased recall. Since in our evaluation the recall is
always 100% (all the documents are ranked by the SMART system, i.e., all relevant
documents will be retrieved; the 11-pt average precision is a measure of how far in
the ranking the relevant documents were found), we should expect a drop in the 11-pt
average precision due to some spurious documents being ranked higher on the basis
of wrong senses picked during expansion. However, we were lead to believe by our
initial experiments that the expansion might improve the 11-pt average precision. In
these experiments, we did not have the validation and the test set. More precisely, the
results were not cross-validated on an unseen test data. In this case, we found that
for some methods (LSI, GVSM), query expansion as described below leads to higher
11-pt average precision. However, in the experiments we describe in this paper, this
observation did not bear out. In all cases, the 11-pt average precision dropped when
query expansion was used. Nevertheless, we present the results with expanded queries
for comparison.*

The method we used to expand the queries was based on WordNet Fellbaum (ed.)
(1998). The original query set (Ql) was expanded using the WordNet synonymy re-
lation. We constructed two new query sets, Q2 and Q3. Q2 contains all the terms

“In the initial experiments, the parameters were tuned on a decument set which was the sum of
the current validation and test sets. It would be interesting to find out why the precision went up
with query expansion. We suspect that for some queries in the query set, the expansion is particularly
effective and it would be interesting to find those queries. The size of the corpus is most probably the
reason why this effect is observed. In the case of the validation and test sets, the number of queries for
which the validation set contains relevant documents (28) is different from the number of queries for
which relevant documents can be found in the test set (23).
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GVSM LSI PRF

Ql Q2 Q3 Ql Q2 Q3 Q1 Q2 @3
0.4191 0.3741 0.4105 | 0.4450 0.4202 0.4159 [ 0.3966 0.3714 0.4138

Table 2: Results on the test set, best settings, all alignments

best MT best human % best human % dictionary

GVSM 04191 0.4585 90.75 107.43
LSI 0.4450 0.4234 105.1 114.07
PRF 0.3966 0.4203 94.36 101.66

Table 3: Results on the test set with the best settings overall including alignment

from the original queries. In addition, for each term we added the first {most frequent)
synonymous term returned by WordNet. Q3 was created similarly by adding all the
synonymous senses returned by WordNet.

Since we did not get better retrieval results, we did not refire the above rather crude
method. In particular we did not use phrases that WordNet sometimes returns. Also,
in Q3 we kept all the terms returned by WordNet, regardless of their part of speech.
In particular, some common adverbs (fairly, thoroughly) were added to the expanded
queries. Such items usualily lead to lower precision values.

6 Results

Table 1 presents comprehensive results of our experiments. The values were obtained
by running the methods with different parameter settings. Different alignments and
weighting schemes are shown. As discussed in section 2, the methods have additional
parameters. The values shown correspond to the settings for which the 11-pt average
precision was highest. The values in bold face correspond to the overall best parameter
settings including the alignment and term weighting. Table 2 contains the 11-pt average
precision for all the methods on the test set on different query sets with the settings
underlined in Table 1.

We found that GVSM and LSI performed best on the document alignment with the
ntc term weighting. PRF performed best onr the paragraph alignment, with the same
weighting. The sparsification SP for GVSM was 80 and the number of singular values
SV in LSI was 400°, For PRF, K was 10 and N was 5 was.

Table 2 shows the 11-pt average precision for the best settings (the ones corre-
sponding to the bold face figures in Table 1; includes the alignment). Table 3 show
the final comparison with the results reported in Yang et al. {1998) (given in the "best
human’ column). As can be seen the effect of using an MT translated corpus is rather
surprising. All methods performed well. Although Yang et al. (1998) report GVSM to
perform best, it suffers a 10% hit in precision in our experiments. The precision of PRF

®Arguably, this is a very high number of singular values leading to expensive computation. The
next best result was for SV = 180, 0.4365 on training set, 0.4241 on test set
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drops by only about 5%. Surprisingly, LSI performed better on the machine translated
corpus than on the human translated corpus. We do not have a good explanation of
this result. The last column contains a comparison with the dictionary method as run
by Yang et al. (1998). The additional effort required to implement the technique de-

scribed here results in an improvement over the dictionary method that is particularly
strong for GVSM and LSIL.

7 Conclusions

As the above results show, general purpose MT can be used to set up in a cost effective
way a new TLIR system using corpus-based TLIR methods. However, as in many
other IR experiments, the results cannot be easily generalized to other query sets,
document collections, and other language pairs. It would be therefore desirable to
carry out a similar set of experiments on a different query and document sets. The
only other collection that we have access to is the MEDLARS collection. Since this
coliection was also used by Yang et al. (1998), a direct assessment of the impact the
MT-translated corpus has on the results would be possible, However, we do not think
that the collection is suitable for the approach described here, mostly due to the large
number of technical terms from the medical domain that most likely would not be
translated reliably by a general purpose MT engine. To what extent this would hurt
the precision value remains to be determined.

Another issue that arises is the actual benefit from doing the translation. Although
we believe that the syntactic disambiguation performed by the MT system leads to a
better correspondence between terms than in the case of a simple dictionary look-up,
we cannot rule out the possibility that the relatively good results are due to the high
quality of the SYSTRAN™™ dictionary. It is possible that, if we could extract the
full SYSTRANTM dictionary, we could run the much simpler dictionary method with
comparable results. Clearly, this experiment is out of our reach.
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