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Abstract

Usually there are some non-text symbols {e.g.,
“f and “:") within the Mandarin texts (such as
newspaper, magazine and files in Intemmet). Such
symbols in sentence may have more than one
possible oral expression. For instance, “1/2” can
be pronounced as “January Second” or “one half”;
and “10:15" may be pronounced as “ten versus
fificen” or “fifieen minutes past ten”. In contrast
10 2-gram, 3-gram and n-gram language models,
this paper proposes an approach of multiple layer
decision classifiers, which can resolve the
category ambiguity of oral expression efficiently.
Currently, the approach is composed of two layer
decision classifiers: the first layer decision
classifier is constructed under the linguistic
knowledge and piays a binary characteristic
function to predict all the promising categories.
The second decision classifier is based on the
corpus-based statistical method with two voting
criterions. There are three principal phases in
proposed approach: training phase, testing phase
and translating phase. we can predict the correct
category then iranslate non-text symbols into
correct oral expression further. Based on the
comiext, the evaluation precision rates for non-text
symbol “/ on inside test and outside test are
96.3% and 91.2% respectively.

1 Introduction

The purpose of a Mandarin Text-To-Speech (TTS)
systemn is 1o translate the text input into correct Mandarin
speech. There are three principal phases in a TTS system:
Irext analysis , 2)prosody generation 2and 3)speech
synthesis phase. The task of text analysis is to analysis
the syntax and semantic information of text and to
generate the phonetic transcription and parnt-of-speech
(POS). The prosody generating is to generate the prosodic
feature of text, such as duration, speech energy and pitch
contours. The phase of speech synthesis, which should
merges the prosodic feature and synthesis units in the
acoustic inventory , is 1o generate the output of Mandarin
speech with clear inteliigibility and nice comprehensibility.
The acoustic inventory may contain about 407 synthesis
units with monotone or 1345 synthesis units with 4 tones
(tone 1, 2, 3 and 4) in Mandarin speech.

Within the process for translating text to speech
output, one situation is frequently encountered: because
of existence of homograph words or non-text symbols,
there are several possible different oral expressions based
on its context for these words and non-text symbols in
sentence. Usually there are some non-text symbols (eg.,
“f* and “") within the Mandarin texts (such as newspaper,
magazine and files in Internet). For instance, “1/2” can be
translated into “January Second” or “one half’; and
*10:15” may be translated into “ten versus fifieen” or
“fifteen minutes past ten”. Two such sentences are
displayed in sentence (A) and (B) . "3/5" in (A) is
distributed into dare category, whereas "3/5" in (B) inte
fraction category. Sentence (A') and (B') are the oral
expression with respect to (A} and (B). Some major types
of homographs are listed in [Yarowsky 19971

The Academic Sinica Balanced Corpus version 3.0
(ASBC) [¥EE{"%] includes 317 text files distributed in
different fields, occupying 118MB memory and 522
millions of words(53) totally. In ASBC, sentences have
been segmented into several words (Fd or so-called
lexicons) based on corpus of Academia Sinica Chinese
Electronic Dictionary (ASCED). There are some non-text
symbols (such as  /, %, :, X ,..., and so on) in texts. Each
non-text symbol may have different meanings subject to
the syntax and semantics, such sitvation is so-called oral
ambiguity. Different categories of each symbotl shouid be
translated into related oral expression, Whether the real
meanings of non-text symbols can be expanded into its
oral expression or not will affect seriously the correct
output of Mandarin speech in TTS system. On the other
hand, there is a one-to-many possible correspondence
between a non-text lexical symbol and its possible
semantic meaning transiation. Referring to the linguistic
knowledge and usage of prosody in TTS systems, the
possible semantic categories of non-text symbol slash “/
are classified in Table 1.

Usually the non-text symbols in sentence wili not
affect human being to generate the correct speech of oral
expression for each category of the symbol, because of
the knowledge of linguistics and experience on text
reading. In the paper, the so-called non-text symbol is
defined as foliows: the symbol in sentence that has
several different semantic meanings and oral expressions.
such symbols including some punctvation (such
as ) .7 2 ete) will be found in text frequentiy,
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Table 1: some categories and its related oral expression of non-text symbol stash "

Category Lexical item in sentence |Oral expression in Mandarin
1. date 3.4 =BMiH
2. fraction 3.4 a2 =
3. tempo 3/4 Mo =18
4. path, directory |[“dev. nul ! RERHde vEI#Rn u | |
5, computerwords |1 /O silence(or 7R
6. production version|VA X VMS silence (longer pause or Fl#8)
7. firequent words in . .

Internet TCP- 1P silence {or R}4R)
8. others d /B /B EE silence (Jonger pause)

in addition of the symbol *“/, some other non-text
symbols can be found within the corpus. We can analyze
atl the sentences in ASBC, extract the sentences which
contain the symbol “/ and then classify these sentence
into eight categories (referring to Table 1). Although
there are several categories which speech for non-text
symbaol */ are silence, its duration for silence in prosodic
parameter is till different than other kind of pause.

The paper is organized as follows: in section 2, we
will first present related information and previous works.
Section 3 addresses the system structure of multiple
decision classifiers, including the binary function
classifier with decision tree and statistical corpus-based
decision ¢lassifier. Section 4 displays the testing results of
evaiuation for each classifier combination. Finally, we
will present the conclusion and future works.

2 Related Information and Previous works

2.1 Some Characteristics of Mandarin

Characters and Words

A Mandarin Word (3d]) is composed of one to several
characters(¥). The combination of one to several of such
characters gives an almost unlimited number of words, in
which at least some 10" of them are frequently used and
can be found in Chinese dictionaries. A nice featre of
Chinese language is that all the characters are mono
syllabic, and the total number of phonological syllables is
about 1345, Anpother important feature of Mandarin is
certainly the existence of tones for syllables. Mandarin is
a tonal language; in general, every syllable or character is
assigned a tone. In fact, it is well known that four lexical
tones (Tone 1.2.3 and 4) are primarily characterized by
their pitch contour patterns. There are manv works
subject 1o the Chinese features of computational svntax,
such as paper [Lee 1987] and [Lee 1993] .

2.2 Mandarin Word Segmentation
Segmentation(B7Ea]) is usually a difficult work in

Mandarin Natural Language Processing (NLP) because of

the absence of separation between words, although it is
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easy for other languages, e.g., English. There are two
competing approaches have been used separately: the
rule-base approach and the siatistical approach [Fan
1988} and [Liang 1991]. Also some approaches use the
hybrid method {Nie 1995).

2.3 The Issues of Natural Language Processing

The development of a natural language processing

(NLP) system should resolve following issues [Su
1996] :

1) Knowledge representation : the way that can
describe and organize linguistic knowledge for
the natural language. Some knowledge can be
described using a set of features in statistical
methods.

2} Knowledge control : the way to apply linguistic
knowledge for processing efficiently. A system
can use statistical language models based on the
maximum likelyhood for most possible estima-
tion.

3) Knowledge integration : the way to use different
knowledge source.

4) Knowledge acquisition : the way to acquire
knowledge of needed natural language cost-
effectively and systematically. The statistical
approaches can collect the knowledge auto-
matically.

2.4 Language Models

Currently, probabilistic language modeling (LMs)
have been shown effective in many applications
(especially, on the various knowledge acquisition of
natural language processing). The purpose of LMs is to
choose one desired result or category from several
candidates for various kinds of linguistic problems, for
example, assigning the best part-of-speech (POS) to each
word in a sentence or estimate the most possible category
to ambiguous symbol. Thus, the LM can be considered as
a classifier processing. Basically, the criterions of LMs
can be characterized into following types: 1) rule-based
methods, 2) purely statistical methods, and 3) corpus-
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based statistical methods. Within the rule-base methods,
linguists exploit the linguistic theories and experience, on
which the rule can be deduced and generated, to express
knowledge of natural ianguage. Usually, generating a lot
of rules is labor-intensive and heuristic. It is hard to make
the rule consistent and scale-up. Within the pure
statistical methods, knowledge is expressed in terms of
the estimation value of certain events, such as Markov
chain and N-gram criterion [Brown 1992], that use the
conditional probability on the occurrence of adjacent
words and need very large parameter space. On the other
hand, the statistical corpus language models can handle
non-deterministic situations based on the probability
measured from the training corpus. it is apparent that
knowledge acquisition will be less expensive and less
tabor-intensive.

2.5 Previous works

Two frequently criterions for classification: one is
maximum likelihood classifier, the other is called the
Bayesian classifier. The problems we will resolve are the
semantic ambiguities of non-text symbols for Mandarin
Text.

There are several methods that resolve the
classification problems of linguistic and semantic ambi-
guity for natural language processing :

1} N-garm taggers: [Mertaldo 1990] may be used o0
tag each word in a sentence with its part-of-
speech(POS), thereby resolving those pronuncia-
tion ambiguities.

2) Bayesian classifiers: Bayesian have been used for
a number of sense disambiguity. An implementa-
tion proposed in [Golding 1995]

3) Decision tree: [Brown 1991] can be effectively at
handling complex conditional dependencies and
noninde-pendence, but often encounter severe
difficulties with very large parameter space.

4) Hybrid methods - [Yarowsky 1997] combines the
strengths of each of preceding paradigms. It is
based on the formal model of decision mree.

3) Multiple Decision classifiers: [Rodova 1997] take
interest in speaker identification.

3 The Proposed Approach

3.1 System structure

In contrast to 2-gram, 3-gram and n-gram Language
models, this paper proposes an approach of multiple layer
decision classifiers which can resolve the category
ambigunity of oral expression for non-text symbols
efficiently. The proposed approach is composed of
multiple layer decision classifiers (currently, we have
constructed two classifiers): the first laver of decision
classifier is constructed as decision wee under the
linguistic knowledge and plays with a binary function. In
this layer, some impossible categories will be excluded
and remained categories are all the promising categories.
The second layer of the proposed approach is a statistical
corpus-based methed, in which all the words (lexicons) in
sentence play as voter under voting criterion and vote for
each category with statistical parameters.

These multiple layer decision classifiers are
combined together with multiply operation. Like the
political mechanism, all voters will give their suffrage to
each category with a statistical score. Finally the category
with maximum voting score can be predicted as the goal
category for non-text symbol. The structure of multiple
decision classifier ts shown as Figure 1.

3.2 The Binary Classifier based on Decision Tree

The decision tree classifier plays as a binary logical
function, which is to deduce all promising categories for
the non-text symbol based on Mandarin linguistic
knowledge. This classifier will assign probability value }
to all promising categories. On the other hand, some
categories will be excluded and assigned a probability
value 0. For example, the substring “3/4"may belongs to
several possible categories: date (March 4™), fraction
(three fourth) and rempo (three slash four pulses), these
categories will be assigned a value I. But the substring
“14/2* and “SUN4/75* could not belong to the category
date and tempo, these category will be assigned a
probability value 0. Within the binary classifier, all the
promising category with probability value 1 will pass into
statistical classifier in the second layer, which will decide
the final category of non-text symbols.

Binary function classifier
based on decision tree

Satistical classifier with
VOrNE Criternon

Predicted catepory

with maximum score. ., U-

Impossible categories

O Final prediction category

Figure 1: Multiple tayer decision classifiers contain two classifiers,
which are merged together with muitiply operation.
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The decision tree can be displayed as Figure 2. A
successive answers to questions (Q,, Q,, .....Q,) about the
syntax and semantic meaning for lefi and right neighbor
(tokens or lexicons) of non-text symbol in sentence will
decide which path should be waced into based on the
linguistic knowledge. Finally, one leaf node will be
reached and a ser of categories will be deduced. Within
the set. all the categories will be assigned a value I.
However, other categories will be assigned a value 0. The
key point for constructing an effective decision tree is
how 1o expleit the linguistic knowledge and the skill of
decision making. All possible categories should be keep
inside the set, otherwise the precision rate will be reduced.
In our proposal, the probability value for each category
cab be described as follow:

0 ifiel and ®; ¢ set.
P (D)= . (1)
1 otherwise.
where i=1.2, ...l i is labeled as the i layer decision

classifier. I is the number of total decision classifiers
(currently. we have developed two decision classifiers, so
1=2}. j=1.2,...), and J is the number of categories for non-
text symbols. @, is labeled as the category j for non-
text symbols. F,(®,)is the probability value of cate-
gory j ((D ) for ‘the fayer i classifier. ser is deduced from
decision free classifier and contains all promising
categories. Curtently in our approach, just first layer
classifier plays as a binary function. So, Equation (1) can
be explained further as foliow ifl=1and (D e set
P(®,)=1.0Otherwise, P (® }=0.

Testing phase

r----——-—--u—

! ASBC ' HTML

|
1
i
1
t
!
H
|
I [ Segmentation
'
L
|
|
1
|
]
]

4
[ Voting criterion &

Category prediction

Figure 2: The set in leaf node contains all the promising
categories deduced on the Decision Tree, which
have a probability value 1.

Basically, the decision tree classifier is generated
according to linguists’ experience and theories. The
remained categories are all the possible categories that the
non-text symbol may belong to. Thus, the voting
approach can predict the only one among all the possible
categories. It is so apparent that processing of adopting
decision tree can improve the precision rate.

3.3 The Decision Classifier with voting criterion
Figure 3 presents the system structure of our
approach, which contains several principal phases:1)
Training phase, 2) testing phase and 3) translating phase.
The output of wanslating phase will be sent into the next
phase for linguistics analysis further, which could

promote the overall intelligibility and performance of
TTS system.

Training phase

I R . r—

U Ui

Translation phase

ngmst:c analyzing phase

Figure 3: The principal phases of statistical decision classifier.
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Figure 4: Some possible sequences of segmentation based on the maximum
length of words within several possible combinations for chunka (CHa).

Training Phase
i) The text source

The Academic Sinica Balance Corpus (ASBC)
contains 317 text files and 5.22M words in Chinese
Mandarin totally, these files will be classified into each
categories, Each sentence in original ASBC is tagged
with part-of-speech (POS) and segmented into several
words. the tags and white separation (space) between
words will be removed during processes. After analyzing
the corpus, we find that the nonuniform distribution of
senience appears in some categories for each non-text
syimbol. For example, the sentences in category of music
temipo for symbol “/* just appear 3 times totally. The
situation also appears in other npon-text symbols. We
coltect further and downioad the text files from HTML
source or BBS posted papers, and then remove all the
HTML tags (such as <HTML>, <P>, <A href=" ....", and
50 on) and unpecessary symbols.
ii) The category classification of each non-text symbol

The text source for training phase can be exiracted
from ASBC and Internet HTML and BBS fiies semi-
automatically. First, we category the source for each non-
text symbol, the extracted sentences will be distributed
into one or several categories related with the symbol
based on the lexical and semantics knowledge. The
categories for non-text symbol /" are listed in Table 1.
iii) Segmentation

Word segmentation paradigm is based on the
Academia Sinica Chinese Electronic Dictionary (ASCED),
which contains near 80,000 words, The words in ASCED
are composed of one to 10 characters. Our principal rules
of segmentation are subject to maximal length of word
first and then to least number of words in a segmented
pattem based on the dynamic programming method
(Veterbi searching). The occurrence of word within
ASCED will be considered under the situation of same
number of words among panterns. The prioriry is that
segmented pattern which contains the maximal length of
word wili be chosen. If two patterns have same maximum
length. we compare further the total number of words in
the pattern; then the pattern that is composed of least
number of words will be chosen. The same
segmentation’s criterion will be used within the testing
phase.

Any trained sentence wiil be partitioned into two
chunks: chunka (CHa) and chunkb (CH#), which contain
the substring in front of and following the non-text
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symbol respectively. For example, the sentence (C) .
which contains 14 characters (including the parenthesis
and punctuation, but exculding the non-text symbol “/*
itself) , is composed of two chunks of substring Cha and
CHb: CHa contains the substring “# TR AEIT
(1" and CHp contains the substring “4 ) {8®& - ". The
word with maximum length in CHa is “fTER". Afier

segmentation process, there are six words in CHa :
BT and [1} five words in CH -
4}, O | ' and According to the segmentation

criterion, the pattern sequence in (C') is the most favorit
¢ one. Figure 4 shows some possible sequences for
sentence (C}.
iv) The training corpus
After the word segmentation, the word may be
appended into the training corpus. Each record contains
the evidences: word itself, word category, occurrence and
the location subject to the non-text symbol.
The algorithm of training phase is listed as follow:
¢ collect the source data from ASBC and Internet.
o extract all the sentences from collected data, which
contain ene or more than one non-text
symbols usually.
o classify these source data into categories under
linguistic and prosody for TTS system usage.

s read-in sentence in category. The sentence wili
be partitioned into two substrings: chunka
{CHa) and chunkb (CHb} which are in front of
and following the non-text symbeol respectively

= segmentation processing will generate the
words of two substrings

if the word never appear in corpus for this

category and respective iocation

- append a record into the corpus.

» each record contains four fields:

- word,

- occurrence,

+ category id. for the non-text symbol,

- the location respective to the non-text

else

- word’s occurrence for the category

will be increased by 1

> the training corpus has been constructed, the phase
terminated.
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The Testing Phase

The segmentation task of testing phase adopts same
criterions as that in training phase shown in section 3.3, A
sentence will be divided into substring CHa and CHb.
For each word, the probability of each category can be
calculated and summed up based on the evidence
(parameters found in training corpus) respectively. It is
called the voting criterion.

Based on the voting criterion, each word in CHa and
CHb have a probability value, which looks like the voting
the suffrage, to every category of the non-text symbol.
Like the poiitical voting mechanism, the only ¢ategory,
which gets the tickets in majority {maximum score), will
become to be the predicted category. In our voting
criterion, two score rules are proposed: one is based on
the preference scoring, the other is based on the winner-
take-all scoring.

Voting criterion with preference scoring rule

The prediction processing is based on the occurrence
of each word inside training corpus for each category.
Usually, the sentence C is composed of three parts:
substring CHa ,non-text symbol N and substring CHb. C,
CHa and CHb could be expressed as follow:

C=CH, +N+CH, 2)
CHa = walwr.'!. T wa} e wam (3)
CHy =wywyy = W, « - W, @

where a,, and 5, are the total number of words in CHa
and CHb respectively. It is apparent that CHa and CHb
contain one or several non-text symbols. Also, CHa and
CHb may be an empty substring.

For each word in CHa and CHb, the score § of each
word voting for category ) (tD } of non-text symbol can
be romputed as follow:

ay (wakl )

S o, (W, )—m (5-1)

Sy Oh) (5-2)
TC, (Wi, )

wherel <k <m and 15k, <n |, Wa and w,,,
are labeled as the k" and k ;" word in CHa and CHb.

) and db; W,a,,, is the occurrence of word
wa,‘ d Wy, in category j (@) .
TC (w, ) and TC »(w,, ) mean the total occurr-
enceof W Wa, and wb,t in the corpus for the non-text,
which can be'computed as:

s Wiy ) =

.

J

TC,(Wy, )= Cp(Wa ) (6-1)
4=]
J

TC, (wy )= C, (wy ) (6-2)

4=
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For the second decision classifier, the total score TS,
and 75, of all words in Cha and CHb for category J((D )
of non-text symbol can be computed as follow:

TS,(®,)=2.8, (Wa) » (7-1)

k=)

TS, (@)= Sy, (Wei,) (7-2)

k=l

The second layer total score TS of whole sentence for
each category j (O ; } is displayed as follow:

TS(®@,) = (TS (D) + TS, (P,)) (8)

where 1<=j<=J. The overall total score TS merging the
first and second decision classifier for category j is
computed with the multiply (*) operation:

IS'(®,)= B (@)*TS(®,), ® eset O

where ser is composed of all the promising categories
deduced by first layer decision tree classifier.

IS™(® ) = argmax (TS"(D,)) (10)

where 1<=j<=) @ . is the final category of our prediction.
Under the multiple’decision classifiers, the final predicted
category should be subject to the category of TS", which
has the maximum score,

Voting criterion with winner-take-all scoring rule

In contract to the preference scoring rule above, the
Voting criterion with winner-take-all adopt the a different
scoring rule. For each word in CHa and CHb,S -, (W)
and Sb %, {(Wyi, ) will be the winner for category j(® )
for word Wﬂ and Wy, and assigned a probability vajlue

1 as voting score .

Category j* ("D ) is subject to the category which
the have the maximum score among all the promising
categories forw, and W, - Equation (3) should be
changed. Equation (6) - (10} don’t need 10 make any
change at all.

Voting criterion with winner-take-all scoring rule
logks like the voting scheme in political mechanism, in
which everyone just can vote for the favorite person
among all the candidates. The suffrage of each voter will
be voted for whom to be preferred. In our approach, the
favorite category for each word will be assigned a score |
whereas all other categories will have a score 0. The 1otal
scores of each category for non-text symbol can be
accumulated for each word in sentence.

3.4 Translation phase

The final phase of second classifier is the translation
processing. The non-text symbol can be translated into its
Mandarin oral expression of text in which the category
has been predicted by testing phase. For instance,
sentence (D) contains a non-text symbol "/*, which is
predicted as the date category and "4/10” in (D) will be
translated into the Mandarin oral expression "FU 3 +HB"
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Table 2: precision rate of statistical decision classifier for each category

of non-text symbol *“/".

second statistical decision classifier(not merging first layer classifier)
layer classifier
only preference score rule winner-take-all score rule
category L2 3 4] 5 6 7 8[| ¥ 2f 3 4 5 6 N &
Inside test 971 100] 92| 82(100| 1001 100 92| | 97 €7 46| 64)|100| 72, 97} 92
%
) 134] 18| 26| 44 30; 36 68| 26| [ 134| 18] 26| 44] 30! 36] 68} 26
number of Mt
outside test 86| 80| 100] B8 100 71| &B8|100[ | 86| 60; 25, 75{ 80] 71| 88| 100
(%) =

30 10| 8§ 16| 10 14] 16y 10/ | 30{ 10| B8] 16| 10| 14| 16| 10
number of Nt

Ps. M stands for the non-text symbol.

such as the pattern in (D). Another example in (E}), the
symbol "/" should be pronounced as silence in Mandarin
usuzlly. The output text of this phase will be processed
further with text linguistic analysis in TTS system.

4 Evaluations

Our approach has been implemented on a platform of
personal computer (PC) with Intel Pentium 11I. The
language package for system development is in C++
environment. Four fifth of text source is used for training
phase. the remained source is used for testing phase.

Two layer decision classifiers have been generated.
We evaluate the results of inside test and outside test for
the second layer siatistical classifier with two different
voting criterion, then we combined it with the first layer
decision tree classifier to compare the performance of
precision rate. The precision rate (PR) is defined as
follows:

# of correct prediction category
PR

(11

total ¥ of non-text symbol

4.1 Evaluation results for second layer classifier

The results for second layer classifier are listed in
Table 2. Total number of non-text symbol ”/* for inside
and outside test are 382 and 114 respectively. The overall
inside test and outside test for different voting criterion
are listed respectively in Table 3.

4.2 Evaluation results merging two layer
classifiers
Under the multiple layer decision classifier structure,
first and second layer classifier are merged together to

' Symbel */" should be a silence speech.

improve the overall precision rate. Exploiting the first
layer ¢lassifier to exclude some impossible categories, the
results are attractive and displayed in Figure 5 and Figure
6. As shown, the final results of inside test and outside
test is 96.3% and 91.2%, which are obtained by merging
the first layer classifier and second layer classifier with
voting criterion of preference scoring scheme. L1 and L2
in Figure 5 and Figure 6 represent the first layer and
second layer classifier respectively. Li+L2 means the
merging of Lland L2.

Table 3: The precision rate of inside test and outside test
of second layver(L2) statistical decision classifier

reference scoring |Winner-take-ail
scoring
Inside test(%) 95.8% 85.7%
Outside test(%o) 85.8% 77.1%
preference scoring '
9 :
. 96 |
[ _ % i
I E o2 — I
PO gy f—d -18 ‘!
P o p— ! P!
I g g f— | meee
; FTIN S
§2 puerf
RO

1 2
|
i Lomnside test, 2: outside test

Figure 5: The precision rate {PR) of evaluation, number 1
and 2 in x-axis stand for the inside test and
outside tess.
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"

11
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Figure 6: The precision rate (PR) of evaluation, number 1
and 2 in x-axis stand for the inside test and
outside test.

5. Conclusion and Future Works

In the paper. we have developed an effective
approach, which contains the multiple layer decision
classifiers and can resolve the category ambiguity of non-
text symbols in Mandarin text. In contract to the 2-gram
and »-gram Language Models, our approach just need
smaller size of corpus and still can hold the linguistic
knowledge for statistical parameters. Currently, there are
Just two classifiers in our approach: the first classifier is
based on the decision tree to deduce promising categories,
the second classifier is on the statistical corpus-based
classifier with two voting criterion. Final precision rate of
inside and outside test reach 96.3% and 91.22%
respectively.

In addition to the non-text symbois # /* addressed in
the paper. there are some other symbols, such as *, %, []
and so on. in which the oral ambiguity problems will be
incurred and should be resolved. We will expand our
approach to other related domains. Aiso, the abbreviation
of some company and institute’s name in text can be
expanded similar to the expansion of non-text symbols in
sentences. Basically, the topics which should be
researched in the future include :

1) Distance dependency for each lexicon
(weighting value and windows)

2) Patterns of special and frequent case for non-text
symbols in text files.

3} The trairiing and learning aigorithm

4)  The smoothing and normalization methods.

5} Expand the current two layer into more layer
classifiers to resolve complicated linguistic
classification problem.
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