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Abstract

A statistical method for compound noun decompo-
sition is presented. Previous studies on this prob-
lem showed some statistical information are helpful.
But applying statistical information was not so sys-
temic that performance depends heavily on the algo-
rithm and some algorithms usually have many sep-
arated steps. In our work statistical information is
collected from manually decomposed compound noun
corpus to build a Markov model for composition. Two
Markov chains representing statistical information are
assumed independent: one for the sequence of partic-
ipants' lengths and another for the sequence of par-
ticipants ' features. Besides Markov assumptions, least
participants preference assumption also is used. These
two assumptions enable the decomposition algorithm
to be a kind of conditional dynamic programming so
that efficient and systemic computation can be per-
formed. When applied to test data of size 5027, we
obtained a precision of 98.4%.

1 Introduction

Generally, compound noun takes the form of succes-
sive appearance of elementary nouns. Decomposition
of compound nouns is an important problem in nat-
ural language processing (NLP), especially in oriental
languages such as Korean, Chinese, Japanese in that
there can be no intervening blank between participant
nouns. It is more complicated in Korean case, since
most Korean words are represented by phonetic alpha-
bets. To analyze the meaning of a Korean compound
noun, its decomposition is necessary.

Only with dictionary lookup, several compositions of
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a compound noun are possible. Finding all possi-
ble candidate compositions [3] is of high cost since
the number of compositions increases exponentially
in proportion to the length of the compound noun.
Although the length of many compound noun is usu-
ally manageable, some heuristic search is required in
order to avoid full search, for search involves dictio-
nary lookup. Even after all the candidates possible
are found, semantically correct one must be selected
by some semantic resolver. If heuristics are adopted,
selection choices can be made before complete partic-
ipants of a candidate are searched.

Some heuristics on this problem have been studied be-
fore. One of the simplest heuristics is longest match
first heuristics. With this method, decomposition points
are searched from left to right and the next decom-
position point is the end point of longest elementary
noun starting at the previous decomposition point.
On the other hand, there is a different method in
which the most probable decomposition point is found
in the whole string, and then this decomposition is
performed on the substrings recursively [2]. If algo-
rithms like these did not have a backtracking mecha-
nism they would frequently fall in local maxima, re-
sulting in low accuracy. Some flexible heuristics that
reduces the number of search paths and partially al-
lows backtracking are studied [5, 2, 9]. But in these
approaches models can not completely specify the de-
composition process and performance depends heavily
on the algorithm implemented and usually have excep-
tion handlers or multiple steps.

Many useful statistical information for selection among

candidates or the next composition position were pro-

posed as well. These information include mutual infor-

mation between syllables [2], syllable pattern of com-
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pound nouns [9]. similarity/disimilarity between term
distribution [6]. word collocation and mutual infor-
mation [4]. lexical frequencies [3]. Mutual informa-
tion between svliabies is closely related to the sylla-
ble composition statistics in a lexicon but rarely rep-
resents the semantic relationship among elementary
nouns in compound noun. Svllable pattern of com-
pound nouns need some exception handler owing to
the variety in the number of participants. Lexical fre-
quencies are not specific to compound nouns. So it
may not represent the statistical information of com-
pound nouns. Except when selections among com-
pletely decomposed candidates are performed, the sta-
tistical information itself works as heuristics for re-
ducing search space, too. All the methods mentioned
above require large corpus for collection statistical in-
formation. But the sizes of corpus have wide ranges
due to which statistical information should be used.
In this paper we proposes two Markov chains assumed
independent and legst participants preference assump-
tion both as a heuristics and a selection measure, Each
Markov chain represents the sequence tendency in the
sense of participant’s semantic feature and partici-
pant’s length respectively. Fundamentally while full
search is performed. if assumptions we proposed are
satisfied, the premature determination is made so that
the whole process takes the form of conditional dy-
namic programming scheme. The basic idea behind
this approach is that the participants of compound
noun would have some relationship with each other
and when given these statistical information, the chances
of other factors such as the algorithm could be ex-
cluded.

2 Compound Nouns

In our framwork, compound nouns may comprise some-
what involved patterns. It is a string which has no
blank character in it. Its components are to be nouns,
prefixes. suffixes which can be found in dictionary, and
recursively compound nouns. Furthermore, in our def-
inition. compound nouns can be followed by a post-
position, which cases show up frequently and are hard
to be distinguished from the other cases.
Representing formally in syntactic form, compound
noun can be of the following form.

elementary Cnoun = {prefiz)*(noun)*(suf fiz)*
Cnoun := (elementary Cnoun)*(postposition)*

where every element of the sets prefiz, noun, suffir,
postposition is in dictionary and (L)* denotes “zero
or more concatenations of” L and (L)t denotes “one
or mere concatenations of ” L. The problem of com-
pound noun decomposition is to select a syntactically
and semantically correct sequence of elements in

prefiz|)suf fiz | Jnoun | postposition given a string
€ Cnoun defined above. We will refer the components
of a compound noun to its participants in the rest of
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this paper.
For example, if we're given a Cnoun string “5F 8 A

918 o1", then after decomposition. * &5 ¥ (official)"+ "}

% &{reappointment}” + *H ¢H{bill)" sequence should be
found and seiected even though “& 5 ¥ {official)” + 2}

2 (reappointment)” + “& Y (usage)” + ~ $H(inside)" is also
a syntactically correct candidate. since the latter is not
semantically correct one.

3 Markov Chain Models for Compound
Nouns

We suppose that compound nouns have statistical ten-
dencies among their participants. The statistical ten-
dencies considered are the sequence of perticipants’ se-
mantic features and the sequence of participants ' lengths.
Once the tendencies have been chosen to be incor-
porated in Markov chain, some Markov assumptions
should be made. We adopted trigram assumptions
considering the size of training data and the average
number of participants in Korean compound nouns.
When more than one sequence tendencies are used
{(in our case, two seguence tendencies). one Markov
chain which covers multiple tendencies would have so
many states that immense size of learning data is re-
quired. Moreover if each tendency has a low depen-
dency on the others, it may cause waste of states in
the Markov chain, resulting in lack of consistency. In
such a case, multiple Markov chains are considered
tndependent and probability can be calculated accom-
modating this assumption.

Assumption 1 (Trigram Assumption)} For given
a participant in a sequence of participanis in a com-
pound noun, any other participant but the o left-
nearest ones can not have any statistical tendency with
that given participant.

We will define some notations which will be used.
St is the set of states in a Markov chain for the se-
quence of participant’s length. s} or s{, ., is a state in

(u,
S'. If &! is used, { means the participant’s sequence in-
dex, and if 8:“-") is used, u is the previous participant’s
length and v is the current participant’s length, since
trigram Markov model is assumed. In the same way,
54, 5! and s{u‘u} can be defined for the Markov chain

of the sequence of participant’s semantic feature ex-
cept that u means the previous participants’ semantic
features and v means the current participant’s seman-
tic feature. In addition, S is defined as § = S' ® §7
and s; is a state in S.

Given a candidate decomposition of compound noun
string w; - w2 + +--wy, where w; is ith participant,
there are two most likely state paths s},--., s from
S and s¢f,---.s! from S/. The calculation of the
probability P(w), -w, - - - - wy) for the selection among
candidates decompositions can be, P(s).--.,s,) =
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P(s.---, sl P(s],---,&f) since §' and 8/ are inde-

pendent each other.

When probability is given this way. the selection among
muitiple candidate decompositions chooses one having
a sequence wy, - - -, Wy, that maximizes

'wn) = P(lena 2P 5y |sa-1)
P(s) T, Pis sl )

The semantic feature of a participant can be looked
up in dictionary and may be multiple while the length
is uniquely determine. If statistics on lexical proba-
bility and semantic feature probability on all lexicons
are provided, Eq (1) can be multiplied by additional
terms:

P’(wly'“':wn) =P(WI,"',wn)H:=1 P(wk)
iz, P(feature of wp = v in 3{“'9}}

Plwy, )

(2)

Since we decided the length of participant to be
constricted to one of {1,2,3,4 or more} and 0 is used
for start state, the Markov chain for participant’s length
is composed of ;P2 states, namely
{8{y .ol v € {0,1,2,3,4 or more}}. It can be easily
understood that the legal directional edges(which can
have positive probability) can connect 3{i‘j} to .s{ k)"
In a similar way, the Markov chain for semantic fea-
ture have the size of 12 P5, for we use 11 semantic fea-
wures. When feature(wy) have multiple values, the
third term in Eq (2) should not be ignored.

When training Markov chains, compound nouns
to be trained must be correctly decomposed and have
only one semantic feature for wy. All edges between
states have counters initially set to zero. While de-
composed compound nouns are passed through the
Markov chain, the counters are updated in the specific
way, and after all the training data are utilized, edge
probabilities are calculated satisfying Makov chain con-
straints. For example, given training example “35 5
HHUM)"+4A L (ACTY +“ g ¢HABS)", state path
in S'is
$10.0) Sto.3)» (2.3) St3.2) and state path in S7 is

S{NO.NO}'S(NO,HUM)'S{HUM.ACT)'S{ACT.ABS) where
NOHUM,ACT, ABS are semantic features.

After probability matrix of Markov chain have been

got, it can be used in finding the most likely path by
Viterdi algorithm [10].
One assumption believed to be more influential than
statistics on participant’s sequence is least participants
preference assumption. Only with this assumption,
the precision of decomposition ranges over 99% while
recall is low.

Assumption 2 (Least Participants Preference)
When multiple candidate decompositions are found in
¢ prefiz of a compound noun, any candidate of that
compound noun which has the least number of partic-
ipants 15 preferred to the others.
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With this assumption, for example, given a compound
noun “tHEAE M 23 T 97 anv candidate which have
the prefix decomposed as “THE¥rA"+“4 P 3" is pre-
ferred to all candidate which have the prefix decom-
posed as “e B 4R uqp g,

While decomposition is performed, so long as candi-
date prefixes decomposed have the same total syl-
lable length, all the candidates prefixes other than
least word participants prefix need not be reserved any
longer for the decomposition of the remaining suffix.
Markov assumption as well enables the composition
process to ignore prematurely all the candidates which
are not searched with yet but prefixed with lower prob-
abilities provided candidate prefixes have the same to-
tal svllable length and reach at the same state in the
Markov chain.

Generally speaking, If some conditions could be
satisfied, dynamic programming method can be ap-
plied to the problem in exponential search space with
two assumptions mentioned. These kinds of assump-
tions make the search method systemic and efficient.

4 Decomposition Algorithm

While decomposition is performed from left to right,
the left substring of the last composition point will
be referred to the prefiz of that partially decomposed
candidate. Given a noun string N, of length [, the
leftmost participants Nis of N} are looked up in dic-
tionary and the semantic features of them are also
got. N;s are inserted in the sorted list or heap by
their length. And then, the candidate which has the
shortest prefix is picked up and the next decompo-
sition point is sought and inserted in the sorted list
like the first process. But except the first process,
insertion must be entailed by the verification of the
assumptions mentioned above, namely some prefixes
which have no possibility to be the best candidate are
cannot inserted in the candidate pool. This process
is repeated till all the prefixes have the length . The
candidates remained at this point are compared using
Markov chain and the best one is returned. QOverall
Decomposition algorithm is described below.

Algor:thm 1 Decompose(N;)
Pool +— ¢ b Pool is o list always sorted by prefiz
length

2 Insert prefixes of Ni in Pool
registered in dictionary

3 while k < I, for all Ny € Pool do
prefiz length

4 Prefiz «+ Poolremove()
prefiz
Str «N; - Prefiz
without Prefiz
Look up prefixes of Str in dictionary.
Generate all concatenations of Prefiz and prefixes
found at 6
Insert concatenations generated at 7 in Pool.

return candidates in Pool maximizing Eq(1)

b prefites must be
& subscript means

b pick up the shoriest

en

> Sir contans suffiz of N

-1 ch

w00
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In the algorithm presented above, “insert in Pool”
deserves to be revisited. When insertion into Pool are
performed, Markov assumption and least word par-
ticipants assumption are applied and candidates not
appropriate are not inserted or are removed from Pool.
Pool are always sorted by prefix length so that can-
didates having the same prefix length may be applied
to the assumptions easily when insertion is performed.
If conditional insertion and removal didn't take place,
our algorithm would find all the candidate decompo-
sitions.

In comparison with other algorithms, our algorithm
cannot miss the best decomposition unless the least
word participants preference assumption fail.

5 Experimental Results

Experiments have been performed in two ways and
will be commented. One is learning of Markov chains
and the other is compound noun decomposition using
learned Markov chain matrices. Markov chains were
trained on a set of 20564 compound nouns which are
decomposed by humans. These nouns were extracted
from HTML documents in home pages of several news-
paper corporatioins. Some nouns may have postposi-
tions as a suffix. The distribution of training data are
given in Tables (1)-(3).

Table 1: Distribution of features in the training data

Semantic Usage fre- | Percentage
feature quency (%)
Abstract 14684 26.4
Action 10075 18.2
Postposition 9787 17.7
Concrete 4533 8.2
Location 4499 &1
Human 4297 7.8
Suffix 3804 6.9
Proper Noun { 1716 3.1
Prefix 1023 1.8
Temporary 668 1.2
Number 338 0.6

Now let L{x) and F(y) be random variables. L{z)
corresponds to the distribution of the length of par-
ticipant syllables and F(y) to the distribution of the
semantic feature of the participant. Let ML(z) be a
random variable representing the distribution of the
transition from sf; _, to 3{”) for all ¢, and MF(y)
be a random variable representing the distribution of
the trasition from s{‘._ﬂ to s{:,j) for all 4, 3.

If Markov chains trained by training data are to have
any usefulness and semantic feature set i+ to be well
organized, L{x) distribution and F(y) distribution is
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Table 2. Training data distribution in participant’s
syllable length

Syllabie Usage fre- | Percentage
length quency (%)

1 14074 254

2 36832 66.5

3 3008 7.2

4 or more 472 0.9

Table 3: Training data distribution in the number of
participants

The number | Usage fre- | Percentage
of partici- | quency (%)

pants _

2 8247 40.1

3 10467 30.9

4 1675 8.1

3 or more 169 0.8

believed to be different from M L(x) and M F(y) re-
spectively. As a measure of these, here, relative en-
tropy or Kullback-Beibler divergence is proposed and
measured. The relative entropy is given by {8]

Do) = 3 plz)og 22

TEA 'I;(I_)

We calculated D(AML(z)|L{z)} and D{MF(y)|L{y))
and we got

D(ML{(z)|L(z)) = 0.64
DIMF(y)|F(y)) =21

This result above means that the Markov chain for
the sequence of participants’ semantic features is more
informative than that of the Markov chain for the se-
quence of participants’ lengths. Relative entropy can
be compared and used to select which tendency to uti-
lize. We suggest that feature set might be organized
through the comparison of relative entropy.

To evaluate the performance of our method, 5027 com-
pound nouns net related with training data are ex-
tracted from web documents and experimented with.
No running data has any proper noun not registered in
dictionary for evaluating maximum performance. The
results are shown in Table 4.

Given the same test data. the longest match first
method achieved precision of 90.2% and recall of 100%.
The best accuracy of the other methods announced
ranks up to 99%. The comparison among other meth-
ods shows that our method is not less accurate than
the best one proposed before, considering that our test
data may have postpositions, suffixes or prefixes.
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Table 4: Recall and precision for the distribution of
3027 compound noun decompaosition

Markov Markov
chain not | chain used
used
Recall (%) 91.5 100
Precision {¥%) | 99.7 98.4

6 Conclusion

We presented a method for the decomposition of com-
pound nouns that uses the statistics of syllable length
and semantic feature of their participants. We used
two assumptions in compound noun decomposition.
The first is least participants preference assumption
and trigram assumption of the state sequences in word
lengths and semantic features. The first assumption
alone could achieved a good accuracy but could not
cover some training data when ambiguity occurs. The
combined method covered the rest and increased re-
call up to 100% and overall accuracy rate to 98.4 for
the data set of 5027 compound nouns extracted from
web documents.

Future work can be done in two directions.

One is to define a good feature set since it is believed
that accuracy rate depends strongly on feature set or-
ganization. We have proposed that relative entropy
could be a measure for finding a good set of seman-
tic features. Another direction for future work is to
deal with the compound noun which contains unregis-
tered nouns. Unregistered nouns frequently shows up
in compound nouns. The probability and patterns for
unregistered nouns should be defined and learned in
some way and the algorithim for this should be studied
to find unregistered nouns.

References

[1] E. Charniak (1993), “Statistical Language Learn-
ing.” The MIT Press.

(2] K.S. Shim (1997), “A Compound Noun Segmen-
tation using Composite Mutual Information,”
Journal of KISS, Vol. 24, No. 11, pp. 1307-1317.
(in Korean)

(3} H. R. Park and J. H. Shin (1997), “Analysis of
Korean Compound Nouns using Viterbi Train-
ing Algorithm,” Proceedings of KISS Fall Con-
ference, Vol. 24, No. 2, pp. 219-221. (in Korean)

[4] K. Yosiyuki. T. Takenobu and T. Hozumi (1994),
“Analvsis of Japanese Compound Nouns using
Collocational Information.” Proceedings of Col-
ing 94, pp. 865-869.

_431-

[5] 5. Maosong. 8. Dayang. H. Changning (1997).
“A Practical Word Segmenter and POS Tagger
for Chinese Texts.” Proceedings of Fifth Confer-
ence onr Applied Natural Language Processing, pp.
119-126.

(6] H. R. Park, Y. S. Han and K. H. Lee {1996},
“A Probabilistic Approach te Compound NOun
Indexing in Korean Texts.” Proceedings of Coling
96, pp. 514-318.

{7} P. Wong, C. Chan (1996), “Chinese Word Seg-
mentation based on Maximum Matching and
Word Binding Force,” Proceedings of Coling 96,
pp- 200-203.

(8} Cover, T. M. and Thomas, J. A. (1991). “El-
ements of information theory,”, Wiley series in
telecommaunications.

[8] B. H. Yun, H. S. Yim, H. C. Yi {1993). A
Method of Korean Compound Noun Analysis us-
ing Statistical Informatioin,” Proceedings of KISS
Spring Conference, Vol. 22, No. 1, pp. 925-928.

(10} Viterbi, A.). (1967), “Error bounds for convolu-
tional codes and an asvmptotically optimal de-
coding algorithm,” IEEE transactions on Infor-
mation Theory 13 pp. 260-269.



