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Abstract vocabulary from the interlingua derived fror source lan-

This paper presents a hybrid method for tar-
get word selection by applying a suitable sta-
tistical mode] to informative linguistic
structures. The alternative interpretations of
syntactic tuples in a source language sen-
tence are mapped lo the target language with
bilingual lexicon. The target words are se-
lected then according to the lexical co-
occurrence probability in the target language.
With the constraints propagating along the
argument and modifier structure from modi-
fier to predicate, all alternative target words
are selected simultaneously using a tree-like
Viterbi decoder. Although without a bilingual
corpus, it is attempted to incorporate the
transiation probability information into the
statistical model using some mathematical
functions.

1 Introduction

It's well known that a given source language word can
often be transtated into different target language words
depending on the conlext. The task of target word selec-
tion in MT is lo decide which target language word is
the most appropriate equivalent for a source language
word. Consider the following sentence:

It's the most glaring restriction at the moment.

In our djclionarv, ‘elarine’ has 6 translation can-
didates (WBE. CURS. BAS . IR, EH. B&M) whije
‘restriction’ has 3(855‘1' . W }. The correct
twanslation of ‘glaring’ B2 is different in meaning
from the other alternatives, while ‘restriction’ |
differs mainly in usage.
In order to get the correct target word, different MT
systemns have ditferent schemes’. Interlingua-based MT
systems find the best rendering in the target language

" This work was done when the author was at Kent Ridge
Digital Labs.

guage analysis. Transfer-based MT systems use lexical
ransfer rules mapping the source language words ic
target language words according 10 their syntac-
tic/semantic features and contexts. To date, most of the
efforts rely on syntactic information (part of speech and
sub-categorization frame), some of these also use se-
mantic information. Usage differences are mainly deal!
with on an ad boc basis. This usually resuits in unnaturat
translations.

Instead of using manually-constructed linguistic
knowledge as in previous systems, the hybrid method
proposed in this paper atternpts 1o solve the problem with
word co-occurrence statistics in the target language cor-
pus. As one might expect, the correct transiation pair,
L L) appears much more frequent in target language
corpera than any other alternative pairs. It's these statis-
tics that we use to select the most appropriatle target
words,

Word co-occurrence statistics has also been used by
Ido Dagan® to carry out target word selection. Qur
method differs form Dagan’s in several respects. One is
the constraint propagation procedure that selecls a con-
sistent translation for sentences, where several ambigu-
ous words appear in several tuples(iwo words and their
syntactic relation — the relations between predicate and
arguments, and also between head and modifier). In-
stead of selecting translations of syntactic tuples in de-
scending order of co-occurrence probabilities(as in Da-
gan’s method), we use dependency argument styucture to
consider all the constraints and their probabilities at
same time. A tree-like Viterbi decoder then selects a
comsistent translation for all words with alternative
translations. Thus more linguistic information from the
output of source language parser are used, compared 10
Dagan’s method. Furthermore, with a more sophisticated
search strategy, N-best translations can be obtained.

Another difference lies in the use of the translation
probabilities, where a mathematical function i5 used to
mirnic the effect of the translation probabilities without a
bilingual corpus. Although this part still needs further
refinement, our experiment has shown the benefits of
this information.
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Experiments were carried out on an English news ar-
ticle randomly selected from the Editorial/Opinion pages
of the International Herald Tribune, in which 163 target
words were selected using our model. The result is very
encouraging: we achieved 37% to 45% error reduction
rate compared to the default translation which simply use
the most frequent translation for each source word.

Section 2 of the paper describes several linguistic pre-
processing procedures 10 obtain linguistic structure and
data needed by the target word selection process, which
employs a syntactic parser and a bilingual lexicon. Sec-
ton 3 presents the statistical model, where a tree-like
Viterbi search engine has been developed to take into
accoun: simultaneously all syntactic tuples in the sen-
tences, The translation probability is also addressed in
this section. Section 4 describes the experimental setting,
results and analysis, with conclusions in Section §.

2 Linguistic Scheme

Betore the statistical model takes effect, there are sev-
eral steps in the procedure 10 obtain the necessary infor-
mation. This includes a} getting the argument structure
2f the input sentence, b) locating the word translation
ambiguity, c) mapping the syntactic tuple to the target
:anguage, d) calculating the target word co-occurrence
TeJuency.

a: Getting the argument structure of the input sentence

Tapestry English parser® outputs a dependency argu-
=ent structure tfor each English sentence. It use a 3-siot
vaiency that corresponds 1o deep subject (ARGO), deep
abectiARG1), indirect object{(ARG2), and other modifi-
er:iCIRC), while the heads of phrases and their modifi-
=z or adjuncts are also connected as ATG(attributes of
2e governor). These syntactic tuples, are hence con-
=+ '=J (0 each other in the output structure of each sen-
& Locating word transtation ambiguity

All possible translations for each content word in the
source language sentence are found with a bilingual MT
Zcononary. Some translations will be elimipated by syn-
s rules in the dictionary, according to the syntactic
:eazure or context of that word in the source language
sentence. The remaining ambiguows translations will be
soived by the selectional constraints existing in corre-
sending target language syntactic tuples, which is rep-
tesented by synlactic tuple probabitities.

This basic concept is based on our understanding that
&7eds in direct syntactic relation have strong dependen-
Zes. Chomsky defines such dependencies as selectional
~.auons’. Subject and verb, for example, have a selec-
>ty relation, and 30 do verb and object. Subject and
>t on the other hand, are assumed 1o be chosen in-
Szpendently of one another. It should be noted that this
= Jzpendence 15 only an approximation. (Such second-
xgree effects are considered indirectly through the de-
~endency structure in this modet.)

- Mapping svatactic wples to the tareet language

At this point, English syntactic wples are mapped to
corresponding Chinese syntactic tuples. Theoretically,
the mapping is somehow problematic. There may not be
one-io-one mapping from source language relations to
target ones. In some cases the mapping depends on the
words of the syntactic ple.

In practice, this is Jess of a problem. in most cases, the
source language relation has a direct equivalent in the
target language. In other cases, lexicon or syntactic
transformation rules can be used o make accurate map-

ings.
5} éak'uiarfng the target word co-occurrence probability

Since a Chinese parser is not available in our experi-
ment, each Chinese syntactic tuple is approximated by
two Chinese words which co-occur in the most frequent
word order for that syntactic relation (e.g.. an adjective
precedes the noun it medifies). The word co-occurrence
probability of given Chinese translations is calculated
within a short distance in the sentences from the Chinese
corpus. These word co-occurrence frequencies are then
used, along with lexical translation information, to solve
the remaining ambiguities in the statistical model.

)
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Fig. English content words connected in the dependency tree siruciure.

3 Statistical Model

In general. a source sentence may contain several am-
biguous words that appear in several tuples, while differ-
ent relations pul different constraints on an ambiguous
word, and may favour different translations. As seen in
the previous section, these ambiguous source language
syntactic tuples are connected in the dependency struc-
ture, with predicate/phrase head at root/parent node,
argumenis/modifiers at child/leaf node (Figure 1(a)).”
This structural information is used in our statistical
model for considering these constrains at the same time
and a tree-like Viterbi decoder is devised for selecting a

" In practice. the whole dependency ure separated by
words without ambiguous. which means instead of one
depeadency wree. there may be several dependency tree in
4 sentence. '
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consistent translaton for all ambiguous words in the
structure.

3.1 Statisticel selection model

To describe the statistical model, the following nota-
tion is used:
e ={c,e¢,..}, the set of English content words in the tree
structure, where ¢, is the word in the root node;
c=lc.c; ..}, the set of Chinese translation for e,
nd¢e )/ nd(¢,) , nUmber of child node of node ¢ /¢, ;
€. (2,7 ¢, (c,) , the start child node of node ¢ /¢, ;
nete) , Number of translation candidates for English
word ¢, ;
ele,) = e,y e |, the set of Chinese translation can-
didates for the English word ¢, where ¢, is the jth
candidates;
A={a,, =P1c, /¢, )}, the co-occurance probability of

4

Chinese terms ¢, and¢, ,, where ¢ is the father nod of
(-9
B=(b, (e}, (¢)=Prc,, fe)}, the lexical translation prob-
ability,
=iz, {7, =Pric, )i, the a priori probability of the
Chinese terme, ;.

Given the set of English content words e, the statisti-
cal model is to find the best Chinese translation « with
the maximum likelihood, i.e. with maximum Pric}e) .

¢ =argmaxPric|e) (I}
Pric.ey

= e 2

“8?1“ Frte) (2)

=argmaxPric,e) {3

Given the dependency tree structure T, and the map-
ping of svntactic tuples to target language, we have,

Intuitively, here we take the view that the sentec3
was actually composed by a native Chinese speaker 1
his mind, but was somehow “distorted” in the way 1
cornmunication. That is, what a listener heard
an English sentence. Our rnodel is devised (o find :
original Chinese sentence for the listener.

To the listener, the English sentence is “generatel]
from an unknown Chinese sentence. The generation pr4

Pr(e Pric |e)
Prie, |¢“}'——';'!T
cess takes two steps: Prc, [¢,) models the production c: 4
dependent ¢ given its governor ¢, in Chinese; a-i
Pre, |c,} models the mapping from Chinese word < .2
its real presence e, in English. Considering that
Equation(9} is the same with equation(7) for choosiz;
¢, since e is constant for all ¢ .

g .
Pr(c.e) = Pric, | cojm ﬁ Pric,., o) l;'ﬂ‘".- |¢i.-_1

Pre) = Pric,,,)
o Pric, ... ,,‘_|s*‘q ]
. " toaas .
ﬂ Pl( Moy 1 I‘zq) PI'I:C““‘,,_)
Pric,|c,) = Pr(c,) {"

Equation (9) shows that 3 factors are considered :-
this model: larget language word co-occurrence prot-
ability, lexical translation probability and a priori prot-
ability.

An effective and efficient sub-optimal search for t:
Chinese string that maximizes equation (9) are devise:
(see appendix for the details). Considering the fact th:
some times more than one translation is correct, a mor:
sophisticated search strategy can be further deveioped 1
obtain N-best translations.

3.2 Lexical Translation Probability

From the above description, it's obvious that we':
employed the targel language statistics and lexicz

translation probability in our model. The translaticn
probability has also been used by Brown et al’ in ther
targer word selection, where the translation probability i

L L |
Pric.ei = Pric ) Pre, | ¢} l'{’ Pric,.. lc,.e)Prie,, |c.¢,,. .}

o it
'“I:Iu PRC ey, com | € gt VPRe €000 o vomr €180 e

(4)

Following the first-order approximations:

Pr(cmr:,_. o | €1 Gty 8y ) 2 Pr(cw-(c,,, - [ €22} (5

s RPN TR I Pr(‘m-u,.l yom Comieriom) (6)

That is the curtent translation ¢, is only dependent on
its parent node ¢, but pot any earlier history. In equa-
tion (6), we assume that given the current Chinese
translation ¢,, it is sufficient to observe the English
word €;. With these Markov assumptions, the original
equation (4) simplities tremendously:

'ty vl

Prc.ey=Prc Prelcy N Pre,, Jo)Pre,, fe,.,)

L PORES IC.‘-.‘ } P e:M-a.. i I c.'ﬂ\n'.:;., [N e
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derived from a bilingual corpus. However a sufficier
large biiingual corpus is usually not availabie for mos:
domains and most language pairs. Hence Dagan's
method incorporales only target language probabilities
and ignores any notion of transtation probabilities.

[n our approach, with the iarget language probabilities
plaving the main role, we've tried to incorporate this
information without bilingual corpus by some mathe-

b le)m—m (L.
J:
matical functions. Based on the fact that usually a bilin-
gual dictionary are ordered according 1o their transiation
frequency, with the most frequent translation in the de-
fault first position, we define the following function,
Adjusting the parameter tn the experiment, as a result
n=2. From the experiment, we found that such a
function do improve the precision. by about 5%.
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More elaborate work can be done here. In fact,
U; \¢; ) is not only related to the order j,, but also the
nuinber of transiation candidates ncle,), and the
translation candidates themselves. Although we cannot
give a different function for different target word in
practice, the work on word class is still possible. The
word cla:.s can be generated from automatic clustering
routine® 7, or use the predeﬁned class in the thesaurus,
such as <<Cilin 5% WordNet’, Instead of function (11),
a three-layer neural network that is well known for real-
izing accurately any continuous function, having been
used as a post processor to deal with the mismatch prob-
lem between acoustic model and language model in
speech recognition, ' can be also used here.

3.3 Data Sparseness

As revealed in equation (9), the seleciton of target
word depends on three kinds of probability. Given a sub-
billien word corpus as was employed in this study, it is
straightforward to achieve a satisfactory estimation for
target word 2 priori probability.

Without employing huge bilingual corpus that is al-
most impossible to coliect for open/dynamic domain, it is
betieved that to achieve significant improvement over
what is proposed in the section above for estimating lexi-
cal wwanslation probability is almost impessible.

Targel word co-occurtence probability is basically a
tind of bigram probability. Numerous studies have been
conducted on its proper estimation in the context of sta-
tistical language modeling, espﬂmaily m a»ocnaucm with
ils application in speech reoogmucm ZFor the experi-
ments reported here, we used the backott’ approach. In
the ruture work, we'll do experiments with other ap-
proaches.

4 Experiment

To evajuate the proposed target word selection
method. we implemented and tested the method on an
&ucle that is randomly selected from the Edito-
nal/Opinion pages of the Inlernational Herald Tribune.

After the preprocessing stages described in section 2,
amntent English words are connected in the argument
dependency structure, and some translations are elimi-
aated by the lexical transfer rules for syntactic reasons.
Those translations that are missing in the dictionary are
added into translation candidates manually. Ignoring
words with parsing errors (words are not connected in
the right syntaclic tuples), words thal need sentential
waslations (for example, idioms.) and words having
aaiy one translation (tost of them are proper nouns), the
sciection of the remaining 163 words are evaluated, For
enh English word we had an average of 4.37 alternative
ranslations and an average of 1.2 correct transtations.

The Staustical data are acquired trom Chinese corpus
awnsisung of People Daily newspaper articles, with about
350 million Chinese characters. The word co-occurrence

probabilities are calculated on the words next o each
other. The word unigrams are also calculated.

Alfter acquiring al] the relevant data, the algorithm in
section 3 is executed for each of the test sentences. The
precision of the statistical model was 80%~83%, whereas
relying just on Word Frequencies, which always selects
the most frequent target word, yields 69%. This result
means that compare with Word Frequmcy procedure, the
error reduction rate of our method is 37%-'45% The
error reduction is defined as:

enor on the statistica] method
etror on Word Frequency Procedure

)% 100% (12

ervor reduction def (1-
E ]

After analysis of the result, two main errors within
this statistical mode] were tfound. One is the mismatch-
ing probiem between the bilingual dictionary and the
lexicon list used to segment Chinese corpus. Some
translations are not in the segmentation lexicon list,
which cause the corresponding statistics unavailable.
This problem can be easily solved by putting all the
translation words into the segmentation lexicon list, and
then re-segmenting Chinese corpus and recalculating the
statistics.

Another probiem is insufficient data and noise data
produced in automatic acquisition of the data. As de-
scribed above, word co-occurrence probabilities are cal-
culated using the word next to each other, and it will
surely miss oul target syntactic tuples with the two con-
tent words separated from each other, but collecting
words that have no syntactic relations. Further experi-
ment can be done with word co-occurrence in a window.
Intuitively, smaller window size would introduce less
noise but produce higher data sparseness, while larger
window size does the opposite. More accurate solution is
to have Chinese parser, even partial parser that can pro-
duce the syntactic tuples needed in our model.

Even without the above poiential improvements. the
experiment result has shown the robustness and useful-
ness of our model.

5 Conclusion

In this paper, we proposed a hybrid method for target
word selection in MT by applying a suitable statistical
model to highly informarive linguistic structures. Unlike
pure statistical models that ignore linguistic information,
a syntactic parser is used to get linguistically meaningful
data and structures on which the statistical algorithm can
operate. At the same time, lexical co-occurrences tound
in a large corpus retlect a huge amount of seman-
tic/usage information. This quantitative information has
been used for our resolution of lexical ambiguity, which
is traditionally constructed manually on an ad hoc basts
or ignored altogether.

For any MT system that needs syntactic parsing, a
syntactic parser and bilingual lexicon are available.
Hence, only a sufficiently large target language corpus is
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needed by our method. With current availability of texts
in electronic form, such a corpus is feasible in many do-
mains and for many languages. We believe that our
method is feasible and cost effective for target word se-
lection in practical MT systems. It also has potential
applications in the area of cross language information
retrieval and text mining, where information recorded in
other languages is needed.

Based on the linguistic phenomenon that mapping
between words and word senses among different lan-
guage is different, this method has another apparent us-
age, namely word sense disambiguation. It solves the
circularity problem in acquiring sense disambiguation
data. Using a bilingual lexicon (which maps each sense
separately into its possible translation) and a monolin-
gual corpus of the target Janguage, we can acquire sta-
tistics on word senses awtomatically, without manual
tagging. In cases where different senses of a source lan-
guage word map to the same target word, a third lan-
guage can be used to distinguish among these senses.
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Appendix

Search Algorithm

Step 1 Bottom-Up. From leaf node to root node,
Initialization. ¢ is the leaf node, and ¢, is the
father node,
8, , =a, b (e)r,

73 e 77 Rt}
v, () =agmax(5, |
e
Recursion. ¢ is an intermediate/root node,
€428 por v gomia o BTE daughter nodes, and ¢, is the
father node,
i -1
6“). -(ah)\-bh (e')fﬁl.) E l?‘{'xshk-r
v, () =argmax[F |
Termination. ¢ is the root node, thus i=],

d=2,( indicates the optimized resulis).

P =max(§ ]
h
Jy =argmax§, )
L]
Step2 Top-down. From c, to leaf node
AU
JACTERAER.
e, (cu,,..,c:‘1 o)
€ rmi(e, -1
% €ini aeseessevertrprmammns.
0 O Q
CYRIRE ISR S
(cl.d i Eomeie, (""cj,..,.,, Jes +ndle, J-l"") .
(b)

Fig. The tree niructure of the English content words
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