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Abstract 
This paper proposes a method for lexical 
transfer ambiguity resolution using corpus and 
conceptual information. Previous researches 
have restricted the use of linguistic knowledge 
to the lexical level. Since the extracted 
knowledge is stored in words themselves, the- 
se methods require a large amount of space 
with a low recall rate. On the contrary, we re- 
solve word sense ambiguity by using concept 
co-occurrence information extracted from an 
automatically sense-tagged corpus. In one ex- 
periment, it achieved, on average, a precision 
of 82.4% for nominal words, and 83% for 
verbal words. Considering that the test corpus 
is completely irrelevant to the learning cor- 
pus, this is a promising result. 

1     Introduction 
In Korean-to-Japanese machine translation (MT), 

which employs a direct MT strategy, a Korean word with 
multiple senses may be translated into different Japanese 
equivalents depending on which sense is used in a given 
context. In general, it is much more difficult for Korean- 
to-Japanese MT to resolve such word sense ambiguities 
than its opposite, Japanese-to-Korean MT. This is be- 
cause unlike Japanese words whose stem is usually writ- 
ten in Kanji (the Chinese ideographic script), Korean 
words may appear written in Hangul (the Korean phonetic 
alphabet) only. Thus, word sense disambiguation (WSD) 
is essential to lexical transfer in an Korean-to-Japanese 
MT system. 

There is a large body of previous work on word sense 
disambiguation (Kelly 1975; Church 1990; McRoy 1992; 
Liu 1993; Tanaka 1994; Yarowsky 1995; Hwee 1996). 
Early work made use of manually coded knowledge, but it 
required time-consuming and laborious work for knowl- 
edge acquisition (Kelly and Stone 1975). The recent em- 
phases on corpus-based WSD usually fall into two cate- 
gories:  supervised  and  unsupervised.   Yarowsky (1995) 

used an unsupervised learning procedure. However, his 
experiment was only restricted to “binary” WSD, a kind 
of coarse sense distinction (Yarowsky 1995; Hwee and 
Lee 1996). LEXAS (Hwee and Lee 1996) adopted a su- 
pervised learning method using multiple knowledge 
sources such as a human sense-tagged corpus, the POS of 
neighboring words, morphological forms, local colloca- 
tions, unordered sets of surrounding words, and verb- 
object syntactic relations. Since the extracted knowledge 
in these methods is stored in words themselves, they re- 
quire a large amount of space to store the knowledge, and 
they have lower applicability. 

In this paper, a corpus-based WSD method is pro- 
posed. Unlike previous work (Yarowsky 1995; Hwee 
1996) that restricted the use of linguistic knowledge to the 
lexical level, i.e., surface words, we rely on concept co- 
occurrence information (CCI) extracted from a sense- 
tagged corpus. The sense-tagged corpus is automatically 
constructed from a Japanese raw corpus by an existing 
Japanese-to-Korean MT system called COBALT-J/K 
(Collocation-Based Language Translator) (Park 1997). 
The concept co-occurrence information consists of two 
parts: local syntactic patterns (LSPs) and unordered co- 
occuring words (UCWs) encoded with the concept codes 
of the Kadokawa thesaurus (Ohno and Hamanishi 1991). 
To improve the recall rate and also to save storage space 
while keeping high precision, the extracted conceptual 
information is type-abstracted into higher levels. A WSD 
algorithm is executed at four levels for nominal words 
and two levels for verbal words, each level uses different 
knowledge like selectional restrictions of verbs, concept 
co-occurrence information (LSPs and UCWs), and heu- 
ristics. In one experiment, our method achieved, on the 
average, a precision of 82.4% for nouns, and 83% for 
verbs. 

The method proposed consists of a learning phase and 
an application phase as shown in Figure 1. The outline of 
the rest of this paper is as follows: Section 2 describes 
how to extract concept co-occurrence information from a 
sense-tagged corpus through partial parsing and statistical 
processing. Section 3 presents an algorithm for WSD 
using  multiple  knowledge sources.    In section 4, some 
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Figure 1. System Architecture 

experimental results are given showing that the proposed 
method may be useful for WSD in real texts. Concluding 
remarks will be given in section 5. In this paper, Yale 
Romanization is used for representing Korean expres- 
sions. 

2    Extraction of Conceptual Co-occurrence 
Information 

2.1 Automatic Construction of the Sense- 
Tagged Corpus 

For automatic construction of the sense-tagged corpus, 
we used a Japanese-to-Korean MT system called 
COBALT-J/K (Park 1997). COBALT-J/K is a high- 
quality practical MT system developed by POSTECH 
Pohang University of Science and Technology) in 1996. 
I: has been used successfully in full operation at the Po- 
aang Iron and Steel Company, Korea, to translate patent 
materials on iron and steel subjects. In a transfer diction- 
ary of COBALT-J/K, nominal and verbal words are an- 
notated with concept codes of the Kadokawa thesaurus 
(Ohno and Hamanishi 1981), which has a 4-level hierar- 
chy of about 1,100 semantic classes, as shown in Figure 
2. Concept nodes in level L1, L10 and L100 are further di- 
vided into 10 subclasses. For each Japanese word, which 

may be translated into different Korean equivalents, it has 
several collocation patterns in the transfer dictionary, one 
for each of the different Korean translations, which speci- 
fies a surrounding context necessary for lexical transfer. 
We made a slight modification of COBALT-J/K so that it 
can produce Korean translations from Japanese texts with 
all nominal and verbal words tagged with the most speci- 
fic codes at level L1000 of the Kadokawa thesaurus. As a 
result, we have obtained a Korean sense-tagged corpus. 

2.2 Extraction of LSP and UCW 
In English, local collocations can be defined by word 

order to be common expressions containing the word to 
be disambiguated (Hwee and Lee 1996). Unlike English, 
Korean has almost no syntactic constraints on word order 
as long as a verb appears in the final position. The vari- 
able word order often results in discontinuous constitu- 
ents. Consequently, we defined 10 local syntactic patterns 
(LSPs) for homographs using syntactically related words 
in a sentence as shown in Table 1. Examples of LSPs for 
the homograph nwun, cito, pay, and ssu-ta are shown in 
Table 1. The concept codes beginning with ‘v’ are for 
verbal words, and those with ‘n’ are for nominal words. 

Frequently co-occurring words in a sentence, which 
have no syntactic relations with homographs, are re- 
trieved as the unordered co-occurring words (UCWs). 
Examples of UCWs for nwun with the sense ‘eye’ are 
koyangi (n061: cat), mosup (n110, n620: appearance), 
and salam (n507: human); and examples of UCWs for 
nwun with the sense ‘snow’ are yengha (n126: below 
zero), san (n032: mountain), and salam (n507: human). 

2.3 Discrimination of Co-occurring Con- 
cept Types 

In the extracted LSPs and UCWs, however, the same 
concepts may appear for determining different meanings 
of a word. We can observe from Table 1 and from the 
UCWs for nwun listed above, that there exist the same co- 
occurring concepts in the LSPs and UCWs, such as khu- 
ta and salam, for the different meanings of a word. To 
select the most probable concept types, which frequently 
co-occur with a sense of a homograph, Shannon's entropy 
model (Shannon 1951) is adopted to define the noise of a 
concept type in discriminating the homograph (Lee 1997). 
Let Si be the ith word sense of a homograph W, Ck the 
concept type of its co-occurring word, p(Ck,S1) the prob- 
ability of concept Ck to co-occur with a word sense Si in a 
sentence, and n the number of word senses of W. The 
noise that is generated by concept type Ck is defined by 
Formula 1. The smaller the noise of Ck is, the more con- 
tribution Ck has on deciding the word sense Si. Using this 
definition, we define the discrimination value DSk of con- 
cept type Ck for word sense Si by Formula 2. 
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Table 1. Local Collocation Patterns (LSPs) and UCW 

 

  

 
The value of noisek will be between 0 and Iog2n. If the 

discrimination value DSk of concept type Ck is larger than 
0.7, the concept type is selected as useful information for 
determining word sense Sj; if it is not, then we discard it. 
If the DSk values of concept type Ck are the same for word 
sense Si and Sj, then this means the concept type Ck has no 
contribution to the discrimination of word sense of W. In 
this case, we just disregard code Ck although the DSk val- 
ues for both senses may be over 0.7. 

2.4 Concept  Type  Generalization for  an 
Abstracted CCI 

For the purpose of type generalization of words in LSP 
and UCW, the Kadokawa thesaurus is used. In this paper, 
the symbol L1000  indicates the lowest-level semantic 
classes, L1OO the next higher level, and so on. All words in 
LSPs and UCWs are annotated with the concept type of 
the three-digit form at level L1000 in the Kadokawa thesau- 
rus. For each word sense of a homograph W, the frequen- 
cy of concept codes in LSPs and UCWs shows a very 
different distribution so that the distribution of concept 
codes may be used together with their frequency as a clue 
to the word sense disambiguation of the homograph. Ta- 
ble 2 shows the concept types that can co-occur with the 
homograph nwun (eye) in the form of LSP type2, and their 
frequencies. 

For a homograph W, conceptual frequency patterns 
(CFPs), i.e., ({<C1,f1>, <C2,f2>, ...,<Ck,fk>}, typei, W(Si)), 
are constructed for each type of LSP, where fi is the fre- 

Figure 3. Histogram for Concept Type Frequency. 

quency (number of appearances) of concept Ci appearing 
in the corpus, typei is an LSP type, and W(Si) is a homo- 
graph W with the sense Si. CFPs for UCWs can have the 
form of ({<C1,f1>, <C2f2>, ...,<Ck,fk>), UCW, W(Si)). To 
perform type abstraction, we refer to Smadja's work 
(Smadja 1990, 1993), and define the standard deviation σ 
l  of the code frequency at level l  (denoted as L l) and kf l  
(the strength of code frequency f at L l  and represents the 
amount of standard deviation above the average frequen- 
cy fave.l). In the formulas, fk l denotes the frequency of 
concept code Ck of the Kadokawa thesaurus at L l , and n l 
the number of concept codes at L l . 
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The standard deviation σl  at Ll  characterizes the shape 
of the distribution of code frequencies. If σl  is small, then 
the shape of the histogram for concepts and their frequen- 
cies will tend to be flat, which means that the concept 
codes have a low discrimination power between them- 
selves. If σl  is large, there is one or more codes that tend 
to be peaks in the histogram, and its corresponding con- 
cept codes are likely to be typical concepts that can re- 
strict the sense of homograph W. 

The filter in our system selects the concept codes that 
have a variation larger than threshold σ0,l  and pulls out 
the concept codes that have a strength of frequency larger 
than threshold k0,l. If the value of the σl  is small, than it 
can be assumed that there is no peak frequency of the 
code for the pattern. The concept codes for a local syn- 
tactic pattern or co-occurring words that are produced by 
the filter should represent the concept types of extracted 
words that appear most frequently with sense Si of the 
word W. 

Through experiments, the threshold of the standard de- 
viation σ0.1000 and σ0.100 are fixed at 1.5 and 4, and the 
strength of frequency k0.1000 and k0.100 are fixed at 6.0 
and 3.0. The lower the value of threshold that σ0,l  and 
k0,l are assigned, the more concept codes can be extracted 
as conceptual patterns from the CFPs. A balance is main- 
tained between extracting conceptual codes at low levels 
of the conceptual hierarchy for the specific usage of con- 
cept type and extracting general concept types at higher 
levels for enhancing overall system performance. These 
values may be variable in different applications. 

In Table 2, since the value of strength k11.1000 for a code 
with a frequency of 11 is 6.02, and the value of k0.1000 is 
set at 6.0, the concept codes with frequencies of more 
than 11 are selected as generalized concept types at L1000. 
After abstraction at L1000, the system performs generaliza- 
tion at L100. It removes selected frequencies and codes, 
such as code 504 and its frequency in Table 2, and sums 

Table 2. Concept Types and Frequencies in CFP 

up the frequencies of the remaining concept codes to form 
the CFPs with code of a higher level of conceptual hierar- 
chy. After processing, the system selects the most 
promising codes and stores conceptual patterns ({C1, C2, 
C3, ...}, typei, W(Si)) as a knowledge source for WSD of 
real texts. The type abstracted LSP for type2 of the noun 
nwun(eye) is ({n028, n419, n501, n504, n507, n508, 
n538,.., n50,...}, type2, nwun(eye)) in this case. 

2.5 Compensation for the Lost Senses 
While automatically constructing a sense-tagged cor- 

pus through COBALT-J/K, some senses of a Korean 
word cannot be produced from their corresponding Ja- 
panese equivalents. For example, as shown in Figure 4, 
the sense S3 (bud) of the Korean word nwun cannot be 
generated from its corresponding Japanese translations 
although the Japanese word me-2 has the same sense as 
'bud'. This is because a Japanese word may be translated 
into two or more target words with the same meaning, but 

Figure 4. Japanese Words and Korean Translations 

out of them only one translation equivalent is defined in 
our bilingual dictionary. Such a word sense like S3 of 
nwun is called a “lost sense” in this paper. Since the lost 
sense makes it difficult to collect all LSPs necessary for 
the word, we made up for its LSPs by manually adding 
the LSPs of another word with a similar sense. 

3 Algorithm for Word Sense Disam- 
biguation Using CCI 

For a given homograph W, the algorithm below describes 
the overall processing flow of CCI-based word sense dis- 
ambiguation. Similarity calculations for word sense dis- 
ambiguation using extracted knowledge are defined by 
Formulas 5, 6, 7 and 8, where S(W) denotes a set of word 
senses of the homograph W, SR(V) a selectional restric- 
tion (SR) of a verb V (type11 and type12 in LSP) that takes 
the word W as its argument, LSP(W) its abstracted local 
syntactic patterns, and UCW(W) its abstracted concept 
types of unordered co-occurring words. In the formulas, 
Ci and Pj are concept types and Sk indicates a word sense 
of W. Formula 5 is used to calculate concept similarity 
between senses of a homograph and concept types in verb 
selectional restriction.  Formulas 6 and 7 are used to cal- 
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culate the concept similarity between senses of word W 
and concept types in LSP and UCW respectively. 
Csim(Ci, Pj) in Formula 8 is used to compute the concept 
similarity between Ci and Pj, where MSCA(Ci, Pj) is the 
most specific common ancestor of concept types Ci and 
Pj, and weight is a weighting factor reflecting that Ci as a 
descendant of Pj is preferable to other cases. In Figure 5, 
the concept similarity values between Ci and P1, P2, and 
P3 are larger than 0.3, but less than 0.3 between Ci and P4 
or other nodes. Therefore, the threshold T is set to 0.3 in 
our experiment considering the property of the thesaurus 
hierarchy. 

Algorithm (CCI-based Word Sense Disambiguation of 
Verbs and Nouns) 
For a given ambiguous word W, 

Step 1. If W is a verb, then calculate Score=Vsim(S(W), 
SR(V)). If Score is greater than threshold T, then set the 
sense of W to the Si with the maximum Csim value and 
exit. Otherwise, set the verb sense to the default sense, 
which appears most frequently in a corpus, and exit. 

Step 2. If W is a noun, then consider executing Steps 2. 3 
and 4 if necessary. At first calculate Score=Vsim(S(W), 
SR(V)) and determine Si by it if Score is greater than 
threshold T, else go to Step 3. 

Step 3. If Score=Lsim(S(W), LSP(W)) is greater than T, 
then decide Sk by it, else continue to Step 4. 

Step 4. If Score=Ssim(S(W), USW(W)) is greater than T, 
then decide Sk by it, else set Sn to the default 
sense (the most frequently appearing sense in a 
corpus). 
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Table 4. Experimental Results of Verb Sense Disambiguation 

 
For experimental evaluation, eight nouns and four verbs 
that are ambiguous were selected together with a total of 
604 test sentences in which one of the homographs ap- 
pears. The test sentences were randomly selected from 
KIBS (Korean Information Base System, '94-'97), a 
large-scale corpus. Out of several senses of each homo- 
graph, we considered only two or three senses that are 
most frequently used in the corpus. For each sense of a 
homograph, the number of its appearances in the test 
sentences is shown in Table 3 and Table 4. The mark 'O' 
indicates whether the word sense disambiguation was 
correctly performed by the system, and 'X' indicates that 
it was not. Symbols SR (selectional restriction), LSP, 
UCW, and Freq. in the tables indicate used knowledge by 
the steps. 

The experiment achieved a 14.6% improvement of the 
baseline for nouns (with an average precision of 82.4%). 
Here, the baseline is the case where the most frequently 
used sense is always taken as the sense of the homo- 
graphs. The experimental results also show that the selec- 
oonal restriction of verbs has low applicability with the 
highest precision, and that the co-occurrence surrounding 
words and local collocation patterns have higher applica- 
bility and precision than the default word senses, which 
appear most frequently in a corpus. 

Table 4 shows the experimental results for verb 
sense disambiguation using manually-coded selection- 
al restriction (SR) and automatically constructed SR in 
CCI. The CCI-based WSD achieved a 5% improve- 
ment over the use of manually-coded knowledge, whi- 
ch is a promising result considering that the test cor- 
pus is completely irrelevant to the learning corpus and 
that the knowledge is extracted without laborious work 
by a human. 

5     Conclusion 

To resolve the lexical transfer ambiguity in Korean-to- 
Japanese machine translation, this paper proposes a word 
sense disambiguation method using corpus and  conceptu- 

al information. Unlike most of previous work that has 
restricted the use of their linguistic knowledge to the lexi- 
cal level only, we rely on a concept-level knowledge, 
called concept co-occurrence information, that is extract- 
ed from a sense-tagged corpus. Local syntactic patterns 
and unordered co-occurring information are extracted 
from a large-scale sense-tagged corpus, which is auto- 
matically constructed by an existing high-quality Japa- 
nese-to-Korean MT system. The extracted local and co- 
occurrence information is type-abstracted using the 
Kadokawa thesaurus, which enables the method to be 
more robust to the data sparseness problem and also to 
deterioration caused by domain shifts. WSD using con- 
cept co-occurrence information for both ambiguous nouns 
and verbs showed on average 82.4% and 83% accuracy 
respectively. We will do further research on how to auto- 
matically or semi-automatically compensate for the lost 
senses. 
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