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Abstract. A novel multi-phase architecture for an accurate machine translation system is
proposed. The system is divided into three phases: quick and dirty machine translation
(QDMT), conceptual comparison and repair and iterate, QDMT generates the appropriate
translation candidates (TCs) in the targee language for the input sentence in the source
language. Next, the system compares the meaning of the TC with that of the input sentence.
If there is dissimilarity in meaning between the TC and the input senvence, the most
appropriate TC will chen be “repaired”. To demonstrate this approach, 2 translation system
which translaces from English to Thai has been developed. In this paper, QDMT is
described and initial experiments with QDMT are presented. Some concluding remarks
are made with respect to completion of the first phase.

1. Introduction

We propose a novel architecture of Generate and Repair Machine Translation (GRMT, Figure
1). This system is designed for accurate translations primarily, speed secondarily. The first
phase, quick and dirty machine translacion (QDMT) has been fully conceptualized and is
ially implemented. The result of this initial phase is to generate the most appropriate
translation candidate (TC) into the target language (TL) of the source language (SL} utterance
which subsequently can easily be developed into a “correct, accurate” translation. In the second
phase, conceptual comparison, we will employ sophisticated head driven phrase structure
grammar (HPSG) [Pollard and Sag, 1987] parsers for the source and target languages in order
o conceptually compare the parser’s outputs. When the conceptual comparison phase
indicates a discrepancy in meanings beyond an acceptable threshold, we then “repair” and
“iterate” the most likely translation using a variety of techniques, many of which remain to be
articulated, until we are confident that the translation is accurate.

Concept Comparison & Iterate

Figure 1. GRMT Architecture
Three widely articulated strategies for developing machine translation systems include Direct
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MT, a “word-to-word” replacement approach whose accuracy depended primarily on the
bilingual dictionary, Transfer MT, which “cransferred” the information of SL to TL by
analyzing and representing the SL in an internal form and then generating the TL (the
accuracy of which depended primarily upon the sophistication of the transfer module), and
Interlingual MT, which used an intermediate language-independent conceptual representation
between SL and TL called Interlingual which permitted independent parsing and generation
of SL and TL. Table 1 illustrates some comparisons between these three approaches. In
addition, nonlinguistic information strategics have become popular, e.g., knowledge-based
strategies [Nirenburg er al.,1992), statistical strategies [Brown et al., 1992], cxamplc—bascd
MT [Jones, 1996], etc.

. Ateributes ~ . Direct MT 00 "mm&m\
Factors of Accuracy dictionary and mappmg - transfer rule
rule
Levels of Linguistic word meaning
Fntermediate no Representation language depcmlem
Representation representation
Modularlicy depends on system design dcpmdson system
Multilingual System needs 2(n-1) mapping rules needs (n-1) analysis,
(add the nth language 1o the {n-1} generation and
{0-1} languages system) 2(n-1) transfer
Exeendibility {in terms of needs mapping rules needs analysis, gencration neads analyds and/or
incegrating new language and vansfer gencration
to syseem)

Table 1. Comparison of the Three Approaches

There are advantages and disadvantages of each approach. The efficiency inherent in the direct
strategy is limited because linguistic clements of the languages are considered only at the
morphology level. The transfer of structure information in the transfer strategy may cause
inaccuracy because of the different structures between languages and thus may lose some
information during processing. Table 2 illustrates chis problem of losing information. The
second column in French represents the translation of che first column from - English'. Each
translation fails to mainwin close fidelity w the meaning of the original sentence. The
translations are incorrect in both words selected and in grammar. The third column shows the
translation back into English of the French translation in the second column’. The third and
the first columns should be the same. In addition, the transfer approch does not appear
appropriate for multilingual systems. Of the three approaches, although the interlingual
approach appears to be the most attractive, the interlingual representation is still an ideal. To
overcome shortcomings of the direct and transfer strategies, and to increase the accuracy of
the overall translation system while avoiding the difficulty in establishing an interlingual
representation, GRMT is proposed. By performing a conceprual comparison phase, GRMT
ensures that the final generated translation retains the meaning of the original sentence.In this
paper, QDMT is described and outlined by using English as the SL, and Thai as the TL. The
lacter phases will be discussed in a subsequent paper.

2. QDMT Architecture

QDMT was designed around two simple notions: first, the more accurate QDMT generates a
TC, the less works is required in the latter phases; and second, generating the TC must be
done quickly. Therefore, QDMT generates a TC by considering the difference between

language

*2 These translations were provided by a commercial MT system.
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Tmslation back to English -

L Handmryoﬁmakmhanugm‘mch
the fish to like worms.

2. 1t does not martet if you are bom in a
duck yard.

3. Only a life lived for others is a life
worth while.

4. 1 never think of the firrure.

5. You can walee a fish to school, but you
can not make them think,

6.I¢'sno go.

7. Never mind.

8. BOISE, ldaho (AP}- Trout in ldaho
ar¢ not juse swimming in schools-
they are going to school.

U Trandlax annﬁdf
T Le foncsionnaires & Tincubaron
doivens apprendre le poisson pour

aimer des vers,

2. Il n'importe pas 5i vous naissez dans un
Jardin du canard,

3. Seulement une vie pour les autres vaut
pendant gque.

4. Je ne pense jamais du furur.

5. Vous ponvez prendse un poision pour

iser, mais vous ne pouves pas les

Jaire penser.

6. Il n'est pus awcun entrain,

7. Ne faites jamais avsention.

8. BOISE, Idabo (AP) - Truite dans

Idabo ne nage pas dans les deoles jusre -
sheyare aller scolariser.

l CMI servants of d:e incubator muse
learn fish for aimerdes voward,

2. Hefir doesn’c imporr if you are born
in a garden of the duck.

3. Only a life for other is worth while.

4. I never think the fucure.

5. You can take a fish to school, but you
don’t can pastes to make think.

6. Him estpas no liveliness.

7. Don'r make ateention never

8. BOISE, Idaho (AP) - Trour in Idaho
doesn't swim rightly in schools-
theyare ta be going to school.

Table 2. Translation Examples by a Commercial System

pairs in terms of syntax and semantics without performing any sophisticated analysis. QDMT
performs its task by judiciously selecting a few efficient heuristics, constraints, and semantic
principles to apply when appropriate. QDMT first considers TL words which correspond to all
possible meanings of each SL word. The most appropriace TL word is selected by applying 2
semantic relationship between words and then the selected words are rearranged according to
the grammar of the TL. QDMT comprises three modules as shown in Figure 2, word
treatment, word selection, and word ordering.

{ SL-TLDic |

|suca| |swac|

[TL_KB| |w-acu_KB| |TL Dicl [w-order KB]

Figure 2. QDMT Architecture

2.1 Word Treatment

There are two steps performed by this module: SL Constraine Application and Dictionary
look-up. Word Treatment requires Inflectional rules, the SL dictionary and the SL-TL
Dictionary,

21L1S8L CbmmmAppkcam”

To narrow the scope of possible TL words which correspond to each SL word, some
characteristics of the SL which differ from those of the TL are incorporated in this step as
constraints. In this study, the following characteristics of English are considered.

1. Auxiliary Verb Constraint
Auxiliary verbs in English are needed in many cases, e.g., in front of adjectives or negative
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“not”, but they are not used in Thai for the same expression as shown in following examples:
English Thai

be + adjective - adjective

- du Al
fam gad (chin- ) (diicaj- glad)’
do + not - not
He does not eat - v T Au

(khaw- he) (mdj - not) (kin- cat)

There + be - t have
There is a book. > fl widde nila tew

(mii -"There-is") (nansy”y -book} (ny'n -a) {({ém- unit)
2. Present Continuous and Present Perfect {Continuous} Form Constraine
In English, the inflection “ing” form of a verb is needed after an auxiliary verb to describe
an action that is going on at the moment of speaking. However, the Thai language does
not have this inflection, therefore, the word “fna -kamlan” is used to describe the same
action without changing the verb form, for example:

be + V ing - e +V
I am swimming, - du Arda 2evds
(chin- ) (kamlan- ing) {("wiaj-ndam’- swim)
(Exception: interesting, ...)
3. Passive Voice Constraint
Another constraint is the treatment of passive voice, which is used in English bue in Thai,
passive voice is commonly used to convey an unpleasant situation. For example:

He was killed. - 197 gn #1
(khaw - he) {chinug - passive) (khda - kill
He was arrested. - it gn 4

(khaw - he) {thilg - passive) (cib - arrest)
The book was taken by him.— widdo gn 191 1m0 W
{nansyy -book) {thing -passive) (khaw -him) (aw -take) (paj - modxfymg)
1¥7 1an wiads 1y
(khaw -him) (?aw -take) (nansyy -book) {paj - modifying)

The word “gn” denotes the passive voice in Thai. In the third example, the first Thai
sentence, which is passive, is grammarically correct bur it is not the way Thai people convey
this expression. They will use an active voice rather than passive voice in this situation as
shown in the second sentence.

2.1.2 Dictionary Look-up

Each word of the input string which is an outpur of the previous step will be used as a keyword
to search for the corresponding word in the TL. If the keyword used can be found in the
bilingual dictionary, all possible corresponding TL words will be attached o that SL word. If
the keyword cannot be found, inflectional analysis is performed before re-searching.
Inflectional analysis provides information about rtense, plural, present participle and
comparison for such input words. It also indicates the part of speech of the word, for
example, verb for tense and present participle, noun for plural and adjective for comparison.
This informarion is useful in the word selection step and also reduces the size of dictionary
required and the search time.

? Phonetic transcription of Thai word and gloss.
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In this study, English is regarded as SL and its following inflectional forms will be considered:
Past and Perfect Tenses forms (-ed), Plural form (-, -cs), Present participle {(-ing),
Comparative and Superlative forms (-er, -est). An output of this step is a suing of SL words
which are in root form plus the information of the original form, for example:

tock — take (past,v) standing - sand  (ingv)

eggs — egg (plural,n) hardest — hard  (sup.adj)

2.2 Word Selection

To select the most appropriate TL word for each SL word, a semantic relationship between
words is considered. We have designed the

! 2 m R Lo semantic relationship by using the “A Kind of”
A3 . E o (AKO) [Tantisawetrat et al., 1991] slot from
the CICC Multilingual Machine Translation
2 AZ B C DI E4F G u project [CICC, 1995]). This relacion indicates
) gi = g which word can occur with which word in the
He same sentence. For example, in “Five days”,
the word “day” can be translated as “nanefu -

3 A2 1 E4 F | Gl HI
-Bm 2 H klaanwan” or “W -wan” in Thai “nmei”
.. e means “the time berween sunrise and sunset,

AKO number 2-7-2-2” while “%4” means “a
¢ a8 C D EF n period of 24 hours, AKO number 2-7-2-2" and
Ei it also can be used as a classifier in Thai which

has AKO “2-10-1". The word “five” is

s A2 B C DI R4 a m translated to “m -hda” with AKQ “1-1-2-1-2-1”
A 0 Hé and the semantic relationship shows that this
word can occur with the word which has AKO
“2-10-1".  So, the appropriatc word “H” is
6
" T4 e selected as indicated by the AKO value of
“five”.
As well as applying the semantic relationship
7 a4 cDpHEP @B berween words, the selection step continues.

Based on connections between words: words in
close proximity are considered to have stronger

3 B ¢ DI E4« F G m . conncctions. The selection steps are given as
A;.'D? H4 follows, where 1 £i,j < n,2< m < n-1, nis the

number of words in the SL sentence:

9 A2 B C BAOF G M l.Ifeachxiandxj(i#j)hasauniqucmcaning
- L * then use x; to determine the meaning of x;

1 and xj4 if each xj.1, xj;1 has more than

one meaning,
R e * and usc xj to determine the meaning of xj.]
and xj¢1 if each xj.1, xj4+1 has more than

one meaning.

T *  After these determinations, if xj,1 and xj)
where i+1 = j-1 iffe ings,
Figure 3. Word Selection Step ,(mlffu‘;f & 1) have differenc meanings
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Repeat this prooss, adjusting i and j appropriately, undl all (new) unique meaning words
have been treated
2, If each xj and x; (1#;) has aumquemeamng
then use xj to determine the meaning of xi.m and xj.m if each Xi-m, Xj+m has more than

one meaning,

¢ anduse x] w determine the meaning of xj.m and xj.+m if each xj-m, Xj+m has more than
one meaning,

*  After these determinations, if Xjem and xj-m ( where i+m = j-m) have different meanings,
keep all of them.

If new unique meaning words occur in this step, repeat step 1 for these new umquc meaning
words only.

Repeart this process, adjusting i and j appropriately,until all (new) unique meaning words
have been treated. :

Step2begmsmthm = 2, and we repeat this step with m = 3, 4, 5, ... until every word has been
assigned a unique meaning or this process cannot go any furcher. If afcer this process has been
exhausted there are still some words which have more than one meaning e.g., xk and x|, {1 >
k), consider x. Select the first dictionary meaning of x) and repeat step 1 for this new unique
meaning word.

Figure 3 illustrates an example of the selection step process. In this illustration an eight word
- sentence is examined with words A, B, ..., H. Each of B, C and F has a unique in this example.

First consider A and C which are on the left and right of B. A has three meanings, Al, A2 and
A3, so we select the meaning of A by considering the semantic relation between A and B.
Suppose A2 and A3 have meaningful relations with B, then keep both of them. C already has
only one meaning so skip it. Next, we consider B and D o resolve against C ina similar manner.

It is shown in Figure 3 that the meaning of E can be selected (constrainted) by F. Then we
consider the words that are adjacent to E. Once we finish considering a word which is next to
the word which has one meaning, we will consider the word which is two words apart from it
and repeat the same process; we keep repeating this process untl every word has only one
unique meaning or we cannot go any furcher. Whenever we are left with words withour a
unique meaning (Figure 3, part 7), we consider the firsc word which still has more than one

ing and then select the first dictionary meaning for it and use that meaning to constrain
the meanings of the rest, e.g., A2 in Figure 3 part 7. It is assumed that these meanings are
ordered by the frequency of usages in the dictionary.

23 Word Ordering

There are syntactic level differences berween Englishaud'[hai, even though the typical
sencence scructure of both languages is basically the same. The typical sentence contains
subjecr, verb and object in that order, ¢.g.,

He' buys’ a boold’, tev o 7 miile’
(khaw- he) (sy’y - buy) (nangy"y - book)

However, a type of sentence which contains no subject is also used, e.g.,

There is’ a book® on? che desk”’, £ wide’ v’ Tax’
(mii - There-is} (nansy"y - book) (bon - on) (td? - desk)

Also the head usually comes before the arrribute. For example:

68



My’ facher’ wo’' woany'

(ph&'s -fasher) {kho*am-phom -my)
The’ red’ bool. miafa’ Bund’ an |€a'

(nansy'y - book) (si“ideen « red) (lém - unit) (ndn - the)
Modality is used as an auxiliary verb or adverb, e.g.,
He' will® noc’ go* home’. te’ we? W W ouw’

(khaw- he) (cd? - will} (mdj - not) (paj - go) (bdan - home)
A sentence may contain a series of verbs, only one of these verbs is a head word and the rest
are modifications or prepositions. '
He' walks? o’ school /. ven’ ke’ 1y Tsade’

. {khaw- he} (daon - walk) (paj - go) (roonrian - school)

Any selected word which contains informacion about tense, plurality, present participle and
comparison will be treated in this step as well. The Thai language does not have an inflection
resulting from verb agreement, number or tense as in the English language. It does not matter
what the subject is, the word “buy” is translated as “8o - syy”. Even in the past tense, the word
“bought” is also translated as “§0”. However, tense can be shown by a modifying verb or by
indicating the time frame, while number can be expressed by using a classifier, if necessary.
For example, the word “waw - laaj” indicates thar there are more than one book and “imu -
18m” is a classifier. '

1 buya book. éu #o  wilsio
(chin- I) (sy’y - buy) (nansy”y - book)
He buys a book. w1 fr wisho
{khaw- he) (sy’y - buy) (nansy"y - book)
He buys books. ven d wivls (e Lew)
(khaw- he) (sy’y - buy) (nansy"y -book) (la"aj -plural) (lém- unir)
He boughs 2 book. 91 5 wilvde umn

(khaw- he) (sy’y - buy) (nansy’y - book) (l&”ew - past tense)

Classifiers indicate the unit of a councable noun, Classifiers play an importanc role in noun
constructions which c:fm a quantity or modify a noun. The types of classifier are not

restricted to any kind of expression [Sornlertlamvanich, 1994]. For example:
two books wivlo w04 1an
(nansy’y - book) (5°5} - two) (1ém- classifier)
. ont wir o oafle
(mgew - car) (tua - classifier) (ny'n - 2)
one cat wir w4 o o
(mesw - cat) (ny'n - one} (cua - classifier)
some animals 1 v sie
{sd - animal} (besn - some) {chanid - classifier)
In many , the ordering step has been performed by generating valid combinations of

words and analyzing (parsing) to see whether the combination is grammatically correct. If it is,
that combination mlr;en ected as an output; if not, another combination is tried until the
grammati correct sentence is found. This algorithm is time consuming and requires
significant effort. In this projecr, the selected words are ordered according the rules without
performing any analysis. These ordering rules are generated from a number of TL examples
consistent with the Thai verb pattern (Table 3). The ordering is considered based on the

information of the word w more narrowly refine the functions of the word.
Examples of ordeting rules are shown in Figure 4. Names in the ordering relations and Thai
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verb patterns are given in the legend.

¥

SUB +V T AWt nain - gdverb like noun
i be walk "
v +DOB i whiulm vact - active verb
exist earthquake neg - negation
SUB + V + ADV 91 T fu .
he fight ench other ncmn - cardinal number
SUB + V + AUX sl u pprs - personal pronoun
wake up i oo
SUB + V + PP VY RS R 1B cerg -¢oordinating conjuction
L b L nbi - label nomn
SUB + V + DOB + PP r s wun tn o
he buy sweet to child ddac - determiner
. SUB+V+DOB i g T cnit - unit classifier
SUB + V+DOB+10B wy In e nelt - collective noun
he give money her . iti
SUB + V +COMP i Insn A we rpre prepaosition
CUB+ Y+ DOB he angry ‘:m we come fate csbr - subordinate conjunction
+V+ + COMP [LRRTTT TN AN .
he tell me that he sleepy vait - attribute verb
SUB + V + PP + COMP te uen s cEB 1 LAY 4 vita - stative verb

he  tell with her that he sieepy

xvam - auxiliary verh

Table 3. Thai Verb Pattern® wbm - auxiliary verb

order_relation(naln,[ncmn]). DS‘;':' : E‘:"J“' of sentence
order_relation(ncmn,[ddac,cnit,vatt,ncmn,nlbl,cerg, xvam,pprs]). - Direct object
order_relation(pprs,[vsta,xvam,neg,vact,xvbm]). COMF -~ Complement

order_relation(nelt,[corg]). : v ~ Verb
order_relation(cnit,[rpre]). PP - Prepositional phrase
order_relation(vact,[ncmn,rpre,csbr,pprs,nclt]). ADV - Adverb
order_relation(neg.[xvam,vsta,vact]). AUX - Auxiliary verb

10B ~ Indirect obiect

Figure 4. Examples of Ordering Rules

3. Dictionaries :
Thete are three types of dictionary used in our approach, the SL dictionary, TL dictionary and
a bilingual dictionary. Entries in che SL and TL dictionaries can be single word, some
inflected and detived forms which cannot be easily handled by rules. Compound words are
also included. Each entry contains morphological, syntactic and semantic information.
Examples of entries in the three Dictionaries are shown below in Figure 5. The Thai
dictionary entry contains word form and word subcategory. The English dictionary contains
the category is used in the inflectional analysis step. The Bilingual dictionary contains the
English entry and all corresponding Thai words and an AKO number for each Thai word,
e.g., the word “dream” in English has three Thai words which cxpress differences in meaning
and usage. All Thai words which correspond to each English entry are ordered based on the
ﬁ'equcn&c‘ir of usage (in real life). The first meaning will be sclected once the constraint and
AKO fail. '

“Verb Pattern indicates the syntactic structure of verb in the Thai language. (CICC, Technical Report:Thai Generation
System).
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entry(day,[ako( ' 3% ,'2-10-1’, '2-7-2-2"),ako( " nmq9du*,2-7-2-29]).
entry(dream,(ako( ' du’,'2-2),ako{ " audu ' '2-6-1"),ake( ' n11du’,'2-3-9]).
entry(duckling,fako(’ gmida’ '1-1-29]).

entry(five,[ako(' w1 ' ,'1-1-2-1-2-19]).

entry(glad,[ako( ' #1%','2-2-7),ako( ' A2 1uBuR ' ,'2-6-11)]). SL-TL Dic
entry_e(day,[n,cias]). entry_t{ " ¥4’ {cnit]).
entry_e(dream,[v,n]). entry_t{' nanv-iu’,[naln)).
entry_e{duckling,[n}). entry_t{ ' d’ ,[vsta]).
entry_e(five,[n}). entry_t(* m3nufu’ [nemn]).
entry_e(glad,{adj]). SL Dic entry_t(" nasdu’ [nnom]). TL Dic

Figure 5. Examples of Dictionaries
4, Examples of QDMT

In this section we present the results of applying QDMT 1o some example sentences. The
input symbols of Example 1 are shown in the first column labelled input (Table 4). The
second column illustrates the
output after applying the
constraints e.g, “are ?

: f’.}f&m Word::«.
Algebraic nintn mm

Algeoeaic . > " triggers the “passive voice”
symbok  symbols m:m.m mﬂ, i constraint, “do not” triggers
are passive n e n the “negative” constraint and
used u o e o ’ “are talking” triggers “present
T s 4 .
when when 4 is ds continuous~ constraint. Each
dalwiswed  olalwi word in this column is used as
sk a keyword tw search for the
%o o e " . coresponding words in Thai.
not noc Isi Ui W The word “symboks” is analyzed
know know ﬁn 1 i in terms of “plurality” before it
what whar exls szl pely a.nbc found in 2 .blll_ngu:'ﬂ
you you . - - dictionary as described in
.y iog i A7 nie section 2.1, All  possible
I, - .
aboms about gz, ?E:nﬁu ?;r:ﬁ'u meanings of each input word

v, vmuq. are shown in the third column.
Some of them have more than
' on¢ meaning c.g., “symbol”,
“when”, “know”, ecrc. The
appropriate meaning of “use”, “know” and “about” can be selected by conddering the semantic
relationship between words and the choice for each of these is shown in the fourth column.
However, the appropriate words for “symbol” and “when” cannot be selected in the same
manner because all possible meanings of each word have the same AKO number. Therefore,
the first meaning which appears in che bilingual dictionary of each is selected. All selected
words are shown in the last column. Before performing the ordering step, the word “n - wia”
is added to combine clauses. The word “31" is a translation of the “word “that” which is
omitted in this sentence, however, it cannot be omitted in Thai otherwise the translation in
Thai will be grammatically incorrect. In Example 1, the generated TC formed the “Correct
translation” for the input sentence without the necessity of performing any correction.

Table 4 QDMT Steps Applied to the Sentence of Example 1

71



Example 1: Algebraic symbols are used when you do not know what you are talking about.

TC:
CT:

doyanue msionda gn 1o 1o aa n 3 ‘n s i we iy azla
i vaaiein gn 19 s g i 7 91 e dads we Reariy azls
{sanjaldg -symbol) (thaan-phichakhan{d -algebraic) (thiwug -passive} {chdj -use) (my"a -when) (khun
-you} {mdj -not) {riu -know) (wia -connective) (khun -you) (kamlan -ing) {(phtud -calk) (‘kidw-
lab’ -about) {araj -whag)

In generacing the TC for Example 2, once all words are selected (Table 5), the words “#. .. ¢
(thii...c3?)” must be added to clarify tense. These additions are necessary because the
preposition “before” shows that the “release” action will be taken in future. The word “Famany
(thdn-la“aj)” is also added to show the “plurality” of “trout”. This TC is exactly the same as

the correct transiation. QDMT generates the appropriate TC not only for sentences but also.
for phrases as it is shown in example 2.

. lnpnt . Constraint  Dic.: Lookmpk “Word e i Selected
..AppMon IlﬁmAlalysB selection - Weed ©
ch Five e P Y
days days day+S Hu "]
$u
iy ) )
before before noy nou ney
the the N
trout trout YRS URNINTmM  Usunem
are passive qn gn i}
released  release Uaay Unnn Unoy

Table 5 QDMT steps applied to the phrase of Example 2

dapat . Cons o Word, o~ Selected.
Apolis - led Al _ " Sefeiticn - - n“}‘m
You You m ol e
can can w1, nssﬂn-z. w1 W10
ﬁ'u.ﬂnn‘m]m
|J11‘l1‘l=ll9-l
AN, M-I
take take w1, mEy, W, 101, wiiu, Su s
win, W N, Wi
a’ a Famiie,  Bumil, Famide il
4
fish fish Al ) 1Y) 113
0 o T, Tufie, nox, 1, i, W
wnyete, mwedy, ey,
Hugweaq i maeg
school  school Teasdm, ga, ge g4
Hou, BU, TaN ) )
but but un, wBANIN ut uh
you you - -
can can fwrin, paztos, wwEn e
viviBunazdes,
us'l‘n-m.ln-a
n, Wt ) )
not not A\ Ta |
make make Al ¥1in ¥ln
them them Ny wniv Wit
think #n, 1w, din fin, fury, fin W

think

Table 6 QDMT Steps Applied to the Sentence of Example 3

7z

Example 2: Five days before the .

trout are released,

TC: w1 funau # Yaunsw

anany Ay on Vaay

CT:  w fuou # Yarmsm

Wy w9y gn vase

(hia-five) (wan-day) (ka'an-before)
(chii -modifying) (plaa- thrdaw’-
trout) (‘thdn-la“aj’- plurality) (ndn-
the) {cA-modifying)  (hiug-
passive) (pla'5j -release)

In the TC of cxample 3
(Table 6), the translation of

the word “school” is “gwlen-

(3

fuun-plaa” which means “a
large group of one kind of
fish or certain other sea
animals swimming together”
{Longman, 1992). This selection
was based on the semantic
relationship  between  words
“fish” and “school” which s
correct in linguistic meaning.
However, the translation of
“school” in this expression
should be “Tsa158u -roonrian™
which means “a place of education
for chidrer”. {Longman, 1992]
because of the speaker intention.
It was only one word which was
tanshited imappropriately, and it
will be comrected in the Repair
and lteration phase.



Example 3: You can take a fish to school, but you can not make them think. (sic, as appearing in the 26 July
1996 Regina Leader-Post newspaper)

TC: s a %30 151 UR7 faniie Tl galan, un g lal €t ialn wonie #n
(khun -you) (saamiad -can) (?aw -take) (plaa -fish} (‘a-ny*n’ -a) (paj -t0) (‘fuun-plaa’ -school) (te'¢ -
but) (khun -you) (m] -noc) (ssaméad can) (tham-haj -make) (‘phttag-khaw’ -Kid)

CT: g s wirse 1o Usn Aol T Jaaugom, un qe Laiunva i wancendn
(khun -you) (saamiad -can) (?aw -take) (plaa -fish) (‘tua-ny’ny’ -a) (paj -to) (roumrian-school) (te'e -
but} (khun -you) (mij -not) (saamdad -can) (tham-hij -make) (phaag-khaw -kid)

Example 4: When 1 was an ugly duckling he thought I never dreamed I could be so happy.

TC: viio du 1Dv gnuda famile 1on An S0 Taens B 9 du g uly ;e Fins e
(my"a -when) (chan -} {pen -was) (loug-péd’ -duckling) (‘tua-nyn’ -an) (khaw -ho) (dd -thougho)
(chan -1) (‘m4j-khdj’ -never) (fa"n -dream) (wha —connective) (chan -I) (saamasd -could) (pen -be)
(‘khwaamn-sisg’ -happy) (khfirte -ughy) (madag -s0)

CT: ufle du oflu gnifln Sins dawthe 100 3a G Lucas i 3 4 gwnso § wawge un
(my"a - when) (chén -I) (pen -was) (loug-ped’ -duckling) (éhiirée -ugh) (tua-nyn’ -an) (chaw -he)
(kid -thought) (chin -I) (‘m4j-khdd;’ -never) (fa’n -dream) (wia ~connective) {chin -I) (saamfad -
could) (mii -be) (khwaam-siig’ -happy) (méag -s0)

Again, che word “31 -wha” is

added before the ordering

——

. step can be performed to

1w, combine clauses. The word

: ' o e o “be” should be translared as

was was I{e_ b s v t “% -mii” in Example 4 (Table

. :h'n'-?g' 7). But it is translated as

an an mi. unda, #antle Fmila” “1f -pén” which is inaccurate
-

.. dins, vend $ins $ons becauss AKO  numbers
zﬂ)l(:]ing gyckling gﬂ‘:;;n e .;‘:;a ,:.'.'3.. indicate thar all these possible
he he o Y in meanings can occur with all
}hought fmgm ;: W, G0 2 L :,: words which are in dose
never never Tuine Tuimy Tine proximity. So, QDMT selecs
nlireamed :lreamed 5 2 aidu, aradu 2 2 the first meaning which was
could could AWM . e T found in the D’a’m’y La"k'
be be 1. ', ey #e, rilu 1 up step. Another mistke in
. B ;E:ag.ﬂ‘ o - . this ransladon is the order of
happy happy ATmgy AVIUEY AT wigy the word “Sun7 -khirde”. This

. ) ordering i wrong because the
Table 7 QDMT Steps Applied to the Sentence of Example 4 ordering i not yer complete.

Wc have nort tested QDMT exhaustively as yet. The four examples we present are illustrative
of the performance of this current QDMT prototype and were chosen to illustrate the points
we discussed. Further progress is expected in this QDMT phase, some of which is discussed

in the next section.
5. QDMT is the First Phase But ...

We illustrate another aspect of QDMT’s performance in contrast with 2 commercial MT
system on sclected sentences. The example sentences were selected before QDMT was buile
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and they were run against che commercial system to take advantage of a “free-usage” offer.
We did it so in ocder to gauge the accuracy of modern commercial systems.

Subsequently, the QDMT prototype was constructed and we remembered our ealier
“experiment” of the translation by commercial MT system. We then attempted 1o translate
these same sentences using QDMT, Table 8 depicts the results.

In Table 8, the second column illustrates the translation in French of the first column from
English. The translation which was provided by the commercial MT system is shown
numbered and the correct translation is shown directly below in italic font. Each generated
translation is incorrect in both words selected and grammar.

e%w}‘

l Tbcwhwwasy\ellaw 1, Le blé éraic jaune. - 1 $79ER w imaw

Le bl frait jaune. s1on1k i Mindos
2. Here the stork marched abouton his 2. Ici ba cigogne a marche environ sur ss 2. #i unnvee S Ruand souq f
long red legs. longues jambes rouges, e discuter 1 v s Sumd

3 _ Al uonsear ok 1huuas 10w gan
Ici, la cigogne se mitd sourner en rond gy g13 Hums w0191

sur ses longues pasees rowges.
3. When [ was an ugly duckling he 3. Quand dis un caneron kiid, i pensait, 3. 188 du 1Ju gnudin Kty 19
thought 1 never dreamed I could be je n'ai jamais révé que je pourrais o
50 happy. &xre 5i heurcux. 'lmnu du & mwnsa sy e
Jamais je n” aurais vvé | lorsque j° Fing v
fiais un rilain petit canard, que je ddle du 1 pmidn Finy danily
pourrais éire si heurewx, pensa-t-il 137 An du luime i S gt

& gy um
4. You can wake a fish w0 school butyou 4. Vous pouvez prendre un poisson pour 4.0 §7w730 187 UM Fomils o ga

can not make them think. scolariser, mais vous ne pouvez pas las an

faire penser. T4 & Aain waniey én
Vaus p wn poisson 4 I' swrTe (87 U Amie Ty
&wkttpmdmt il est impossible gue E_ujﬂ un o T4 @30 valn
vous {obligee de penser. wnier fn

5. Five days before the trout are redeased. 5. Cing jours avant ki truite sont publiis. 5. w1 A nou A darinTw du e gn
Cing jours avantque la truive son ﬂuan
reldchée, w1 U now 7 uRrmam W e - on

oy

Table 8 Commercial MT System contrasted with QDMT

The third column illustrates the TC in Thai of che first colum from English. The TC which
was generated by QDMT is shown numbered and the correct twanslation is shown directly
below in italic font. Each TC is close to or the same as the correct translation.

It is not our intention to compare QDMT to a commercial MT system. Rather we wanted to
illuserate how QDMT, with a simple application of constraints and principles, could obtain
impressive results, obtaining TCs for subsequent processing. We have designed the application
of constraints and use of semantic principles to keep within the spirit of modern unification-
based approaches (e.g, HPSG, GPSG, etc) to language analysis, using appropriate
information when needed and subscribing to the general principle of oornposmonahty of
meaning.

Also, in fairness to the commercial MT system, it was used to translate Engllsh to French and
French to English. QDMT generates translations one way at present, from English to Thai. A
future MT system based on the GRMT architeccure would be greatly enhanced if the
translation were performed both ways as well.

74



6. Concluding Remarks

GRMT is aimed at performing an accurate translation which is focused mainly on keeping the
meaning of the input sentence. The central idea behind the GRMT approach is to generate a
TC by QDMT and then investigate the accuracy of that TC against some acceptable
threshold by conceptual comparison and repair and isterate phases. The speed and complexity of
these lacter phases directly depend on the output of QDMT. Therefore, QDMT has been
designed w generate the TC quickly and as accurately as possible with only a few simple
constraints. To reach this TC, QDMT selects the appropriate TL word for each SL word by
considering the different characteristics between languages, semantics and word connections
without performing any any sophisticated analysis and then rearranges all selected words
according to the ordering rules which are learned from a number of example sentences against
the Thai grammar.

To demonstrate the capabilities of the QDMT, an initial version of the translation from
English to Thai has been developed and run under SICSwus Prolog 2.1, on SUN workstation
(because the existing Thai keyboard map works properly only on SUN workstation). The
QDMT was tested to generare the TC for 2 number of sentences by using the developed
dictionary which contains 80 English words and 150 Thai words. It can generatc the most
appropriate TC for the input sentence quickly and with relative accuracy. In many cases the
translation is accurate without the need for subscquent processing.

Obviously much work remains to be done atr this point. QDMT requires some further
extensions 10 enlarge the class of sentences it can handle easily. We are currently pursuing
some ideas o extend QDMT. Most of the future development will go into designing the
conceptual comparison mechanisms. We first must develop the HPSG parser for Thai, having
already available an acceptable HPSG parser for English. Integrating the compare and iterate
steps into GRMT should present a plethora of as yet unknown problems we eagerly await to
tackle. The initial experiments with QDMT have exceeded our expecrations; we are optimistic
as we begin to analyze the other phases as well.
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