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In this talk, we advocate the view that simplification of nomenclature, stated in linguistically 
well-motivated concepts, leads to an ideal IL for human language communication systems 
including multi-lingual machine translation and spoken language dialogue systems. To advocate 
this view, we describe our method of constructing IL representations in developing our multi- 
lingual machine translation system, CCLINC (cf. Tummala et al. 1995, Weinstein et al. 1996, 
Lee et al. 1997), and give a demonstration of two-way English/Korean translation by CCLINC. 
At MIT Lincoln Laboratory, we have been developing a multi-lingual machine translation 
system, called CCLINC. The core of CCLINC consists of the language understanding system 
(TINA, cf. Seneff 1992) and the language generation system (GENESIS, cf. Glass et al. 1994). 
The system has been applied to English-to-French, English-to-Korean and Korean-to-English 
translations. In designing an IL representation, we have been following two developmental 
strategies: First, simplification of nomenclature. Second, preservation of the predicate/argument 
structure of the input sentence. These strategies are largely drawn from the experience of 
applying the language understanding/generation system to spoken language dialogue systems 
(cf. Zue et al 1996). Simplification of nomenclature provides a very general IL which can be 
used in various application areas including information access from a database, language 
tutoring, and conversational systems. Preservation of predicate/argument structure facilitates 
generation of multiple output languages, which are accurately ordered in each target language. 
The intermediate meaning representation, which we call a semantic frame, is derived from the 
parse tree of the input sentence. All major parse tree constituents (regardless of whether they are 
semantic or syntactic) are reduced into one of three major categories in the semantic frame, 
namely, clause, topic and predicate. All noun phrase expressions are mapped onto “topic.” All 
adjectives, prepositional phrases, and verb phrases, are mapped onto “predicate.” The frame 
hierarchy structure encodes dependencies among clauses, topics, and predicates. Thus the 
predicate/argument structure of the input sentence is preserved. Information regarding the 
sentence type such as declarative, and imperative, is encoded at the ‘clause’ level. The ontology 
of each category in the semantic frame is described in English for reasons of convenience, and 
the formalism has been incrementally enriched as we develop experience from working with 
diverse language classes. 
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From our experience of working with languages such as Korean, Japanese and Chinese, it has 
become clear that discourse understanding is critical in producing an IL which unambiguously 
captures the meaning of the input sentence. For instance, the (in)definiteness feature of a noun 
phrase, which is crucial in unambiguously picking out the entity referred to by the given noun 
phrase, can only be inferred from the discourse in these languages. Also these languages 
frequently allow argument (subjects/objects) drop, and the predicate/argument structure of the 
given input may be drawn from the discourse in such cases. Discourse module has already been 
utilized for conversational systems (cf. Seneff et al. 1996), and it is under development for 
CCLINC. 

Finally, to illustrate how our view/strategy on IL has been implemented, we give a CCLINC 
system demonstration of two-way English/Korean translations. During the demonstration, we 
will discuss some compromises we had to make to produce a useful system within a short period 
of time. 
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