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Abstract

This paper proposes a method hased on machine learning that
automatically acquires English verb selection rules for machine trans-
lation. If the rules are learned fromn only real translation examples,
many examples are necessary for geod translation quality. It is, how-
ever, difficult to gather a sufficiently large number of real transla-
tion examples, The main causes are verbs of low frequency and the
frequent usage of the samne sentences. To resolve this problem, the
proposed method learns English verb selection rules from hand-made
translation rules and a small number of real translation examples. The
proposed method has two steps: generating artificial examples from
the hand-made rules, and then putting as a training set, the resultant
artificial examples and real examples into an internal learner. To eval-
uate the validity of the proposed method, English verb selection rules
of NTT's Japanese-English Machine Translation System ALT-J/E are
experimentally learned from hand-imade rules and real examples. The
resultant rules have better accuracy than either those constructed from
the real examples or those that are hand-made.
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1 Introduction

This work aims at the automatic acquisition of semantic analysis rules for
rule-based Japanese-English Machine Translation (MT) systems. To realize
the aim, this paper proposes an auntomatic acquisition method of English
verb selection rules.

The rule-based Japanese-English MT system called “ALT-J/E” is be-
ing developed at Nippon Telegraph and Telephone Corporation {(NTT}
{Ikehara et al. 1989, Ikehara et al. 1990]. ALT-J/E has about fifteen thou-
sand hand-made English verb selection rules, semantic analysis rules, in its
Japanese-English translation knowledge base. To improve the translation
quality of ALT-J/E, more English verb selection rules and more specific En-
glish verb selection rules are needed for each translation domain. Unfortu-
nately, this would require excessive effort using the conventional hand-made
approach. Thus, rules should be acquired automatically.

Almuallim introduced two algorithms to learn English verb selection rules
from Japanese-English translation examples [Almuallim 94¢]. These algo-
rithms need many translation examples to learn good rules. It is very difficult,
however, to gather many real translation examples from existing documents
because some sentences are used repeatedly while a large number of verhs
occur infrequently.

Thus, to overcome this scarcity of real examples in existing documents,
some kind of information should be extracted from human knowledge. One
practical way to extract human knowledge is to write hand-made English
verb selection rules. These hand-made rules are, however. not complete nor
sufficient for practical use. If these rules and real examples could be in-
tegrated, better translation performance would be obtained automalically.
However, no such algorithm has been published up to now.

This paper proposes a new method that learns English verb selection
ruies with high accuracy from hand-made rules and sparse real examples. The
proposed method generates examples from hand-made English verb selection
rules. The examples are called "artificial ezamples” hereafter. The artificial
examples and “real examples” are put into an internal learner. The internal
learner can be any attribute-based learner.

To represent the importance of artificial examples and real examples, a
weighting is given to each example in the proposed method. If a hand-
made rule is very accurate, the artificial examples generated from it should
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be assigned a large weighting. On the other hand, if the hand-made rule is
inaccurate, only a small weight is assigned. The proposed method determines
the optimum weighting by cross validation.

To estimate the validity of the proposed method, Engll'sh verb selection
rules of the ALT-J/E system are experimentally learned {rom hand-made
rules and real examples gathered from an existing document [Horiguchi 89).
In this experimem., the internal learner i Almuallim’s learning algorithm
using 1D3 (C4.5) [Aimuallim 94c]. The English verb selection rules learned
by the proposed method have better accuracy than either those constructed
from only real examples or those that are hand-made,

A brief explanation of English verb selection rules is given in section 2.
Section 3 surveys a conventional algorithm and describes its problem. The
new learning method is proposed in section 4. Experimental results are shown
in section 5, and section 6 concludes this paper.

2 English Verb Selection Rules

This section details English verb selection rules and discusses automatic rule
acquisition.

2.1 English Verb Selection Rules

This paper defines an English verh selection rule as having a Japanese
pattern as its left-hand side and an English verb as its right-hand side, as
shown in Figure !, Such rules associate a Japanese pattern with an English
verb. Here, a Japanese pattern counsists of only one Japanese verb and the
variables N, N;, etc., which represent various Japanese sentence components,
siuch as the Subject and the Object; “Fish™, “Seafood”, ete. are semantic
categories. ALT-J/E has about 3,000 semantic categories that constitute a
semantic hierarchy with 12 levels. Figure 2 shows a part of the semantic
hierarchy.

ALT-}/E has a semantic dictionary with 400,000 words that are nouns
or proper nouns. The semantic dictionary maps each Japanese noun to its
appropriate semantic categories. Note that a noun usually has plural seman-
tic categories. For exaimple, the semantic dictionary states that the noun #3
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IF THEN

J-Verb = “#& < (yaku)”
Ny (Subj) = “People” E-Verb = “bake”
Nz (Obj) = “Bread” or “Cake"
IF THEN
J-Verb = “#< (vaku)”
N1 (Subjy = “People” E-Verb = “roast”
Ni (Obj) = “Meat”
IF THEN
I-¥erb = “#E< (yaku)”
Ny, {Subj) = “People” E-Verb = “breil”
Ny (Obj) = “Fish" or “Seafood”
H THEN
I-Verh = “#{ {yalku)”
N (Subj) = “Agents” E-Verb = “cremate ™
Na {Cb)) = “People” or “Ammals”
IF THEN
J-Verb = “#h<{ {yaku}”
Ny (Subj) = “Agents” or “"Machines” E-Veth = “bum™
Ny (Obj) = “Flaces” or “Objects” or
“Locations”
where * = " indicates “an instance ol

Figure 1: English verb selection rules for the Japanese verb $<{ {yaku).

{niwatori}, which means “chicken” or “hen” in English, is an instance of the
categories “Meat” and “Birds”.

2.2 Relation between English Verb Selection Rules
and Semantic Analysis

In order to show how English verh selection rules are semantic analysis rules,
matching a Japanese sentence to English verb selection rules is described
below.  For example, when the Japanese sentence “=t v 2 237 » a4 %
$E { Y(Kokku ga appurupai wo yaku.)” is input, ALT-J/E runs morphological
analysis and syntactic analysis and analyzes the sentence into the Japanese
verb “HE<{ (yaku)”, the noun “= v 7 (kokku)”, and the noun “7 v 7
23 (appurupai}”. ALT-J/E states that “=r » 7 {kokku)” has 3 semantic
categories, “tools”, “people”, and “jobs™, while “F7 v Z'A A1 (appurupai)”
has only one semantic category “confectionery”™ .

"This Japanese sentence means “A cook bakes an apple-pie.”.
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Figure 2: The upper levels of the Semantic Hierarchy in ALT-1/IE.

Matching succeeds when each noun in the sentence has a descendant, on
the semantic hierarchy, of one case element in the rule. In this example,
the Ohjective case in the sentence {appurupai) matches only the first rule
in Figure 1. while the Subjective case in the sentence (kokku) matches only
those rules that contain semantic category “people™. Therefore, only the
first rule for the English verb “hake” satisfies both Subjective case (V) and
Objective case {N,}. Thus the noun "1 v 7 (kokku)" means “people” not
“tools”,

As shown above, matching with English verb selection rules works by
semantically analvzing Japanese sentences for MT.

2.3 Difficulty of acquiring English Verb Selection
Rules

The most difficult task in acquiring English verh selection rules is to select
semantic categories to each case element in the rules because this involves a
huge number of combinations of the nearly 3000 semantic categories of ALT-
J/E. Therefore, English verb selection rules should be acquired automatically.
The automatic acquisition of English verb selection rules is the subject of
learning algorithms.
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3 The Former Work and its Problem

This section introduces the assumption of a former approach and confirms its
infeasibility. Almuallim proposed two algorithms to learn English verb selec-
tion rules from Japanese-English translation examples [Almuallim 94¢]. In
his approach, training examples are prepared through the following process:

(1) Prepare pairs of a simple sentence and an appropriate English verb like
the following:

(" 2RT v T AL EHES T "hake” ),

(2) Parse the Japanese sentence in each pair,
(3) Pick up head nouns, and

(4) Make training examples like the following from the nouns as
m step (3):

{ N1(Subj) = “tools”, “people”, or “jobs”,
N2(0Obj) = “confectionery”,
“hake” )}

[ k2l

where “ = " indicates “an Instance of .

His approach needs many training examples to construct English verb selec-
tion rules that offer high accuracy. To investigate whether or not it is possi-
ble to get enough training examples to construct English verb selection rules
with high accuracy, a corpus with about 50,000 Japanese-English translation
entries was formed from existing documents [Keene 91, Cultural Affairs 90].
The 50,000 Japanese simple sentences contain about 5,000 different Japanese
verbs. Only 1% of all Japanese verbs were used in 100 or more Japanese sen-
tences. The translation examples contain repeated sentences.

Because approximately 100 sentences are needed per verb to ensure suf-
ficient accuracy and 95% of all the Japanese verhs were used in 2 or more
Japanese sentences, the analysis shows that, at least, about 2.5 million trans-
lation examples are required to construct good English verb selection rules
for 95% of the 5,000 verbs. This number of transiation examples is too huge
to permit them to be gathered.
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[n our opinion, it is too optimistic to think that any learning algorithm
can consiruct English verb selection rudes from corpora extracted from just
existing documents. That is. we need a new algorithm to construct English
verb selection riles from hand-made English verb selection rules and real
translation examples. The algorithm must offer adequate performance even
if the number of examples is not enough to construct good rules and the hand-
made rules don’t have enough quality for praciical use. In the next section.
a learning method will be proposed that realizes the above approach.

4 Revision Learner

This section proposes the new method called “Revision Learner” that com-
poses English verh selection rules from band-made rules and real translation
examples. Before talking about Revision Learner. we will clarify the learning
task.

4.1 Learning Task

For a given Japanese verb J-verb and a possible English trauslation f5-verb; of
that verb, the algorithm has te find the appropriate condition(s) that should
hold in the context in order to map J-verb to E.verd,.

To learn English verb sclection rules for a Japanese verb, for example the
Japanese verb < (vaku), the Learning task is deseribed as the following:

[Learning Task]
Step-I Make English verb selection rules by hand?, as shown in Figure 1,
Step-II Gather real examples®, as (4) in section 3, and

Step-III Automatically construct the final rule from the above examples
and rules by the Revision Learner mentioned in the next subsection.

2The rules don't have enough accuracy.
*The number of which is not enaugh to construct the English veri selection rules.
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4.2 Outline of Revision Learner

Revision Learner can get information from hand-made English verb selection
rules and real examples. If a hand-made rule is very accurate, Revision
Learner needs to strongly weight the hand-made rule. On the other hand,
if the hand-made rule is inaccurate, only small weighting should bhe assigned
to the rules.

For weighting hand-made rules and real examples, Revision Learner uses
numerical values called “weighting values” that is prepared in advance. In
general, Revision Learner cannot know the optimum values. Revision Learner
determines the optimum values from the given candidate weighting values.
When the number of candidate weighting values is N, Revision Learner is
outlined below:

[Revision Learner)

Step-i Generate examples from the hand-made English verb selection rules,
where the details are described in subsection 4.3,

Step-ii Form a family of example sets {Data;;2 = 1--- N}, where Data; is
the union set of the artificial examples and the real examples with the
ith candidate weighting values.

Step-iii For each Data;(¢t =1 - N). calculate average accuracy A; of a rule
learned from Data;, by using cross validation®,which is described in
subsection 4.4, and

Step-iv Finally, output the rule that has the hest average accuracy in A;{i =
1. N).
4.3 Artificial Example Generation Method

This section details Step-i in section 4.2, Artificial Example Generation. The
Artificial Example Generation Method is outlined below:

Step-A Decompose the hand-made English verb selection rules into unit
rules, here a unit rule is one like the following rule®:

1When cross-validation is executed, the weighting value of test examples should be 1.0.
$Nepation in the condition part is expressed like the following form: N, = not ¥;.
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IF{N, =V & (N, =V,) & --- THEN Class = CV,

where » = " indicates “an instance of”. N, N,y etc. are case elements,
V1. V; etc. are semantic categories, and CV is an English verb,

Step-B From the above unit rules, generate artificial examples in the fol-
lowing form:

(J'\-f—] =M, x’\"vz =Wy, (Y‘r)

where ¥ = " indicates “an instance of ”, N;. Ny etc, are case elements,
;18 randomly selected from the descendant of V; on the semantic hi-
erarchy and ¥V is a semaritic category in the unit rule, and

Step-C Repeat Step-B until the desired number of examples are gencrated.

4.4 Cross Validation

This section details Step-iii in section 4.2, cross validation, strictly speak-
g m fold cross validation. Cross validation is well known in the Machine
Learming. While it is usually used just to estimate the accuracy of a rule in
experiment, our approach employes it in the learning stage.

To simplify the explanation, each Date; in section 4.2 Step-iii is expressed
by the data set [). Given integer m and data set [J) cross validation is out-
lined below:

Step-a Make 12 subsets S, which are disjoint, of the given set D,

Step-b From each dillerence set D\ Sk = 1---m), learu a rule rule; by
using the internal learner,

Step-c For each rule,{k = 1---m), calculate the accuracy accuracyy by
using the remainder of set 5} as test examples, and

Step-d Calculate the average of accuracy (b =1+ m).

Note that it is well known among Machine Learning researchers that
integer m should be 10 or the number of elements in set D to estimate the
accuracy of a rule,
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5 Experimental results

The proposed method was tested in experiments. The applied internal learner
was Almuallim's learning method [Almuallim 94¢] which uses machine learn-
ing algorithm ID3 (C4.5) {Quinlan 86, Quinlan 92].

5.1 The Experiment

The experiment is described below:

Evaluation Data In this evaluation, hand-made rules were selected from
the English verb selection rules in ALT-J/E. Real examples were made
with reference to an existing document [Horiguchi 89] and they were
expressed using only essential case elements. Also, the target rules were
English verb selection rules for four Japanese verbs “A % (hairu}”,” &
% % (mieru)” " B 3 (miru)”, and " Bt 5 (toru}”. For these Japanese
verbs, the number of real examples used was 95, 130, 385, and 33,
respectively. The semantic hierarchy was the semantic hierarchy in
ALT-J/E and the cross validation used was ten fold cross validation.

Case element values of artificial examples Usually, high level nodes on
the Semantic hierarchy are used in the hand-made rules. On the other
hand, example sentences have categories. which are leaves on semantic
hierarchy, in the head noun. Thus. when the rules are converted into
artificial examples ( see Step-B in subsection 4.3). we can select
(1) Leaf that is a descendant of the category in the rules, or
(2) Any descendant of the category in the rules.

These two category selections will be evaluated in the following sub-
section.

Case element values of learned rules It is well known that ID3 employs
“information gain” to select an attribute. In this paper, attributes are

case elements. Usually, there are many case elements having the same
information gain value. Thus, we will evaluate two types of learning :
{1) Upper node , on semantic hierarchy, is selected,

(2) Lower node . on semantic hierarchy, is selected.

Type (1) is called Upper selection and type (2} is called Lower selection
in this evaluation.
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5.2 Result (1)

Figure 3 - Figure 6 show the experimental results. ln these figures, real
cramples mean the accuracy of the rules coustructed from only real exam-
ples and artificial examples mean the accuracy of the rules constructed from
only artificial examples. Also, mized eramples are the accuracy of the rules
constructed fromm both real examples and artificial examples. In the mixed
examples case, candidate weighting values, in Step-ii of Subsection 4.2, are
selected from the following candidates:

{weighting value of real examples, weighting value of artificial examples)

= (0.01.9.99), (0.1.9.9), (1,9), (2,8}, (3.7), (4.3),
(3.5), (6,41,(7,3), (8,2), (9.1), (9.9.0.1), {9.99,0.01).

The accuracy of the mixed examples shown in Figure 3 - Figure 6 is the
best accuracy achieved by these candidate weighting values. Please note that
the sium of the weighting values of a real example and an artificial example
equals ten. Other total values will be examined in the following subsection.

In these figures, {/pper (Lower) + Descendant means that (1} the case
element values of the learned rules are selected with upper (lower) node prior
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in the internal learner, and (2) in the Artificial Example Generation step in
Section 4.3, any descendant node is arbitrarily selected. Also, Upper {Lower)
+ Leaf means that (1) the case element values of the learned rules are selected
with upper (lower} node priori. and (2} in the Artificial Example Generation
step, the selection of a descendant 1s restricted to only a leaf.

As shown in Figure 3 - Figure 6, for every Japanese verh, not depending
on the case element selection in artificial examples and restriction of descen-
dant, English verb selection rules by our approach, i.e. “mixed examples”,
have better accuracy than either “real examples” or “artificial examples”.
Therefore, the proposed approach, using real examples and hand-made rules
at the same time, overcomes for the shortage of real examples.

The best application of our approach is “lower 4 leaf” in the case of the
three Japanese verbs “A % (hairu)”, “E £ % (mieru)”, and “E3 {toru)”,
and “upper + leaf” in the case of the Japanese verb “B 2 (miru)". This dif-
ference among Japanese verbs depends on the number of real examples. That
is, when many real examples can be gathered as for the Japanese verb *H.3%
(miru)”, English verb selection rules should be expressed using the upper se-
mantic category. The reason is that the confidence level of the generalization
using training examples increases when many real examples can be gathered.
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For all Japanese verbs, the best descendant selection techmque in step-B of
Artificial Example Generation, is to restrict a descendant to a leaf.

The accuracy of the constructed English verh selection rules for the
Japanese verb “B.2 (miru)” is much better than that for any other Japanese
verb. This phenomenon is due to the fact that English verbs in the hand-
made rules nearly equaled those in the real examples. Therefore, when con-
structing English verb selection rules using our approach, the hand-made
rules should be prepared using English verbs as similar to those of the real
examples as possible.

5.3 Result (2)

In the above subsection, the sum of the real example weighting value and
the artificial example weighting value was always ten. Figure 7 shows the
accuracy of the rules constructed from real examples and hand-made rules
for the Japanese verb “Ht% (toru)”. In this figure, the candidate weighting
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value of the real examples varies from 1 to 49 in steps of two. Also, the
candidate weighting value of the artificial examples varies from 1 to 49 in
steps of two. As a result, the pair of the above candidate weighting values
form a lattice of odd integer pairs on [1,49]x[1,49].

Figure 7 shows that as the search space of candidate weighting values
increases, higher accuracy can be achieved. Large search spaces, however,
require longer running times. Because of the high learning speed of 1D3%,
however, we can easily employ this technique if more accurate rules are nec-
essary.

6 Conclusion

In this paper, a new method has been proposed that constructs English verb
selection rules with high accuracy from hand-made English verb selection
rules and sparse real examples. First, “artificial examples” are generated
from hand-made English verb selection rules. Second, the artificial examples
and the real examples are used as training examples for an internal learner.
Finally, the internal learner outputs English verb selection rules offering im-
proved translation quality. The main problem is determining the optimum
weighting values. In this paper, the weighting values are fixed using cross
validation.

In order to estimate the proposed method’s performance, it was applied
to hand-made English verb selection rules and real examples generated from
a document, using Almuallim’s learning algorithm as the internal learner.
The English verb selection rules constructed by the proposed method have
better accuracy than either those constructed from the only real examples
or those that are hand-made.
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