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Abstract

This paper describes a method for extracting disambiguated (bilingual) is-a relationships from
parallel (English and Japanese) dictionary definitions by using word-level alignment. Definitions
have a specific pattern, namely, a “genus term and differentia” structure; therefore, bilingual genus
terms can be extracted by using bilingual pattern matching. For the alignment of words in the genus
terms, a dynamic programming framework for sentence-level alignment proposad by Gale et al. (6] is
used.

1 Introduction

Deeper and less ambiguous knowledge can be obtained by using parallel corpora than by using mono-
lingual corpora. Research on this topic includes studies by Dagan et al. [4], who used parallel corpora for
word selection in the target language in machine translation, and Utsuro et al. [17], who applied sample
sentences in a English-to-Japanese dictionary to learning of case-patterns. Development of algorithms

for sentence alignment in corpora is also a hot issue (2, 6, 10].

In this paper, bilingual sentences are taken from the IBM Dictionary of Computing (9] (originally
written in English) and its Japanese translation [3]. Definitions in dictionaries have a restricted structure,
namely, genus term and differentia. Using bilingual pattern matching, we obtain a bilingual pair consisting
of an entry word and its genus term. It is assumed that the definitions in the dictionary and its translation
have been aligned, since the matching between them is almost one-to-one, and the definitions are separated
by entries, which makes it easy to align definitions. However, words in the genus terms for an entry must
be aligned. '

Most alignment algorithms require an anchor point that combines a part of one sentence and a part
of sentence of other language. We use the bilingual pattern of the definitions. Use of the pattern makes

it possible to align the words in part of a sentence without consulting a dictionary.

There is no doubt that a thesaurus is one of most useful sources of knowledge for semantic processing.
The aim of our work is to develop a domain-dependent thesaurus for example-based disambiguation [16].
Much work has been done (for example, by Amsler [1], Klavans et al. [11], Nakamura et al. {14] and
Guthrie et al. [7]) on the extraction of thesauruses from monolingual dictionaries such as the Longman
Dictionary of Contemporary English (LDOCE) [15]. However, words in the definitions are ambiguous,
and consequently it is difficult to get a disambiguated thesaurus. The advantage of using parallel texts is
that it reduces the number of ambiguities inherent in each monolingual text, when the sentences in the

texts are aligned. In our approach, the use of 2 bilingual dictionary makes it possible to acquire a set of
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pairs of bilingual is-a relationships. The relationships are represented by [English word : Japanese Word]
— [English hypernym : Japanese hypernym].

By simple matching using language-dependent patterns that appear in English and Japanese defi-
nitions, a genus term for an entry word can be extracted. The genus term consists of multiple words,
and the alignment is not always one-to-one. However, in many cases, the order of words in English and
Japanese genus terms is the same. Therefore, algorithms for sentence alignment can be applied to the
problem. In this paper, the dynamic programming framework developed by Gale et al. (6] is used to align
words in the genus term. In our alignment program, two preferences .ja.re'used to measure the distance of
an alignment. One is matching of syntactic categories, and the second is co-occurrence in other parts of
the text.

2 Structure of the Definitions in a Parallel Dictionary

As a bilingual corpus, the IBM Dictionary of Computing [9] (written in English) and its Japanese
translation [3] are used. Each contains about 10,000 entries for technical terms in the computer domain.
Basically, one English definition is translated as one Japanese definition, and it is therefore easy to align

sentences.

For example, the definitions of the entry word “active line” in the English version of the dictionary

and its translation are as follows:

active line: E{EOHE
(EDEF) a telecommunication line that is currently available for transmission of data.

(JDEF) B, ¥ — 25X CFIB T & 285088

The structure of definitions of on-line dictionaries has been analyzed (for example, in {14, 7, 18]). The
main parts of the definition of a word are a genus term and a differentia. The genus term represents a
hypernym of the entry word, and the differentia is used to distinguish the entry from other entries that

have the same genus term.

In the English definition (EDEF'), “telecommunication line” is the genus term for the entry “active
line,” and “that is currently available for transmission” is the differentia part. In the Japanese definition
(JDEF), “:EEE#" is the genus term, while “F87E, 7 — ¥ ZZICFETE 27 is the differentia. The
position of the genus term depends on the language. In English, it appears the beginning of the definition,

while in Japanese it come at the end of the definition.

The following are the bilingual patterns for extracting the genus terms from the English and Japanese

definitions:

(EPAT) PRE-DIFF* GENUS-TERM+ POST-DIFF*
(JPAT) PRE-DIFF* GENUS-TERM+

The expression “WORD*” matches zero or more words, and “WORD+" matches one or more words.
The expression GENUS-TERM matches words that have same syntactic category as an entry. PRE-DIFT
matches a determiner. POST-DIFF matches a sequence that begins with a word whose category is not
the same as that of the entry word. Information on the parts of speech of the words in the definitions is

needed in order to recognize the genus words by using the patterns.
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aDET telecommunicarion NOUN line NOUN that REL is_-VERB available_ADJ for PREP transmis-
sion_NOTUN of PREP data NOUN

Figure 1: Tagged English definition for the entry ~active line”
FHe_ADV . PUNC 7— ¥ &% NOUN {2 KJYO FH NOUN TZ 3 JYODO &EENOUN EfE NOUN

Figure 2: Tagged Japanese definition for the entry “active line”

2.1 Extraction of a Disambiguated Thesaurus

The genus term for an entry is extracted by using the bilingual pattern. The extraction procedure

has three steps:

—

. Part-of-speech tagging of parallel definitions

(]

. Matching of genus terms by using bilingual pattern

3. Alignment of the words in the genus terms extracted in step 2

First, the parts of speech of the definition sentences are tagged automatically. For English analysis, the
English Slot Grammar (ESG) developed by McCord [13] is used. The Japanese Morphological Analyzer
(JMA) developed by Maruyama et al. [12] is used for Japanese definitions. Figure 1 and 2 show the
outputs of the English and Japanese taggers.

For each tagged parallel definition, the pattern described in Section 1 is applied. The result of match-

ing is as follows:

Matching result of English definition:
ENG-ENTRY = active line

PRE-DIFF-1 = a DET

GENUS-TERM-1 = telecommunication NOUN
GENUS-TERM-2 = line NOUN

POST-DIFF-1 = that REL

POST-DIFF-2 = is.VERB

(other differentiae)

Matching result of Japanese definition:
JPN-ENTRY = [EE/EIFR

PRE-DIFF-1 = & _ADV

PRE-DIFF-2 = 77— 4% NOUN

(other differentiae)

GENUS-TERM-1 = Ef NOUN
GENUS-TERM-2 = E#2 NOUN

In this case, there are two words for each entry. If the numbers of words in the genus terms are the

same, the words match one-to-one, that is:
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[active line: SEIEHR]
— [[telecommunication:1&(Z], [line: E#F]]
— [line:[E1#§]
This is knowledge that represents bilingual and disambiguated is-a relationships between the entrv
word and its genus term. The relationships constitute a disambiguated thesaurus. If the numbers of words

in the genus terms are different, the alignment procedure is required, which is described in Section 3.

2.2 Extracting a Disambiguated Thesaurus by Using Parallel Corpora

One of the issues in acquisition of is-a relationships from monolingual dictionaries is that words in
the definitions contain ambiguities. Therefore, the words in the relationships must be disambiguated.
Use of parallel dictionaries makes it possible to extract disambiguated is-a relationships. For example,
the parallel definition of the entry word “card column” is:
card column: 7 —K 4

(E) 2 line of punch positions parallel to the shorter edge of a punch card.
(3) FHH— K OFEVDC TR RS BOT

From the definitions, the following relationships are extracted:
[card column: 7 — K #] — [line:f7]

Both “card column” and “active line” have the genus term “line”; however, the meaning of “line” is
different. The expression [line:fT] represents the “line” in the definition means lines in images, while [line:
[O1#%] means electric lines. The granularity of word-sense is a serious problem affecting the acquisition of
semantic knowledge. In this paper, a disambiguated word is presented by a translation pair such (line:4T]
or [line:[EI%¥]. The disambiguation level is useful when the knowledge is used for practical applications

such as machine translation.

3 An Algorithm for the Extraction

3.1 Recognition of the Genus Terms of Entries

In Section 2, the acquisition of genus terms was described. Since the dictionary we used is for technical
terms, the genus term often consists of multiple words. In this paper, the longest possible genus term for
an entry is recognized. The genus term is a word sequence that contains the parts of speech of the entry,
and also possibly adjectives, and adverbs. To absorb the differences between sets of parts of speech in

English and Japanese, some modifications are needed:

¢ In English, the pattern “NOUN1 of NOUN2” in a genus termis transformed into “NOUN2 NOUN1.”
In Japanese, the pattern “NOUN1 @ NOUN2" is transformed into “NOUN2 NOUN1",

e Adjectives and adverbs are treated as the same syntactic category.

The matching between words in genus terms is not always one-to-one. For example, suppose that
the English genus terms “direct_ADJ addressing VERB mode NOUN" and the Japanese genus terms
“EEADV 7F LA NOUN £ NOUN ©—F _NOUN" are aligned. The English pattern consists of

three words, while the Japanese pattern consists of four words. For many-to-many matching, a method
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for sentence alignment using dynamic programming framework developed by Gale et al. [3] is used. As
they claim, the framework is useful when sequences such as sentences are compared by using a distance
measure, which they calculate by using a probabilistic model. We use the framework to align the words
in genus terms. As distance measure, we use the syntactic categories of the words and co-occurrence in

the parallel dictionary and bilingual corpora.

4 A DP Algorithm for Genus Term Alignment

The algorithm for aligning words in the genus terms is basically the same as Gale's without the
calculation of the distance measure, which we call the preference calculation.

Let ew(i) (i=0, ...) be the (i+1)th word in the English genus term, and let jw(j) (j=0, ...) be
the (j+1)th word in the Japanese genus term. P(ij) is the preference between the word sequences
ew(1),...,ew(i) and jw(l),...,jw(j). Suppose that p is a preference function. For example, suppose
that p(ew(1), jw(1); 1, 1) represents a match between ew(1) and jw(1) (one-to-one matching). P(ij) is
calculated according to the following formula:

P(i,j) = max(P1,P2,P3,P4,P5)

P1= P(i1,1) + plew(i-L)dw(i1)i1,1)

P2 = P(i-2 ,J -1) + p(ew(i-2)jw(i-1);2,1)

P3 = P(i-1,3-2) + p(ew(i-1),jw(j-2);1,2)

P4 = P(i- 1:J) + p(ew(i-1).§w(j);1,0)
P(ij-1) + p(ew(i)w(i-1),0,1)

Suppose P(0,0) = 0. The preference function p reflects the following two factors:

e Alignment between words that have the same syntactic category is preferred.

e Alignment between words that co-occur in other sentences in the parallel dictionary or corpora is

preferred.

The preference function p for alignment of k£ words from jw(i) and | words from ew(j) is calculated by

using the following formula. The function Syn_cat(w) returns the syntactic category of the word w.

p(Gw(i),ew(j);k,1) = category_preference(jw(i),ew(j) k1) + co-occurrence _preference(jw(i),ew(j).k,1)

category_preference(jw(i),ew(j),k,l) =

1 :(k=1land=1) and (syncat(ju(i)) = syn_cat{ew(J)))
0.75: (k=1 and I = 1) and (syn_cat(juw(:)) ! = syn_cat(ew(s)))
05 :k=2o0rl=2

0 ck=0o0rl=0

co-occurrence_preference(jw(i),ew(j),k,1) =

Z(m >0): Here, nisthe number of definitions that contain the same alignment of words but
do not contain the same dif ferentiae, while m is the number of the total number of definitions
that contain the same alignment of words.

0:(m=0)
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0 ew(0) 1 ew(1) 2 ew(2) 3

direci-ADJ addressing mode-NOUN |
(0.0) -VERB |
o]
jw(0) MmIE-ADV I
1 (1.1)
) 7L
(1) -NOUN
2

fw(2) | PEE-NOUN \]
3

fw(3) € — KF-NOUN |

3,4

Figure 3: Alignment Matrix

For example, p(jw(1),ew(1);2,1) gives the preference for matching of one English word, “addressing,”
and two Japanese words, “7 I A" and “¥§%". The matching is one-to-two, so the category.preference

1s 0.5. For the co-occurrence_preference, the following bilingual definition is found among the definitions:

(E) ACF/TCAM, any point-to-point line configuration in which the station on the line does
not use polling and <<addressing>> characters.

(J) ACM/TCAM ZBWT, B EDAF -2 a3 VTR —1) U7 b« T F LARES>LEZEF LA
AV Y=L - OEER

If the number of the definition that contains the words “addressing” is two, the preference is
Therefore p(jw(1),ew(1);2,1) is 0.3 + 0.5 = 1.0.

]

To align the words, an alignment matrix is created. Figure 3 shows the matrix for the example. Rows
in the matrix show the sequence of English words, and columns represent the sequence of Japanese words.
The position (i,j) in the matrix represents P(i,j). The path from (0,0) to (3,4) in the matrix represents
the alignment of the words.

In this case, the shortest path is {(0,0)—(1,1)—(2,3)—(3,4)], which gives a correct alignmenz.

5 Experiments

5.1 Experiment-1: Extraction from a Parallel Dictionary

We concluded a small experiment on extraction of a disambiguated thesaurus of 1,000 pairs of defini-
tions for entries that begin with “a”. The matching of genus terms in definitions was done by a grep-like
tool is called parallel grep (PGREP). As options, PGREP requires English and/or Japanese patterns and
actions during pattern matching. If the matching of the genus term was not one-to-one, the words were
aligned by dynamic programming. The results of the alignment were compared with a human's answers.

We obtained a correct alignment rate of 91.3 % for the 1,000 sample definitions.

The main cause of failure was the difference in word order of English and Japanese genus terms.
Another problem is that the pattern “WORD1 WORD2 of WORD3,” which is very common in the

definitions, is translated in various ways.

5.2 Experiment-2: Extraction from a Parallel Corpora

In experiment-1, we extracted is-a relationships from definitions that have a specific pattern. However,

since there are few parallel dictionaries, we had to extract the relationships from “ordinary™ bilingual
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corpora. In our second experiment, we used bilingual (English and Japanese) computer manuals. Hearst
proposes a method for extracting is-a relationships from a monolingual encyclopédia by using patterns
“such NP as NP7 and “NP, including NP” [8]. We use the simpler pattern “NOUN is a/the GENUS-
TERM.” The pattern cannot be used for monolingual text, since the many meanings of “be” cause
ambiguities. However, by using both English and Japanese patterns, the number of ambiguities can be

reduced, since some ambiguities in the sentences are resolved in their translation [17].
In the experiment, the following patterns are used (the expression “|” is an OR operator).

English pattern:
MOD* E-NOUN+ [is alis the|are] MOD* E-GENUS-TERM*

Japanese pattern:

MOD* J-NOUN+ [it | #%| &£i%] MOD* J-GENUS-TERM+ (T3 | T2 | T2, |0 | EEVET0 |
By using the pattern bilingual pair (E-NOUN:J-NOUN] — [E-GENTUS-TERM:J-GENTUS-TERM] was

extracted.

For example, from the following sentences in the manual, the relationship [offsev:4 7+ ¥ }]| — [num-
ber: %] is extracted.

(E) If the <offsetg_ N> is a negative <<number g_g7>>, the routine associated with the offset probably
did not allocate a save area, or the routine may have been called using SVC-assisted linkage.

(1) <A Ty b o> PFED<HE 6> THIHEITE, S T7Ey FIEESTOSRBN—F VAR
RS VRS D ol FDON—F VHS VCEMERRERH L TRUREATEETH ) T

These patterns were applied to a bilingual manual text containing 2,000 pairs of sentences. Thirty-four

pairs were matched of which 30 were correct. \ost failures were caused by free translation.

6 Related Work

For the practical use of the alignment program, the following four issues concerning its accuracy must

be considered.

=

. Robustness when used with very large corpora

(]

. Use of practical computational resources

3. Language-independence of the algorithm

W=

. Use of information solely in the corpora to be aligned.

Since our approach uses simple pattern matching and dynamic programming for some words in sen-
tences, the first two obstacles can be avoided. In our framework, information on the syntactic categories
and co-occurrence of the words in the corpora is used. Though the set of syntactic categories needed

depends on the language, our method can be applied if some heuristics are used.

In terms of knowledge acquisition from dictionaries, use of a parallel dictionary makes it possible
to construct disambiguated (bilingual) relationships. One of the obstacles in the monolingual approach
is ambiguity of words in definitions. Guthrie et al. proposed a method for extracting disambiguated
is-a relationships from the LDOCE with matching of case-patterns [7]. However, since the number of

semantic markers used in the LDOCE is relatively small, it is difficult to resolve ambiguities completely.
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Our method uses bilingual definitions, so the word-senses of the words in the thesaurus are represented
by pairs of English word and its Japanese translation. The notation is still ambiguous when the words
in both languages contain the same ambiguities. However, the notation is useful when the knowledge is

used in practical applications such as machine translation.

There have been some studies of the alignment of sentences [2, 6, 10]. These studies are classified
according to what kind of “anchor point” binds both (parts of) sentences. Kay et al. use words appearing
in the sentences [10]. Gale et al. use the lengths of sentence pairs [6], while Brown et al. employ the
numbers of words in them [2]. In word-to-word alignment, the fact that the word order depends on the
language prevents the development of a word-to-word alignment algorithm. In this paper, alignment of
genus words that form a part of sentence is proposed. The framework developed for sentence alignment

can be applied to our work, using the “genus term and differentia” structure in the definition sentences.

7 Conclusion

We have described a method for extracting disambiguated (bilingual) is-a relationships from parallel
(English and Japanese) dictionary definitions by using word-level alignment: We are now evaluating
the method by using more examples. Alignment of English and Japanese is more difficult than that of
English and, say, French, since Japanese phrases have no word boundaries. Therefore, the recognition
of compound nouns depends on the lexicon and the algorithm in the tagger. For example, it is clear
that “telecommunication line” consists of two words. However, its Japanese translation “EfE[E%" can
be recognized as one word or two words (“188” and “[I#”). To absorb the differences between the
languages, a more refined algorithm is required.

In the work described here, only genus terms were extracted. However, definitions contain other
useful information. The alignment of other parts of sentences is important. Knowledge extraction from
an unrestricted bilingual corpus rather than from definition sentences is another challenging issue. Tools
for dealing with bilingual data are also needed.
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