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Abstract
This paper describes MBT3, a new Example-Based Translation system. MBT3 is designed for
transiation of technical terms, a difficult part of translation. A technical term is a noun phrase
with several words in most cases. For handling translation of noun phrases, we propose & new
database format, a new flexible matching mechanism, and a new translation controller. In the
preliminary evaluation in the domain of Computer Science, the translation accuracy is 99% for
known terms, T8% for unknown terms, and 90% in total.

1 Introduction

Example-Based Translation (EBT) [Sato 91] is a new paradigm of machine translation. The basic
idea, which was proposed by Nagao as Translation by Analegy [Nagao 84], is very simple; translate a
sentence by using translation examples of similar sentences. Several prototype systems have been pro-
posed in this five years [Sato & Nagao 89, Sadler 89, Sato & Nagao 90, Sumita et al 90, Watanabe 90,
Sumita & Lida 91, Furuse & Tida 92, Watanabe 92],

This paper describes MBT3 [Sato 93al, which is the latest system in a series of MBT by the
author. MBT3 is designed for translation of technical terms, a difficult part of translation. Since a
techinical term is a noun phrase with several words in most cases, the systen must have the following
components.

1. A database that can store any type of noun phrase examples; word lengths, i.e. numbers of
words, of noun phrases are arbitrary.

2. A fHexible matcher that can handle matching between two noun phrases that have different word
lengths.

3. A translation controller that can utilize more than one translation example to translate an input
term.

These components have been partly studied in the research of MBT?2 {Sato & Nagao 90]. This paper
presents better and practicel solutions for these components.

2 Translation of Technical Terms

Translating technical terms is a difficult part of translation because of lack of systematic rules. Here
are some examples of technical terms in Computer Science, which were extracted from Iwanami
Encyclopedic Dictionary of Computer Science [Nagao et al 90]. The following two English terms have
the same word 'source’ in the first position, but the word is translated into two different words in
Japanese.

source language — MU il

#ouFce language

source coding — ‘ﬁ}g?{i W Fror 1L

aurce coding
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Figure 1: The Organization of MBT3
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Figure 2: A Part of External Translation Database

in the reverse direction, although the following three Japanese terms have the same construction, their
translations are different.
vkt ¥ — information retrieval

inlormation retrieval
MHE &% — pollution by information

information pollution
T 1 il — distribution of information
infermation distribution
The traditional solution for the problem is to store literal translations of technical terms into the
bilingual dictionary. In the traditional frarmework with exact match reasening, this solution is just
a patch because a system do not translate un-stored terms. The flexible matching and adjustment
mechanism of Example-Based Translation makes it possible 1o translate unknown terms.

3 Organization of MBT3

Figure 1 shows the organization of MBT3. The knowledge source of MBT3 is an external! translation
database and two theseuri; a Japanese thesaurus and an English thesaurus. These three are loaded
by a database loader program into the run-time system. The run-time system of MBT3 consists of
three modules; an internal translation datebase, a best mateh retriever and a translation controtier.
The details will be described in the following sections.

4 Translation Database

External Translation Database The external translation database is a collection of translation
examples that is given to the system as major knowledge source. Figure 2 shows a part of the
external translation database. A record of the database is a translation example that consists of three
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Figure 3: Internal Translation Database

parts; Japanese, English, and correspondence part. A Japanese part is a list of Japanese words. an
English part is a list of English words, and a correspondence part is a list of correspondent pairs. A
correspondent pair is written as A-B=C-D, which means that the segment from 4 to B in a Japanese
part corresponds to the segment from ¢ to D in an English part. When 4 = Bor ! = D, we simply
write 4 or (.

Internal Translation Database The internal translation database is generated from the external
one by the database loader program. An internal record is generated per a correspondent pair of ex-
ternal records. Figure 3 shows the internal transiation database generated frorm the external database
of Figure 2.

A record of the internal database consists of a Japanese part and an English part. and each part
consists of three sub-parts: focus, previous and next. A focus is a Japanese or an English part of a
translatable unit. A previous is the preceding context of a focus and a nezt is the following context of
a forus. For example, #4 record in Figure 3 means that

o AL R {parsing}’ in * 1.5 Al 19 s M ik (bottom-up parsing method)’ can be translated
into ‘parsing’.
e ‘parsing’ in ‘bottom-up parsing method' can be translated into ‘L T (parsing)™.

A focus part consists of singular or plaral segments, which are enclosed by square brackets in
Figure 3. There are two types of segments: A {renslatable segiment has the correspondent segment in
the target part, and an un-iransletable segment has no correspondent segment. Subscripts after open
brackets indicate the correspondence between segments of two languages. For example. in #06 record
of Figure 3, the Japanese forus part consists of three segments; [o1 A (tree)], [« 03 (of)] and [4 ALiA%
{traversal)]. The first or the last ie translatable because it has the correspondent segment, [4; treef or
[ss traversal], in the English focus part. The second segment is un-translatable in this case.

5 Best Match Retriever

The hest match retriever finds the most similar records to the given retrieval query from the internal
database. A retrieval query is given as a word sequence that is divided into three parts, focus, previous
and nexi. At first, the system examines matching between the given retrieval query and every record
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Figure 4: Examples of Matching

in the database. If the matching succeeds, the matching score is calculated for the next step. Finally
the system selects the hest N records that took the highest scores. Currently the value N = 10 is
used,

5.1 Matching

The matcher examines whether a record matches a retrieval query or sot by using matching con-
straints. In the matching process, only focus parts are considered, and previous and next parts are
ignored. Because a focus part of a record consists of singular or plural segiments, the matcher deter-
mines a dinding of every segment in the focus. A binding of a segment indicales which words in the
focus of the query the segment corresponds to. There are two types of bindings; exact match binding
and replacement binding. The former indicates that correspondent seginents are the literally same,
and the latter indicates other cases.
The matching constraints are given as restriction of segment binding. They are:

1. A segment of a record must be bound to a non-empty segment of a query.

2. If a focus part of a record consists of singular segment, only exact match binding is permitted
for the segment.

3. Only exact match binding is permitted for un-translatable segments.

The first constraint is introduced for the purpose of forbidding deletion of segments in the matching
process; only replacement is permitted. The second constraint is needed to guarantee termination of
translation. In the bottom level of translation, only exact matched examples can he used. The last
constraint is needed to guarantee production of translation. The system cannotl produce a transfation
when un-translatable segments are mismatched. because un-translatahle segments have no information
on correspondence or translation.

Figure 4 shows examples of matching. The matcher produces a list of bindings (b-list in shortj
when matching succeeds. In this figure, exact maich binding is writien as *=" and replacement bhinding
is written as ‘="

5.2 Matching Score

When the matching succeeds, the matching score is calculated for the next step. In the matching pro-
cess described in the previcus subsection, only focus parts are considered. However, in the calculation
of the matching score, previous and next parts (contexts) are also considered. The matching score 5
is the sum of the focus matching score S5 and the context matching score Sc.

S5 = Sgp+5c- 11



Focus Matching Score The focus matching score is defined as follows. It is calculated from the
b-list produced by the matcher.

S$r =1 (E sbk) (2)
k

where S3, is the score of a binding by in the b-list and f is the function given as follows.

22/100 if z < 300
f(z) { 3z otherwise (3)
The function f is introduced for emphasizing better matching.
The score of a binding 54, is defined as {ollows.
by = Jwi...wy]=[v1...vm] (4)
Sy, = dpam x min(n,m)/ max(n,m) (5)
0 fe=Qorj=1>0

. dpi—1,;s

dpi; max dp; j-1, otherwise (6)

dpl—l,_;v—l + sim(w,;, t}j]

where sim{w;,v;) is the word similarity between w; and v;. It &s calculated by using Japanese or
Englhsh thesaurus. The best score 100 is given when two words are exactly the same, while the worst
score zero is given when two words have no relation®. In the above definition, dPy,m is calculated by a
standard dynamic programming method. The factor min{r, m}/ max(n,m) is introduced to consider
the difference between segment lengths, n and m. The maximum value is given when two lengths are
the same.

Context Matching Score The context matching score is the sum of the previeus matching score
Sp and the next matching score Sy.

S(.’ - SP +SN (7)

We only describe the next matching score here, because two matching scores are symmetry.

In the calculation of the nezf matching score, the first three words in the nezt context are con-
sidered, which is called restricted next contexi. For example, the restricted nexf context of #2 record
is Hﬁk B (parsing method]]. When the nez! context is less than three words, it becomes the
restricted next context automatically. For example, the restricted nezé context of #4 record is [£k
(method)], and it of #1 is [].

The nert matching score between two restricted nezt contexts, [w, ... wn] and [# ... v, is
defined as follows.

Sv = dppm (8)
0 fi=0o0rj=0
-~ dpi—],j‘
dp,; = max é;,i,j_“ otherwise ()

E;),_;J _1 + simiwg, v ) weight(i, 1)

weight(i, 7)) = amaxtii) (10)

The factor weight(t, 1) 1s introduced to change weights according to closeness to the focus part. The
first word in the restricted neat context is the most important of all, and the second word is secondarily
important and so on. The best of the next matching score 87 is given when the two restricted next
contexts are exactly the same;1e. wy =v; (1= 1,2, 3.

'See [Sato 93] in details.
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Figure 5: Example of Best Match Retrieval

5.3 Examples of Best Match Retrieval

Figure 5 shows the result of the best match retrieval for the following guery.

previous = | F% M}, focus = HMJ'L ey 7"U73'A], nezt = []

top-down

parsing p

6 Translation Controller

The translation controtler controls the overall translation process that is execution of the translation

procedure given as follows.

A .

Receive a translation input.

[OEram

Send it to the best match retriever as a retrieval query.

Receive the retrieval result from the best match retriever.
Make candidate target patterns {rom the retrieval result.
Select the best target pattern from the candidates.

Call itself recursively i the selected target pattern is partial.
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Target Pattern Candidates
Rank |[ [[syntactic analysis] [program]] | [[parsing] |7 37 7 4]
program
i 900 -
2 576
3 - 5% x 0.1 = 55
4 - 554 x 0.1 = 55
5 - 536 % 0.1 = 53
6 499 x 0.1 = 49
7 499 x 0.1 = 49
8 489 x 0.1 = 48
9 489 x 0.1 = 48
10 - 489 x 0.1 = 48
Total 900 981

Figure 6: Accumulation of Evidence of Figure 5

7. Produce the final translation output.

We describe the details of step 4, 5, 6, and 7 in the rest of this section.

After receiving the retrieval result, the controller makes candidate target petierans from the result.
A targel patterr is a complete or partial translation produced by a retrieved record and its b-list. If
all bindings in the b-list are exact match bindings, the target focus part of the record becomes the
target pattern automatically. In this case, the target pattern will be complete. Otherwise the target
focus part in which mismatched segments have been replaced by variables becomes the target pattern.
In this case, the target pattern will be partial. In Figure 5, for example, the second retrieved record
produces the target pattern *[5; parsing] [s2 52} where #s2 is the variable to be filled by a translation
of [7' Q2% 4 (program)]’. We also write it as ‘{{parsing] [7' W 7% L (program)|}” in short. All target
patterns produced by retrieved records become candidate target patterns,

The next step determines the best target pattern from the candidates. In case all retrieved records
produce the same target pattern, it becomes the best target paltern automatically. Otherwise, the
controller have to select the bhest one from the candidates. As a mean of the selection, we use accumu-
lation of evidence. The evidence of each target pattern is accumulated by the following accumulation
rules.

1. The hest score of each target pattern is accumulated as the evidence of the target pattern.
2. 10% of the not-best score of each target pattern is accumulated as the evidence of the target
pattern.

The value 1% (= 1/10) was determined by the value 10 that is the number of selected records in
the best match retrieval. Figure 6 shows how records contribute to each target pattern in Figure 5.
In this case, the target pattern ‘[[parsing] [7 U ¥ % 4 {program)]] is the winner. because the total
eridence is larger, although it is not produced by the hest retrieved record.

After the best target pattern is selected. the controller works for making the translation output. If
the selected target pattern is complete, then it hecomes the translation cutput automatically. Other-
wise, the controller calls itself recursively to translate renaining segments in the target pattern. In the
examples mentioned before. becanse the selected target pattern ‘[[parsing] [7 12 % 7 /A (program}|] is
partiai, the controtler works for translating *7 2% 7 A (program)’; the next input of translation is

previous = | PFR HE WA, focus = [T T L] nent =]
top-down  parsing program
Note that the segment “ 3 7 (parsing)’ is used as a part of the premious context in the recursive
call.

Figure 7 shows the overail translation process of * ME§ M M3 T 7127 5 4 (top-down parsing

program)’. In this process, the translation procedure is called 4 times and the focus parts of their
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inputs are enclosed by square brackets. As a result of the first call, the system gets to know that a
translation of ¢ FIR Kl f3 M4 7075 A (top-down parsing program)’ can be constructed by a
translation of the segment * Mf# %Y {top-down)' and a translation of the segment ‘5 84T 71157 5
2 (parsing program)’. The second and third are called to translate these segments, and the last is
called as a subcall of the third.

7 Implementation

Software Implementation There are currently two inplementations. This paper is hased on the
original MBT3 system that is written by C and runs on SparcStation2. There is a parallel version,
MBT?3n, which is written by C and runs on nCUBE2. The details of the MBT3n system is presented
in {Sato 93b],

Database Implementation We collected 7057 bilingual technical terms from lwanami Encyclo-
pedic Dictionary of Computer Science [Nagao et al 90] and stored them into the external translation
database. Its Japanese vocabulary is 3502 words and English vocabulary is 4086 words.

There are two methods for linking segments of hilingual examples; head oriented finking and naive
kinking. The former is based on pairings of dependency trees and it was used in MBT2. In MBT3,
however, we use neive linking in which we link correspondent segments of bilingual examples intuitively.
The reason why we use naive linking is that head oriented linking is too strict; enly linguists can link
correctly. Nagive i{inking is easy enough for non-linguistic experis. Figure 8 shows sonie examples
of linking by two methods. We linked 7057 bilingual examples by hand? and those linked examples
produce 19667 internal records.

8 Translations by MBT3

This section demonstrates sophisticated translation ability of MBT3. Figure 9 presents several trans-
lations produced by MBT3 and a commercial MT system using the traditional framework. The first
two source terms have the same construction, but the translation results by MBT3 are different; both
are good translations. This kind of selection is very difficult for the traditional MT framework, While
the third and fourth source terms have the similar constructions, the word “i% {method) is explicitly
transiated into ‘methods’ in the third translation and is not explicitly translated in the fourth trans-
lation. This kind of selection is also very difficult for the traditional MT framework., The fifth is a
transiation example of a long term and the last is a translation example in the reverse direction,

9 Preliminary Evaluation

This section describes the result of preliminary evaluation, which has demonstrated good tractability
and performance of MBT3. Table 1 shows the transtation accuracy of 195 technical terms in Computer
Science, This set includes 114 known terms stored in the translation database of the system. In this
table, ‘Error' means the case that incorrect translations are produced and ‘Fail’ means the case that
no translation are produced. The result shows

e All known terms except one term are correctly translated. Note that the system does not
guarantee correct translations of known terms, because it uses accumulation of evidence,
¢ The system shows good performance: The translation accuracy is
— 78% for unknown terms.
— 90% in total.

21t took about 12 hours.

- 65--



MBT> FIAHE TR 7 D &7 5 4
**% IRput #%s

[ Fie MBI 70774 ]
Retrieve. ..
#+x Target Pattern Ranking *w==
1:{1448) : [ [ FF%JE‘f] [ M2 WF 70y 54 1]
22 (1371) : [ [ top-down 1 [ $&N B 72254 ] ]
3:( 749) « [ [ FBEI { R I [ M Wi 7uroL4 )1

*ae Tpput 4k
[ FBE ALY B B 70574
Retrieve...
»xx Target Pattern Ranking #»=*
1: ( 561} : [ [ top-down ]} 1
2:( 252) : [ LTI typel ]
a: (158 : [ [ PRI LMD

>k Input ok W

Fie B[ B M 70754 )
Retrieve. ..
#*¢ Target Pattern Ranking +++

12 ( 981) : [ {parsing ] [ 7H7 T4 ] 1
2 : ( 900y : [ [ syntactic analysis ] [ program ] ]

o Input L2 2
FEE ROBE BT [ 7o T4 )
Retriave. ..
**& Target Pattern Ranking #*#
t : ( 276} : [ { program ] ]
2: ( 117) : [ [ programs } ]
#*# Final Resultl *#*+

[ e &K B 705 74 )

[ top-down parsing program ]

Figure 7: Translation Process
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Figure 9: Translations Produced by MBT3



Table 1: Translation Accuracy of 195 Terms

|_ " Good I Error | Fail " Total |
Known 114 1 0 115
Terms (99%) | (1%)
Unknown 62 16 2 80
Terms (78%) | (20%) | (3%)
Total 176 17 2 195
(90%) | (9% | (1%)

Table 2: Improvement of Translation Accuracy

Adding 10 Examples Adding 6 More Examples

|| Good | Error ] Fail “ Total || Good | Error | Fail " Total
Known 119 1 O 120 Known 124 2 0 126
Terms {(99%) | (1%) Terms {98%) (2%}
Unknown 69 3] 0 75 Unknown 69 o 0 69
Terms (92%) | (8%) Terms (100%)
Total 158 7 { 195 Total 193 2 1] 195

(96%) | (4%) 99%) | (1%)

The system improves by adding new translation examples into the database. After finding lack
of several translation units by the analysis of failures, we added new translation examples (bilingual
terms) into the database. Adding 10 new examples corrected 12 failures out of 18 of unknown terms,
and adding 6 more corrected 5 failures out of the rest 6 {Table 2). These improvement could be done
by a few hours’ work. Note that there were no side-effects of adding new examples; good translation
remained as it was.

10 Concluding Remarks

This paper proposed a new Example-Based Translation systewn, MBT3, which is designed for trans
lation of technical terms {noun phrases), a difficult part of translation. We implemented the system
with the translation database of 7000 technical terms in Computer Science en SparcStation2. In the
preliminary evaluaticn, the translation accuracy was 99% for known terms, 78% for unknown terms,
90% in total. By adding a dozen new translation examples into the database, we could easily im-
prove the translation accuracy; 92% for unknown terms, 96% in total. The result demonstrates good
tractability and high transtation accuracy of MBT3.
MBT?3 has several advantages. They are:

¢ No linguistic expert is required; we can make large translation databases with low cost. Systems
such as MBT? [Sato & Nagao 90}, RCT [Watanabe 90}, SimTran [Watanabe 92] and TDMT
[Furuse & Tida 92] require linguistic experts, because these systems use pairs of parse trees or
translation patterns as their knowledge sources, which are expensive.

o MBT3 requires far less time to implement. It took only 12 hours to make the database of T000
terms and only a few hours to improve the translation accuracy.

¢ Translation speed of MBT2 can be accelerated by use of parallel machines. MBT3n, a parallel
version of MBT3 on nCUBE2, has shown high performance and good scalability [Sato 33b].



An open problem in example-based translation of noun phrases is article selection. Selection of
proper articles is a difficult problem in generation of English, because Japanese has no articles. The
traditional framework with grammatical rules has not solved this problem completely.

The next step of our EBT research is translation of technical papers’ titles. The titles are compli-
cated noun phrase because they sometimes contain verbs as past participles, gerunds, and to-infinitives.
A method for handling verbs in the EBT framework has to be studied.
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