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Abstract

This paper describes a method for ambiguity resolution in translation using lin-
guisiic statistics extracted independently from dual corpora of source and target lan-
guages, which provides reasonable criteria for determining a suitable translation by
making the dependency relation in the source language be reflected in the trans-
lated iext. This method is tractable because the required statistics can be computed
semi-automatically in advance from dual corpora, while a conventional corpus-based
translation method needs a large volume of bilingual corpus of strict pairs of a sen-
tence and its translation. We call this method for selecting equivalent translation
Double MAXimize Criteria {DMAX Criteria) based on Dual Corpora Statistics,

To prove the effectiveness of our method, we have calculated co-occurrence frequen-
cies —how frequently the expressions co-occur in the same sentence— between nouns
in Japanese and English text and made some experiments on Japanese-to-English and
English-to-Japanese translation, We compated the outputs of translation with DMAX
Criteria and translation with the method using ouly the statistics of target language
for translation. The result indicates that, with DMAX Criteria, we can select equiv-
alent translation more correctly thau with the Jatter method. We also confinned the
effectiveness to enlarge the size of the language unit where the two words co-occur
also.

Introduction

Recently a lot of natural language processing systems like machine translation systems have been
developed and put inte practical use, but ambiguity resclution in translation is still one of the biggest
problems in such systems. These systems have conventionally adopted a rule-based disambiguation
method, using linguistic restrictions described logically in dictionary and grammar, but it is impossible
to provide all the restrictions in advance. Furthermore, such systems have no reasonable means to
select the most suitable translation if the input expression meets two or more restrictions, or if the

input expression meets no restrictions,

In order to overcome these difficulties, following methods based on corpus-based knowledge have

been proposed:

1. Example-Based Transiation : This methed is based on translation examples (pairs of source text

and its translation} [Nagao 84, Sato 90, Sumita 92].

2. Structured-Corpus-Based Translation : This method uses structured bilingual corpora coupied

together by cross-coding translation units [Sadler 90],

3. Statistics-Based Translation : This method uses statistical or probabilistic infarmation extracted

from large corpora [Brown 90, Nomiyama 91, Schabes 92],
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Still, each has inherent problems and is insufficient for ambiguity resclution, For example, an example-
based translation system needs large-scale database of strict pairs of source text and its translation,
and it is difficult to collect sufficiently large bilingual corpora.

This paper describes a method for selecting suitable translations using statistical data extracted
independently from source and target language texts [Muraki 91, Doi 92¢]). The statistical data used
here are linguistic statistics representing the dependency degree on the pairs of expressions in each text,
especially co-occurrence frequency, i.e., how frequently the expressions co-occur in the same language
unit —sentence, paragraph or chapter— of each text. The dependency relation in the saurce language
is reflected in the translated text through a bilingual dictionary by selecting an equivalent translation
which maximizes both co-occurrence frequency of the source and target language. We call this method
for selecting equivalent translation Double MAXimize Criteria (DMAX Criterta) based on Dual Corpora
Statistics.

To prove the effectiveness of our method, we have calculated co-occurrence frequencies between
nouns in Japanese and English text and made some experiments on Japanese-to-English and English-
to-Japanese translation. The result indicates that, with DMAX Criteria, we can select equivalent
translation more accurately than with the method using only the statistics of target language. We also
confirmed the effectiveness to enlarge the size of the language unit where the two words co-accur,

In this paper we will comment on the characteristics and the limits of the conventional methods
for selecting equivalent translation, Then we will describe the details of DMAX Criteria for selecting
equivalent translation. Finally, we will show the procedures and the results of our experiments.

2 Conventional Methods of Ambiguity Resolution

2.1 Rule-Based Translation

In conventional methods, linguistic restrictions described in a dictionary and grammar are used to
select a suitable translation. In general, these restrictions are defined logically from the characteristics
of another expression which modifies or is modified by the expression being processed. For example,
to translate predicates (verbs and predicative adjectives), semantic restrictions are based on essential
case arguments in forms of semantic markers to indicate features of words or terms in the thesaurus to
show a hierarchy composed of word concepts.

Though these conventional methods have been very useful in realization of natural language pro-
cessing systems, they have many problems. Restrictions on all dependencies cannot be described in
advance. The systems suffer from an inability to select suitable translations if the input expression
meets two or more restrictions, and have difficulty in processing any expression that meets no restric-
tions. Moreover, the description of the restrictions is based on direct structural dependencies, therefore
it is difficult to describe restrictions based on sister-dependency or between expressions belonging to
different sentences or paragraphs,

2.2 Example-Based Translation

Besides the conventiona) translation method above, a machine translation system based on trans-
Jation examples (pairs of source texts and their translations) has been proposed [Nagao 84, Sato 90,
Sumita 92]. This type of system, called Analogy-Based or Example-Based Machine Translation, in-
volves storing a large number of bilingual translation examples as a database, and translates input
exptessions by retrieving an example most similar to the input from the database. There is no failure
of output in this method because it selects the most similar example not necessarily an identical one.

However this example-based translation system needs a large-scale database of translation examples,
and it is difficult to collect sufficiently large bilingual corpora. Even if possible, there is no way to divide
the sentences of such corpora into fragments and link them automatically, and it is expensive to divide
and link manually.

To overcome this problem, we have alsc proposed a new mechanism based on sentential examples in a
dictionary, which utilize the merits of both the translation by logical restrictions and the example-based
methods, by selecting an equivalent translation which has the most similar to the input expression
[Doi 92a, Muraki 92]. This mechanism can guarantee no failure in selecting equivalent translations,
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2.3 Structured-Corpus-Based Translation

A method using syntactically and referentially structured bilinguat corpora coupled together by cross-
coding translation units has been also proposed [Sadler 90]. This bilingua! corpora is called Bilingual
Knowledge Bank (BKB} and is used as a knowledge-base on various levels for machine translation and
other applications. This kind of structured and cross-coded bilingual corpora is useful, but again, it is
difficult and expensive to collect, analyze and cross-code this kind of corporus.

2.4 Statistics-Based Translation

Several new methods, especially for machine translation, have been proposed that select suitable
translations using statistical or probabilistic information extracted from language text [Brown 90,
Nomiyama 91, Schabes 92]. Because many machine readable texts have already been collected, it
is not difficult to extract statistical information for expression in the texts semi-automatically. More-
over, the statistical information reflects the context in which each word occurs and implies the logical
restrictions based on indirect structural dependencies.

Although all systems ave referred to as “statistics-based”, the statistical information used in thern is
diverse, such as translation probability, connectivity of words, (co-)occurrence frequency, etc. We will
comment on the characteristics and the limits of these systems.

The first method uses fertility probabilities, translation probabilities and distortion probabilities
[Brown 90, Brown 92]. Fertility means the number of the words in target language that the word
of the source language produces, and distortion means the distance between the position of the werd
of the source language and the one of the target language. The method has heen applied to an ex-
perimental translation system from French to English. However, since these probabilities are extracted
from a large number of text pairs that are transiations of each other, this method suffer from the
same difficulties as example-based translation in collecting and analyzing an adequately large bilingual
corpora, and it's difficult to apply this method to languages whose linguistic structures aren't similar,
such as English and Japanese.

The second method uses the occurrence statistics of target language [Nomiyama 91]. It is calculated
in advance how frequently the each expression occurs in the target language text, which needs only
to belong the same fieid as the source language text belongs, but not to be a translated text of the
source language text. If there are more than one possible equivalent translations, the most frequent
translation is selected through this calcutated data. Moreover, this method can be applied to make
good use of the conventional methods of selecting equivalent translations, for it employs the frequency
data exclusively when logical restrictions cannot select one out of candidates.

However this method has one big problem. The high frequency of the expression in the target
language text may not originate from the frequency of the expression in the source language text to be
translated, because one target language expression does not correspond to only one source language
expression in general.

Suppose the following sentence is an example:

ENGLISH: The market prices increased because of
reductionas in the volume of productien.

It
JAPANESE: AEBROFITLY, TEMEHLES L 2,
Seisan—  ryou-no genshou-niyori, shijou-kakaku-ga joushou-shita.
production volume reduction market price increased

Figure 1 indicates four English words and their lapanese equivalent translations in this sentence
and the co-occurrence frequencies between the words. These frequencies are calculated from English
journals and Japanese newspapers, which we will explain later,

In this case, the co-occurrence frequency of the target language Japanese denotes that the most
frequent pair is “ T "-“# ", because these Japanese words have several meanings. Then using only
the statistics of target language text misleads a wrong expression “ 7 (1chi, shi=market,city)" as
the equivalent translation of ‘market’, and " & (hon,moto=book,this)” as the one of ‘volume®,
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ENGLISH:  The market prices increased because of
reductions in the volume of production,
}
JAPANESE: H£EEOEICL b, filpMEELER L 72,

shijou-kakaku-ga joushou-shita.
market price increased

ryou-ne  genshou-niyori,
reduction

Seisan-
production volume

English—Japanese bilingual dictionary

English words

Japanese equivalent translations

market | shijou E—
ichi
city shi :—
price | kakaku
nedan
volume | ryon E—
hon
book, this hon, moto :—
production ' seisan
seihin EX

co-occurrence frequencies between the English words

market | price | volume | production
market - | 1070 117 222
price - - 65 251
volume - - 48
production - - -

co-cccurrence frequencies between the Japanese equivalent translations

W | | M EER | & | & | E£E | B
15 -1 17 228 12 30 7 79 156
i - ) 10 5] 15437 74 15
i & - - -1 37 36 9| 174 { 171
fEE% - - - . 3 ? 8| 15
& - - . - - 20| 59 9
* - - - - - = 23 6
-3 - - - - - - - o8
B - - - - - - -

Figure 1 English-to-Japanese Translation Example
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3 Selecting Equivalent Translation Based on Dual Cor-
pora Statistics of Source and Target Languages

Now we propose a method to provide reasonable criteria for selecting suitable translations using the
simple statistical data extracted from source language text in addition to the one from target language
text. These source and target language texts don't have to be translations of each other. The proposed
method gives us a way to select the expression with the highest frequency of the target language that
keeps high frequency of the source language at the same time, so it overcomes the difficulty of the
method using only the frequency data of target language text, because it does not select the expression
with the highest frequency of enly the target language text.

3.1 Using statistical data on source language text

The method using only statistical data of target language may mislead a wrong equivalent translation,
because in general each target language expression corresponds to more than one source language

expression.
When a source language expression S, has » target language equivalent translations Ty (i = 1.+ 0},
equivalent translation selection with co-occurrence frequency is shown as this:

8 — = Ty
COF(7T.:. Ts;)

Sb -_— Tb_,'

where

Si : source flanguage expression

Tii(i =1---n) : n target language equivalent translations of S,
COF(E,.E;) i co-accurrence frequency of two expressions E;i E;

The method using only statistical data of target language selects T,; which maximizes the co-
occurrence frequency of the target language [T,;| max,; ;COF(T,;,T);)] as the equivalent trans-
lation of 8, where the partner of the co-occurrence T;; plays the part of the basis for the equivalent
translation selection. The biggest problem of this methed is that T); which depends both b and j is
selected by only statistical data of target language.

Our new method provides reasonable criteria for selecting the basis for the equivalent translation
selection using the statistical data of source language text. First the source language expression
Ss which maximizes the co-occurrence frequency of the source language [S;| max, COF(S,,S;)] is
selected, then the equivalent transiation T, which maximizes the co-occurrence frequency of the target
language [T ;| max; ;COF(T,;, Ty;)] is selected. The dependency relation in the source fanguage is
reflacted in the translated text through this method. We call this method for selecting equivalent
translation DMAX Criteria (Double MAXimize Criteria based on Dual Corpora Statistics).

3.2 Double MAXimize Criteria based on Dual Corpora Statistics
The procedure of this method is summarized as follows:

1. Select domain X — X:politics/medicinefcomputer science/ete.

2. Prepare the scurce and taiget language texts of domain X (the target language text needs not
to be a translated text of the source language text)

3. Caiculate co-occurrence frequency of every expression in source language text

4, Calculate co-occurrence frequency of every expression in target language text
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5. When a source language expression §, has n target language equivalent translations
Tauli=1---ni

(a) Select 8; . maxxCOF(8,.8;)
(b) Select T,, ' max;,COF(T.:.Ts;)

3.3 Operation Example

We will show operation example of English-10-Japanese translation using the sentence in Figure 1.
In this case, with only statistical data of target language. “ 7 (ichi,shi)” may be chosen as an
equivalent translation of ‘mnarket” and “ & (hon,moto)" as the one of ‘volume', because the pair of
“Hi"-*F" co-occurs most frequently in the target language. However with DMAX Criteria, the
equivalent translations of “market’ and ‘volume’ are selected accurately.

¢ The pair of words which co-occurs most frequently in the scurce language is ‘market’*price’.

¢ The pair of the equivalent translation of ‘market’ and the one of ‘price’ which co-occurs most
frequently in the target language is " T4 "-"' fii#s ",

e As aresult, ‘market’ is translated into “ ",

"

(L ="

¢ Repeating DMAX Criteria, ‘volume’ is translated into " &

4 Experiments

To prove the effectiveness of our method, we have caiculated co-occurrence frequencies between
nouns in Japanese and English text and made some experiments on Japanese-to-English and English-
to-Japanese translation. We compared the outputs of translation with DMAX Criteria and transiation
with the method using only the statistics of target language. The result indicates that, with DMAX
Criteria, we can select equivalent translation more accurately than with the latter method.

4.1 Calculation of Co-occurrence Frequencies

We prepared Japanese newspapers for one year and English journals published in the same year, and
calculated inner-sentence co-occurrence frequencies —how frequently the two words co-occur in the
same sentence— between nouns appeared in the texts. For example, English words ‘government’ and
‘policy’ co-occur 643 times in the same sentence of the English text, and equivalent Japanese words
fseifu’ and ‘houshin’ co-occur 539 times in the same sentence of the Japanese text,

4.2 Algorithm of DMAX Criteria
The algorithm of DMAX Criteria is as follows:

1. Prepare the source language text to translate and the source language-target language bilingual
dictionary of the nouns appeared in the text,

NOTATIONS
S.{a=1---m) : source language noun
Taili=1---n4) ! ng target language equivalent nouns of S,
COF(S5,,5:) : co-uccurrence frequency between source language nouns S;,5;
COF(T.., Ts;) : co-occurrence frequency between target language nouns T, Ty,

2. Select 8,8, | max, ,COF(8,.9,;)
where target Janguage equivalent noun of $, or 8§, has not been fixed

3. Select T,,, Ty, | max, ,COF(T,.,T,)

4. Fix the target language equivalent noun of 8, as T,
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5. Fix the target language equivalent noun of 8; as T,

6. Repeat 2-5 until every target language equivalent noun of 8,{¢ = 1---m) is fixed
And the algorithm of the method using only the statistics of target language is as follows:

1. Prepare the source language text to translate and the source language-target fanguage bilingual
dictionary of the nouns appeared in the text.

2. Select T,y , Ty, | max, ,COF(Ty, Ty, }
where target language equivalent noun of 8§, or S, has not been fixed

3. Fix the target language equivalent noun of 5§, as T,
4. Fix the target language equivalent noun of §; as T,

5. Repeat 2-4 until every target language equivalent noun of S,{a = 1---m) is fixed

4.3 Experiment 1

According to the algorithm above, we made an experiment on Japanese-to-English and English-to-
Japanese translation. We choose 70 Japanese-to-English bilingual sentences from “Obunsiia Hyougen
Jiten”(dictionary of expressions) and extract pairs of correspanding Japanese noun and English noun.
Each sentence contains 3 to 10 corresponding noun pairs, We made JtoE and EtolJ translation experi-
ments on the pairs and compared the outputs of translation with DMAX Criteria and translation with
the only target language statistics.

Figure 2 shows an EtoJ translation example of this experiment. We extracted 7 corresponding noun
pairs from this sentence and translated the 7 English words into Japanese with two methods; one is
DMAX Criteria using co-occurrence frequencies both of English and lapanese and the ather is the
method using only statistics of target language Japanese. Woe evaluate the out of the translation
by three levels, agree, correct and incorrect. agree means that the selected Japanese equivalent
translation agrees strictly with the word appeared in the original Japanese sentence. correct means
that the equivalent translation doesn't agree with the original word but its meaning agrees with the
one of the original word. Incorrect means that the meaning of the equivalent translation doesn't agree
with the ane of the original word. In this example, with DMAX Criteria, we can obtain 5 correct{agree
or correct) translations out of 6, where we can get only 3 correct translations with only target language
statistics.

Result of this experiment is shown in Table 1. The frequencies are total of the 70 sentences. The
frequency of the word which has only one equivalent transfation doesn’t included in this result, but
we used such words in other words' equivalent translation selection. The result indicates that, with
DMAX Criteria, we can select equivalent translation more accurately than with the method using only
the statistics of target language.

Table 1 Result of The Experiment 1

translation | translation evaluation correct
direction method agree | correct | incorrect || percentage
Jap.=>Eng. | DMAX Criteria 193 56 42 85.6%
Jap.=Eng. | only with Eng. COF || 186 49 56 80.8%
Eng.=>Jap. | DMAX Criteria 167 80 82 75.1%
Eng.=Jap. | only with Jap. COF 157 71 101 69.3%
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Original Sentence:

The reason that prices stabilize at a high level in a seller’s market is that there are reductions
in the volume of production based on a shortage of raw materials.

TFMB L 2HEEOBERENRD, EATRCLZEEENEICEORERES D,

Extracted Corresponding Noun Pairs:

volume

2

shortage

A2

reduction

W

reason

]

price production

flits AEE

market

il

ENGLISH:
JAPANESE:

English-to-Japanese Word Dictionary:

Eng. Words Japanese Equivalent Translations

market WOWE v—Fro b EHELE ¥R OFEE W Wi M5 Eg
price M EE AR RE B Fe kR BHE
production  E{ff A EH LSEH AN FE EFEY MEL SR ORME RD
#®/ox W LBE
reason Bh HE b @4 &8 HE HE
reduction o BIR ®E @4 KT TH BT Ak EE O
shortage AL
volume FoO#E 5 KE B 2 FH OFE B
Translation with DMAX Criteria:
Eng. Pair COF Jap. Pair COF  Eng. J.equiv. evaluation
market—price [1070] = Wik -{0# [228]  market k] agree
price-production  [251] = {Et%-4E [174]  price iy agree
price~reduction (166] = fH4&-T¥  [97] production agree
market-volume 117] = wWH-& [30]  reason biy correct
market-reason [108] = Tk -biF  [80]  reduction T fncorrect
price~shortage 133 = @ -TLE [13] shortage A2 S
volume = agree
Translation with only Target Language Statistics:
Eng. Pair Jap. Pair COF Eug. Jequiv,  evaluation
market-volume = - & [437] market iz} incorrect
price—production = M- £E [174] price & agree
price—reduction = fli#5~ T%  [97] production A agree
price~reason = i -BH [57) reason A correct
reason-shortage = HMH-TRE  [23] reduction T incorrect
shortage TR ~¥
volume x meorrect

*shortage’ has only one translation equivalent.

Figure 2 English-to-Japanese Translation Example with Two Methods
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4.4 Experiment 2

We prepared 5 Japanese newspaper articles and made an experiment of Japanese-to-English trans-
lation of the nouns in the articles. The articles consist of 6 to 14 sentences, and the average length of
them is 679 Jlapanese characters. We translated the nouns in four ways:

a) translate all the nouns in the article together with DMAX Criteria

b} transtate all the nouns in the article together with only English COF

¢) translate the nouns in the same sentence at one time with DMAX Criteria
d) translate the nouns in the same sentence at one time with only English COF

In a) & b), we can utilize not only inner-sentence co-occurrence but also inner-article co-accurrence
relations, and can translate the noun of the sentence even if the noun is the only one noun of the
sentence. To clear the effect to enltarge the size of the language unit where the two words co-oceur,
we made comparison between a)&b), a)&c} and b)&d).

Comparison between a)&b)

number of the words to translate 166

the translations are the same 142 855%
DMAX's translation is better 11  6.6%
both correct / both incarrect 10 6.0%
with only Eng. COF is better 3 1.8%

Comparison between a)&c)
number of the words to translate 257

the translations are the same 226 87.9%
a)’s translation is better 17 6.6%
both correct / both incorrect 9  35%
¢)'s translation is better 5 1.9%

Comparison between b)&d})
number of the words to translate 257

the translations are the same 231 89.9%
b)’s translation is better 5 19%
both correct / both incorrect 11 4.3%
d)’s translation is better 10 3.9%

The result of this experiment indicates following two features:

+ We can select equivalent translation more accurately with DMAX Criteria than with the method
using only the statistics of target language.

¢ Translation with DMAX Criteria can be improved enlarging the size of the language unit where
the two words co-occur, while the method using only target language statistics may be degraded
with enlargement of the size.

5 Conclusion

We proposed and evaluated a new method Double MAXimize Criteria (DMAX Criteria) based on Dual
Corpara Statistics in this paper. it can select suitable translations using statistical data extracted from
both source and target language corpora even when linguistic restrictions deseribed in the dictionary
or grammar cannot. The dependency relation in the source Janguage is reflected in the translated text
through a bilingual dictionary. Moreovar, the method has the following features:
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1. It utilizes linguistic statistics as context information in addition to logical restrictions effective
for ambiguity resolution.

2. The resource of the linguistic statistics is a dual corpora of source and target languages, not a
bilingual corpora, i.e. the target language text doesn’t have to be the translation of the source
fanguage text.

3. Translation from target language text to source language text can be achieved using the same
statistics, because the statistics of two texts are independent.

4. The linguistic statistics can be computed semi-automatically in advance.

5. When the equivalent translation list includes a high-frequency word in addition to the suitable
transtation, the method with only target language statistics tends to choose the high-frequency
word as a translation. DMAX Criteria can avoid this problem,

6. When the (co-Joccurrence frequency is very low, both DMAX Criteria and the method with only
target language statistics cannot select suitable transiation. However, with DMAX Criteria, we
can check this before applying the method.

We are preparing further experiments on a large-scale hybrid machine transtation system with rule-
based method and DMAX Criteria for selecting equivalent translation.
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