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Abstract

In this paper, a statistical approach to structural disambiguation of verbal phrase is
discussed. Instead of hand-coded semnantic knowledge that raises knowledge acquisition
bottleneck problem, it is proposed to use collocations in resolving structural ambiguity.
Since simple collocations do not carry information about the strength of semantic
relationship, some types of ambiguity cannot be resolved by using them. They are
augmented with information-theoretic concept of mutual information, so that they can
reflect the strength of semantic relationship. Augmented collocattons can be acquired
automatcally from text corpora. A new concept of confidence measure is also proposed that
can be used as a pood criterion to mdicate the reliability of attachment. Experiments
validated that the confidence measure is closely related with the accuracy of attachment.
Once a threshold is set empirically, a machine translation systemm can have the
self-critiquing capability, that is, a capability of guessing whether the attachment

determined by itself is correct or not.



1. Introduction

The demand for a fully-automated high-quality machine transiation system is high and
growing in our information-saturated world. Many researchers have thrown their efforts
into building such a system. As a result, there have heen great technological advances
during the last several decades. The current state of the art in machine translation is,
however, not yet satisfactory, even though it is encouraging. We can enumerate several
reasaons for this. Among them and the most important are the knowledge acquisition
bottleneck probklem and the lack of self-critiquing capability.

Machine translation requires an enormous amount of kKnowledge. During the early
yvears of machine translation research, the knowledge had been encoded by hand. Though a
laboratory prototype of a machine transtation system can be constructed in that way, it i1s
difficult 1o upgrade its quality to a practical systemn because of the so-called knowledge
acquisition bottleneck problem. The more we want owr system to know, the more we have
to hand-feed 1t. This 18 a very difficult, expensive and time-consuming task. Therefore,
autormatic knowledge acquisition has emerged as one of the immediate challenges for the
development of a practical machine translation system. Interesting ideas have been proposed
on autornatic acquisition of knowledge from various sources such as on-line dictionaries (or
machine-readable dictionaries), encyclopedias, text corpora ete {4, 5). Clearly, this line of
research is helpful not only to scale up a prototype to a practical system, but also to apply
the systemn to another domain of discourse. The knowledge acquisition hottleneck prohlem
seems to be conquered someday in the future.

There remains another serious problem that has been neglected so far. That is the
lack of self-critiguing capability. A machine translation system dees merely produce the
translation of source texts, and it does not guarantee the quality of the translation. The
translation may not be frue to the originals (source texts), but the system does not issue
any indication of ill translation or at least the possibility of ill translation. Therefore, an
additional process of post-editing is assumed 0 be nececsary If the system is to be used
practically. A human reviewer should review the translation thoroughly and revise errors.
This has been regarded as a matter of course because of the fact that even a human
translator does not always translate accurately. In this point of view, there seems to be no
differences between a human translator and a machine transtator (a machine translation

system). A human translator is, however, different from a machine translator in that the
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human translator has the capahility of guessing whether the translation 15 correct or not.
That is, he or she has the self-critiquing capability as it is called in this paper. The
human translator can put a special mark on those sentences which translation, he or she
thinks, may be wrong, so that the reviewer may review only the marked sentences with
special carefulness. The reviewer does not have to waste his or her time reviewing the
unmarked sentences which are potentially well-translated. The total amount of time
consumed in the process of translate-and-review could be reduced considerably. In the case
of machine translation systemn without self-critiquing capability, a human reviewer should
review all the sentences generated by the system because the system cannof tell potentially
ill~translated sentences from well-translated sentences. Much time will be wasted in the
process reviewing well-translated sentences. This can bhe avoided if the machine has a
self-critiquing capability, that is, the capability of guessing whether the transiation is

correct or not.

In this paper, we will discuss how to implant the self-critiquing capability in a
machine translation system. As a starting point towards a system with such a capability, a
statistical approach to the resolution of structural ambiguity of verbal phrases will he
discussed in the paper because structural ambiguity 1s the main source of poor translation
in English-to-Korean machine translation. In English, phrases such as prepositional phrases,
to-infinitives, present participles etc can be used as verb modifiers or noun modifiers
without morphological change In Korean, however, different postpositions or endings are
used, depending on whether the phrases are used as verb modifiers or noun modifiers.
Therefore, if stuctural ambiguities are not resolved in source texts, Korean texts generated

by the system will not carry the accurate meaning of source texts.

Knowledge for structwral disambiguation is represented in collocaitonal form and is
automatically acquired from corpora. Since in some cases the structural ambiguity cannot
be resolved by using simple coliocatons, simple collocations will be augmented with
information-theoretic concept of mutual information. The concept of confidence measure is
also proposed in this paper that can be used to indicate the rehahiity of attachment.
Experiments validated the confidence measure is closely related with the accuracy of
attachment. Two corpora were used in the experiments. The one is a small corpus of
51,235 words collected from IBM computer manuals. The other is scientific abstracts
provided by the U.S. Department of Energy and consists of 1.6 mllion words. Once a

threshold is set empirically, a4 machine translation system can have the self-critiquing



capability of guessing whether the attachment determined by itself is correct or not.

2. Structural Disambiguation Using Simple Collocations

2.1 The Definition of Simple Collocation

In a natural language, there are restrictions on words that can co-occur in a sentence with
a particular word. For example, we can say a heavy smoker or strong teg, but not g
strong smoker or heavy fea. This example shows that heguy can co-occur with a smoker
in a sentence but not with tea and. simlarly, strong with te¢ but not with a smoker
These restrictions can be represented hy the concept of collocation. In a natual language [,
the collocaton of a word w is defined to be a set of words that co-occur with w in
common usage of the language, and 18 denoted in this paper as gQw) where g indicates the
grammatical function of the words in the collocation to the word w. For example, sub{w)
and obj(w) represent those words that collocate with a verb w as subject and object of w,

respectively. glw) can he formally stated as {ollows,

glw) = | w;iw: €L and w, collocates with w }

Collocatons thus defined are called Simple Collocations in this paper.

Simple collocations can be automatically acquired from text corpora. A syntactic parser
produces syntactic sketches in which structurai ambiguity remains unresolved. Word pairs
of interest are exiracted from the syatactic sketches. Only predicate-argument pairs are

necessary for structural disambiguation of verbal phrase Consider the following sentence,
(1} The CONNECT command can include a user id to identify the user.

From the syntactic sketch of the sentence, it is caphured that the noun command is the
subject of the verb include. Therefore, command is added to sublinclude). Similarly, id is
added to objlinclude), and user to objlidentifyy) because they are the object of the verb

include and identify, respectively. In this way, simple cotlocations can be collected from text



corpora. For example, a set of words that can be used as a subject of the verb read, that
is, sublread) = {.., operator, person, program, programmer, user, you, ..) is acquired from
the test corpusl).

2.2 Structural Disambiguation

Simple collocations are used itn the resolution of structural ambiguity of verbal phrases, as
described in this secton. For example, consider the sentence (2). It is structurally
ambiguous because two different interpretations are possible, according to whether the

to-infinitive modifies the verb enter or the noun cormumand.
(2) Operators can enter the ESPC command to read the status of all drives.

The to-infinitive may be attached to the noun command if the noun is appropriate for the
subject of the verb read. Likewise, it may be attached to the verb enter if the noun
operator is appropriate for the subject of the verb read. As mentioned above, sublread) =
{... operator, person, program, programyner, user, you, ...} is acquired from the test corpus.
This means that operator is appropriate for the subject of read, but command is not.

Therefore, the fo-infinitive is attached to enter in the case of sentence (2).

Simple cotlocations are used in this way for structural disambiguation of verbal phrase
attachment. This approach is basically similar to the disambiguation methods that employ
semantic formulas [6) or preference rules [2). It 15, however, different from those methods
in that structural ambiguity is resolved by using simple collocations instead of semantic
features that are hand-coded by experts. In contrast, simple cotlocations are not hand-coded

hut acquired automatically from corpora.

2.3 Problems in Using Simple Collocations for Structural Disambiguation

There are some problems in using simple collocations for structural disambiguation. From

the example above, it is clear that exactly one noun should be appropriate for the subject

1 The test corpus consists of 3539 sentences (51235 words) collected from two volumes of IBM computer
marnuals,
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of an ambigucus verbal phrase. Otherwise, the ambiguity cannot be resoclved. Therefore,
there could be two types of structural ambiguity that cannot be resolved using simple

collocations. First, consider the following sentences,

(3) The storage program calls the OSMI program to store the chject in the database.
(4) The program reads the Recovery table to obtain the last record processed.

Since the subject and the object of the main sentence are the same, it is impossible to
decide where to attach the fo-infinitive in sentence {3). Now, let us look at the senterice
(4). According to our corpus, both program and table are members of sub(ebfain). This
means that they are equally appropriate for the subject of obtain. Notice that it cannot be
determined only with simple collocations which is more appropriate for the subject of the
verb obtain. Therefore, the ambiguity cannot be resolved using simple collocations in
sentence (4), either. This is one of the two types of structural ambiguity that cannot be
resolved using simple collocations. The following examples show the other type of

ambiguity that cannot he resolved using them.

(5 Only users processing RESOURCE authority can acquire space to hold tables.
(6) This type of view can also limit a user’s ability to access privilege information

in a table.

According to the test corpus, neither the noun wser nor the noun space is the member of
sublhold). This phenomenon may occur while the machine is on the way of acquiring
collocational knowledge, and will vanish in the long run as the acquisition process proceeds.
The fact that neither wser nor space is a member of sublhold) indicates that neither of
them is appropriate for the subject of the verb hold Therefore, the structural ambiguity
cannot be resolved in sentence (5). Now, consider the sentence (6). Neither tvpe nor ability
is the member of sublaccess). In this case, they are less expected to be in sublaccess) no
matter how long collocational knowledge acquisition process proceeds bhecause they are less
likely to be used as a subject of the verb access in common usage of English. This is
quite different from the phenomenon mentioned in the case of sentence (5). The ambiguity

remains unresolved in sentence (6), too.

The problem shown above arises because a simpie collocation does not carry

information about the strength of semantic relatonship. If x is a member of glw), then x is
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semantically related with w. Otherwise, x bears no semantic relationship with w. Therefore,
it is necessary to augment the concept of simple collocations, so that the augmented
collocations can reflect the strength of remantic relationship. It is augmented in the

fallowing section with inforrnation-theoretic concept of mutual information.

3. Structural Disambiguation Using Augmented Collocations

3.1 Augmentation of Simple Collocations with Mutual Information

According to Transmission o Information [3], when two words x and y have the

probabilities Pix) and P(y), the Mutual Information I(xy) is defined to be:

- P.(x, y}
i - —_ W
Tyl y) = log 2 =prap(y)

The subscript g indicates the grammatical function of the word x to the word y. The word
probabilities P{x) and Py} can be estimated by normalizing Ax) and Ay}, the number of
observations of x and ¥ in a corpus, by N, the corpus size. Simtlarly, the joint probability
Py {xy) can he estimated by normalizing f,(x,v}, the number of times that x is foliowed by

¥, by N {11. Therefore, the estimate of mutual information [,(x,») is defined to be:

[ = log,—lacoy)

fLOfy)

[f there is a genuine association between x and », then Pglxy} will be much larger
than P(x)P{y). By definition, [(x,y) will be much larger than zero in this case. Similarly, if
there 1s no interesting relationship between x and y, the joint probability FPglx,y) will be
less than or almost equal to PUoPi(y) and thus I{xy} will be less than or almost equal to

2ero.

Since simpie collocations tell us that if x is a member of glw), then x is semantically

related with @, and that otherwise x bears no sernantic relationship with w, the simple



collocations can be restated as follows:

gw = Vtw,rd | w;, € Land r; € {0,1})
B {l if w, is semantically related with w.
where r; = .
{0 otherwise.

By the definition, r; could be O or 1 according to whether w; is semantically related with w
or not. In general, however, it is linpossible to clear-cut words into two classes like that. It
is often the case that we can say @ is semantically more closely related with w; than with
w;,. Therefore, the simple collocation should be augmented so that r > i if w is
semantically more closely related with w, than with w. This can be formally stated as

follows:

gitwy = ttw,r) | w € L and r, € R |

where r; = Ig(w,w) and R is a set of real numbers.

Collocations thus defined are called Augmented Collocaitons in this paper.

3.2 The Acquisition of Augmented Collocations

The mutual information can be calculated from corpora. The basic assumption hehingd this
calculation is that words are distributed at random in corpora. For the calculation, it is
required to obtain the word and joint frequencies and the corpus size. The same syntactic
parser as mentioned in Section 2 1 used 11 obtainming them. It is trivial to obtain the word
frequencies flx) and fly) just t© count the occwrences of the word x and y in corpora.
Here is an example of how io obtain joint frequency ffixy} for subject/verh, verb/object
and word/to-infinitive pairs. Again, consider the sentence (4) in Section 2. It is shown here

again for convenience.

{4 The program reads the Recovery table to obtain the last record processed.

It is evident to increase fuw{programread) by one because program is the subject of read.
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Stmilarly, it ts also evident to increase f,(tableread) and fu;(record.obtain} by one because
table and record are the object of read and obtain, respectively. [t would be problemnatic to
determine which of fulread,to/to) and fin(tableto/to) should be increased by one, since
syntactic sketches where structural ambiguity remains unresclved are used in calculating
the mutual information. The problem is solved simply by increasing both fu.(read to/to} and
futtableto/to) by one. Increasing fultableto/to) may be thought wrong in this particular
example, hut it is less harmful on the whole because mutual information is calculated from
corpora, not from merely a single sentence. Since words are assumed to be distributed at
random in corpora, the frequency of those word pairs that have no interesting relationship
will be much lower than that of those words pairs that have genuine semantic relationship.
Therefore, the statistics will be saturated and become stable ultimately. In this way, the
joint frequencies are obtained from corpora, and then mutual information i1s calculated by
the equation given above. Table 1 shows mutual information for some word pairs calculated

from our corpus.

) y L) x y L)
.prc_]é.r;m } r.éad 4-42.. #read R " S _305
prograrn obtain 4.66 table to/to -0.72

tahle obtain 1.45 acquire tosto 252
user hold ? _ space to/to 213
space hold ? ability toto 622

Table 1. Mutual Information : subject/verb and word/to-infinitive pairs

3.3 Structural Disambiguation

When two words x and y are collocatable, mutual information for the word pair shows how
strongly they collocate with each other. By defimtion, the bigger [,(x,y) represents the
stronger semantic relationship between x and y. Therefore, when [ ixz} > [y z), the
semantic relatonship of x and z is stronger than that of ¥ and =z Suppose that it is
ambiguous whether phrase z is attached to phrase x or y, and I xy} > I (yz) It is clear

that the probability that the attachment of z to x is correct will be greater than the



probability that the attachment of 7 to y is carrect. Therefore, it is reasonable to attach =
to x in this case. Of course, this attachment might be wrong, but the probahility would be

relatively low.,

Let us give an example of using augmented collocations for structural disambiguation.
Consider again the sentence {4) in Section 2. As we have shown in the section, both
program and table are members of sub{cbtain). This means that both of them are egually
appropriate for the subject of obtain. It is because simple collocations do not reflect the
strength of semantic relationship. Therefore, the ambiguity could not be resolved using
them. Now, notice that Iuw{programobtain) = 466 > I(table,obtain) = 1.45. This indicates
that progrom is statistically more appropriate for the subject of obtagin than table 1s.
Therefcre, it is reasonable to attach the fo-infinitive to the verb read in this case. Now,

consider the sentence (5) in Section 2. It is shown helow for converience.

(5} Only users processing RESOURCE authority can acquire space to hold tables.

Since neither wser nor space is a member of subfhold), the mutual information
Lapntuserhold) and ILawispacehold) can not he defined. Thus, structural ambiguity cannot be
resolved using mutual information for subject/verb pairs. In this case, the rutual
information of word/to-infinitive pairs are used, instead. The mutual information Fi.(w fo/to)
indicates how often the word w co-occurs with fo-infiniives. An attachment is decided on
the assumption that the probability of the attachment being correct will be greater if
to-infinitive is attached to a word that co-occurs more often with to-infinitive. Since
Ltacquire to/to) = 252 > Iudspaceto/toy = 2.13, the to-infinitive is attached to the verb
acquire. Notice that the attachment is incorrect. This problem will be discussed again in

the following section.

4. Confidence Measure and its Relationship with the Accuaracy of
Structural Disambiguation

4.1 The Definition of Confidence Measure

As we have described in Section 3, structural ambiguity can be resolved by comparing the
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absolute values of mutaal information. Now, let us think about their relativity. Suppose that
Idxzy - Iy2) » 0 and fAx'2) - Lyv,2) = +0. Although z and z’ are attached to x
and x’, respectively, the possibility of the attachment being correct would be quite different
fromm each other. There is a great possibility of correct attachment in the former case
whereas there is a bare possibility in the latter case. That is, the comparison of relative
values of mutual information indicates the degree of confidence in the attachment. This is a
logical consequence of the fact that mutual information reflects the strength of semantic

relationship. From this point of view, the new concept of Corfidence Measure is defined.

When it 1s ambiguous whether phrase z is attached to phrase x or y, the ambiguity is
resoloved as described in Section 3. The degree of confidence in the attachment is indicated
by Corfidence Measure Clx,y.z) that is defined to be

Clxyzd = | Idxz) - Iy 2) |

The bigger confidence measure indicates the more reliable attachment. As confidence
measure approaches to zero, the attachment becomes less reliable. An example will clear
this point. Let us return to the sentences (4) and (5) we have discussed in Section 3. In
the case of sentence (4), the ro-infinitive was attached to read because s progran,obtain)
= 466 > Ialtableobtain} = 1.45. In the case of sentence (5), the fo-infinitive was attached
to acquire because [Lflacquireto/to) = 252 > Iulspaceto/to) = 2.13. Now, let us calculate
the confidence measure for both cases. [n the former.case, (X\program,table.obtain) = 466 -
145 = 321, In the latter case, (lacquirespaceto/to) = 252 - 213 = 0.39. These figures
indicate that the probability of the attachment being comrect 1 high in the farmer case
whereas it is low in the latter case. The relatively low confidence measure in the latter
case indicates that the attachment may he wrong and it is actually wrong as we have

mentioned at the end of Section 3.

4.2 Experimental Results

We made an early experiment to verify the relationship between confidence measure and

the accuracy of attachment. A total of 99 sentences were sampled from a test corpus that

=286 -



consists of 51,235 words collected from IBM computer manuals. Structural ambiguities were
resolved using augmented collocations acquired from the corpus. 71 sentences were
disambiguated correctly. The overall accuracy was 72%. The confidence measure varied
from 08 to 7.6. Table 2 shows the relationship between confidence measure and the

accuracy of attachment. The accuracy increases as confidence measure grows.

) Incorrect“ Tu | .Accuracym
20 i - <30 e 18 L ..6._ e o ]
.3‘0 s C <40 15 B 2 : 88%

Table 2. Confidence Measure e}nd Accuracy - the early experiment

The accuracy increases rapidly when confidence measure varies from 2.0 to 3.0 We
further examined on this range the relationship between confidence measure and the
accuracy. There are afl 24 sentences on the range. Among them, 18 sentences are
disambiguated correctly and the 6 sentences incorrectly. In the former case, confidence
measures are uniformly distributed on the range from 2.0 to 3.0. In the latter case,
however, they are clustered on a narrow range from 20 1o 2.1. The accuracy increases
very rapidly as confidence measure crosses this value, that is, a threshold. Table 3 shows

the relationship between confidence measure and the accuracy of attachment.

; Correct Encorrect Accuracy
00=C<2] . 24 % 4R%
' 47 2 - 969

21

)

Table 3. Threshold and Accuracy

When the confidence measure of an attachment is greater than the threshold, in our
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case 2.1, the attachment will be correct with the probability of 0.956. Only one attachment
will be incorrect out of 25 When the confidence measure is lower than the threshold, to
the contrary, the attachment will be correct with the probability of 048 Every other
attachment will be wrong. This experiment shows that confidence measure can be used as

a reliable criterion for deciding whether an attachment is correct or not.

We made a second experiment with the DOE corpus of 1.6 million words?. A total of
613 sentences were sampled from the corpus. The result was similar to that of the early
experiment. The overall accuracy was 72%. among 613 sample sentences, 443 sentences
were disambiguated correctly. Table 4 shows the relationship between cofidence measure
and the accuracy of attachment. It 1s interesting to compare Table 2 and Table 4. The

accuracy was 91% when the confidence measure was greater than 3.0.

_.-C-Orrect. | Incof;r‘ect | Accuracy
_ [E; __C - 10 k o 44_ ____5__6 NN .4_4% e
. 1_0-5 C\Z”g'o - 57 o ::.-,1 . 200 .
_ _20 .;C <3_D R 89 e \__39 S 70%_
. 10 g C_< _.5-.0 __ 103 B 7 D _94%
50:C s 0 100%

Table 4. Confidence Measuwre and Accuracy ' the 2nd experiment

5. Confidence Measure in Supervised Learning Model

By introducing the concept of confidence measure and by setting a threshold of confidence
measure, a machine translation system is endowed with the self-critiquing capability of
guessing whether the attachment determined by iself is correct or not. Therefore, the
systerm will be able 1o issue a warning signal when the confidence measure is lower than
the threshold, but it still has a problem. The problem is that although the system can

detece potential errors in attachment, the system cannot correct them by itself. It will issue

2 The DOE corpus consists of scientific abstracts provided by the 1L.S, Department of Energy.

- 258



the same warning signal on the same errors. [t could be prevented if the knowledge hase
is improved. In this section, a simple model of supervised learning to cope with the
problem will be discussed. A supervised learning model is a learning model that involves a
human teacher in the learning process. Figure 1 shows the learning model. The

self-critiquing capability plays an important role in this model.

I
SYNTACTIC AMBIGULTY KNOWLEDGE BASE
) || RESOLUTION
PARSER | MODULE Augmented Collocations
| T
| Vv
Source : CONF I DENCE KANOWLEDGE BASE
\ MEASURE
: CALCLULATION INTERFACE
| A
| C < threshold
: 1
! v
TRANSSER <C > threshold SUPERVISED
Al
GENERATION | LEARNING
| A
give an answer | v ask a question
> Target

Humar Teacher
(user)

Figure 1. The Supervised Learning Model

[nitially, the knowledge necessary for structural disambiguation, that is, augmented
collocations, are automatically acquired from text corpora and then stored in KNOWLEDGE
BASE, SYNTACTIC PARSER produces parse trees in which structural ambiguity remains
urnresolved. They are resolved by AMBIGUITY RESOCLUTION MODULE. i the prohability
of the resolution being correct is high, that is, the confidence measure is greater or equal
to the threshold, the potentially ambiguity—free parse tree is input to the next stage, say,
TRANSFER and GENERATION modute. Otherwise, SUPERVISED LEARNING module is
activated. The module issues a question about whether the resolution is correct or not. The
human teacher answers the question with “ves” or “no”, If the teacher answers with "no”,
the learning module will issue a request to KNOWLEDGE BASE INTERFACE to revise
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the mutual information portion of augmented collocations stored in KNOWLEDGE BASE.
Direct revision of mutual information is dangerous because it may cause the system to
behave in an unpredictable way. Therefore, the revised mutual information should be stored
in KNOWLEDGE BASE as an exceptional case. For example, suppose that I (x2) > I y.2)
and the attachment of z to x is incorrect. The mutual information f.(y.z) is revised to

IAx,z) + ¢ and stored in KNOWLEDGE BASE with the additional access key x ¢ is a

very small positive real number. The system will attempt first to access the revised mutual
information. It will access the unrevised mutual information acquired from corpora only in

case that the revised mutual information is not available.

Since the knowledge sources cannot be expected to be complete in all cases, it is
necessary to enhance the quality of knowledge acquired. Moreover, the knowledge could be
temporarily incomplete while the acquisition process proceeds. The supervised learning
model is proposed to cope with this situation. The KNOWLEDGE BASE is updated by the

automatic acquisition process and refined by man-machine interaction as shown above.

6. Conclusion

In this paper, a statistical approach to structural disambiguation of verbal phrases was
discussed. Knowledge for structural disambiguation is represented in collocational form and
s automatically acquired from corpora. Since in some cases the structural ambiguity cannot
be resolved by using simple collocations, we have augmentied simple collocations with
information-theoretic concept of mutual information. We have also proposed the concept of
confidence measure that can be used as a good criterion for deciding whether an
attachment is comrect or not. An experiment validated the confidence measure i1s closely
related with the accuracy of attachment. Once a threshold is set empirically, a machine
translation system can have the self-critiquing capability of guessing whether the
attachment deterrmined by itself is corect or not.

Since ambiguities are inherent in a natural language, decision—making is very
important in machine translation. Decision-making itself would be easy if the knowledge
were complete. In reality, however, knowledge is not complete whether it is encoded by
hand or constructed automatically. Therefore, a machine transiatdon systermn that uses the

incomplete knowledge may generate ill-translated sentences. A machine translation system
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with the self-critiquing capability could distinguish ill-translated sentences from those
sentences that are well-translated. The capability is important to a machine translation
system in two points. First, the total amount of time consumed in the process of
translate-and-review can he reduced so that the benifit of using a machine translation
system increases. Second, we can improve the knowledge base semi-autornatically and
effectively, From this point of view, we argue that self-critiquing capability should be one

of the characteristics of a machine translation system in next generation.
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