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Abstract 

This paper describes the result of our analysis of computer manuals to evaluate the strength 
of discourse constraint, due to which morphologically identical words tend to be used in the 
same way in the same context. According to our analysis, more than 90% of all the content 
words in a single chapter of a computer manual have the same word sense. For a manual 
concerning a narrow domain, such as a manual for experts, this constraint is stronger, but 
it becomes weaker with in a larger scope such as that of the whole manual, where 92.6% 
of the verbs have the same word sense, as opposed to 96.3% within a single chapter. This 
discourse constraint can be used to solve various problems in natural language processing, such 
as lexical and structural disambiguation and pronoun resolution. The results of this analysis 
offer a good prospect for the possibility of developing practical method of context processing 
that improves the accuracy of sentence analysis. However, generation of a good translation in 
a target language also involves the issue of free translation. In our analysis, free translation 
was detected in 35.5% of verbs in a manual professionally translated into Japanese. 

1     Introduction 

Improving the accuracy with which lexical, attachment, and various other ambiguities can be 
resolved in sentence analysis is one of the main issues in natural language processing. Various 
approaches have been proposed, including the case-based approach [8] and the statistically based 
approach [2]. Most of these previous approaches relied on knowledge resources, and were limited 
by a knowledge acquisition bottleneck. Thus, the focus of recent approaches has been shifted to 
an attempt to relieve the knowledge acquisition bottleneck by trying to reduce human intervention 
in the construction of knowledge resources [3]. Some other approaches construct and refer to 
the context structure in order to improve the accuracy of text analysis; however, they have been 
considered high-cost procedures that require enormous amounts of background knowledge and deep 
inference mechanisms. 

We have been developing a practical method of context processing by focusing on extracting 
inter-sentential information from the syntactic relations of morphologically identical words in dif- 
ferent sentences in the same text. In a text concerning a restricted domain, such as a computer 
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manual, the vocabulary is relatively small, and morphologically identical words are frequently re- 
peated. By hypothesizing that morphologically identical words are used in the same way (namely, 
that they are used in the same word sense, and modify or are modified by similar concepts), we 
can apply this hypothesis as a discourse constraint (word sense consistency) and discourse pref- 
erence (modification similarity) in order to solve various kinds of ambiguity in sentence analysis. 
This approach is practical in terms of the amount of knowledge it presupposes and the amount of 
computation it requires, since it basically relies only on the surface information in a text, and is 
free from the knowledge acquisition bottleneck. 

In this paper, we describe the result of our analysis of English computer manuals to show that 
there is actually a strong tendency for morphologically identical words to be used in the same way. 
and investigate the size for the scope of a text that allows the most efficient application of the 
discourse constraint. As well as analyzing the discourse constraint, we examined how each word 
in the English manuals was translated into a Japanese expression by a professional translator, and 
found that out of all the lemmas that appear more than once in the same chapter with the same 
word sense, 7.1% of nouns and 35.5% of verbs were translated into various Japanese expressions 
in such a way that they can be considered to be the results of free translation. This indicates 
that much work is required on the generation phase of MT in order to achieve sufficiently high 
quality for publication; it also indicates that there are some limitations in the approaches that uses 
bilingual corpora as knowledge resources [6] [9]. 

In the next section, we describe how we analyzed computer manuals to evaluate the strength of 
the discourse constraint, and investigate the most appropriate size of the scope for application of 
the discourse constraint to the disambiguation process described in the following section. Section 3 
describes how we can apply the discourse constraint and discourse preference to various problems in 
natural language processing, such as word sense disambiguation, attachment disambiguation, and 
pronoun resolution. In Section 4, we describe the results of our analysis of professional translations, 
examining how each word was translated into Japanese by a professional translator. 

2     Analysis of Computer Manuals 

2.1    Text Database 

We have been building a text database containing two computer manuals. One [10] is a typical 
computer manual for computer experts such as programmers and system operators, and the other 
[11] is a primer for new users of a computer. 

Figure 1 shows the structure of this database. It consists of original English sentences, their 
parsed tree output by the PEG parser [5], and their corresponding Japanese sentences professionally 
translated for publication in Japan. Question marks in the parsed tree indicate attachment ambi- 
guities. For example, the question mark at the left of the prepositional phrase, "(PP (PP (PREP* 
"in"))" indicates that in Journal Files can be a modifier of the verb Storing "(VERB*"storing" 
("store" PG))," which is located in the same vertical level as the question mark, as well as a mod- 
ifier of Messages "(NOUN* "Messages" ("message" PL))," which is located in the same vertical 
level as the prepositional phrase "(PP (PP (PREP* "in"))." Thus, the parsed trees in this database 
hold attachment ambiguities and lexical ambiguities (since there is no information on word sense). 
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and this database functions as a workbench for various kinds of experiment on disambiguation. 
Using this database, we extracted sentences for each word in each part of speech, and analyzed 

how morphologically identical words were used in each chapter of the same manual. 

2.2    Analysis of Discourse Constraint 

The precise data obtained in our analysis of verbs and nouns in each chapter of the typical 
computer manual are given in Table 1.1  Numerals in parentheses in "Repeated Words" show the 
number of polysemous words 2 that appear more than once in the same chapter, and the strength 
of the discourse constraint is calculated according to the following formula: 

(number of repeated polysemous words) — (number of multiple uses of word sense) 
(number of repeated polysemous words) 

As in the table, the discourse constraint for nouns in the typical computer manual is quite strong, 
and only a small number of words break this constraint. All are basic words such as guide, term, 
time, number, service, and source. 

Figure 2 shows data on the use of multiple word sense for number in Chapter 4, which we 
extracted from the text database. Here the word number is used with three different meanings: 

1. A position in a series (Sentence 88) 

2. An amount (Sentence 143, Sentence 144, Sentence 147) 

3. A numeral (Sentence 209) 

Figure 2 gives us the impression that writers may not intend to unify the senses of the above basic 
words, since these senses may be relatively easily distinguished by checking syntactic information. 
However, the words still tend to be used in a particular sense according to the topic or the context. 
For example, the word number is used seven times in Chapter 2, each time in the sense of "an 
amount." In Chapter 5, number also appears seven times, each time in the sense of "a position in 
a series." Thus, there is a tendency for every word to have a unified sense in the same discourse. 

Table 2 shows the discourse constraint in a manual for beginners. This manual gives general 
information on computers; therefore, the domain of the topics in this manual is much broader than 
that in a typical computer manual for experts. Comparison with Table 1 shows that the discourse 
constraint is stronger in the manual for experts, where 97.8% of nouns and 96.3% of verbs in the 
same chapter take the same word sense, than in the manual for beginners, where 91.8% of nouns 
and 94.7% of verbs in the same chapter take the same word sense. This result indicates that the 
discourse constraint is stronger in a text concerning a narrower domain. 

Table 3 shows the strength of the discourse constraint on verbs in the typical computer manual 
for experts within the scope of the whole manual. Comparison with the data in Table 1 indicates 
that the discourse constraint within the scope of a whole manual (92.6% word sense consistency) 

1 Numerals in parentheses in "Number of Multiple Uses of Word Sense" in "Verb" data indicate the numbers of 
words that are used with multiple senses in the same chapter but only as a part of idioms, and that can be easily 
distinguished from others by checking their syntactic information. 

"Polysemy of each word is based on the number of definitions given in LDOCE [12]. 

-185- 



 

-186- 



 

is much weaker than the discourse constraint within the scope of a chapter (96.3% word sense 
consistency). 

In order to investigate the size for the scope of a text that allows the discourse constraint to be 
most efficiently applied, we should consider both the strength of the discourse constraint, which is 
stronger in a smaller text, and the frequency of morphologically identical words, which is higher 
in a larger text, so that more information for disambiguation can be extracted from the context. 
As shown in Table 1, chapters with fewer than 2000 words have relatively low frequencies of 
morphologically identical words (under 80%), and in terms of efficient application of the discourse 
constraint for a disambiguation process that we describe in the next section, a higher frequency 
of morphologically identical words ensures a higher accuracy of disambiguation; thus, we presume 
that a chapter containing around 2000 words is the most appropriate scope for a discourse. 

3     Context Processing Based on the Discourse Constraint 
and the Discourse Preference 

In this section, we describe how the discourse constraint can be used to solve various problems in 
natural language processing. 

3.1     Word Sense Disambiguation 
Most previous research on word sense disambiguation has been focused on semantic consistency, 
which is calculated by using lexical resources such as an example-base [8], and usually applied 
within a sentence. This work has been limited by at least two factors: (1) a knowledge acquisition 
bottleneck and (2) a lack of contextual information. 
For example, consider the phrase 

(3.1)  Role of an operator. 
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This kind of phrase is often used as a section heading. It does not contain sufficient information for 
disambiguation of the word sense of operator. The word operator can be (1) a person who operates 
a machine, or (2) a logical operator for computation, since the word role is semantically consistent 
for both senses of operator. In this case, the word operator is likely to be used in other sentences 
in the same text, and some of them might contain sufficient information to allow disambiguation 
of its word sense; for example, 

(3.2) Contact the operator to find out... 

(3.3) The operator is responsible for the daily operations of the... 

(3.4) Operators should keep this guide handy to use as a reference... 

When the discourse constraint is applied so that all the morphologically identical words have the 
same sense, the sense of operator in (3.1) reflects the result of disambiguation of other sentences 
that may contain sufficient information to allow disambiguation of the word sense of operator. 

This approach is not a solution for the knowledge acquisition bottleneck. It requires a previous 
method in order to disambiguate word senses in at least one of the sentences, but it improves the 
overall possibility of obtaining a correct word sense. In the conventional approach, the possibility 
of correctly disambiguating the word sense of operator in sentences (3.2) - (3.4) above depends 
on the lexical resource. In our approach, as long as the lexical resource contains sufficient infor- 
mation for disambiguation of operator in one of the sentences, the result of this disambiguation 
can be referred to by all the other sentences. In this respect, our approach relieves the knowledge 
acquisition bottleneck. Moreover, for practical applications in natural language processing, a lack 
of consistency in the interpretation of morphologically identical words often confuses users. 

3.2     Structural Disambiguation 

The previous methods of structural disambiguation have much the same limitations as word sense 
disambiguation. They also depend on lexical resources such as example-bases [8] or on-line dictio- 
naries [1], and can usually be applied only within a sentence. 

In order to identify the importance of context for attachment ambiguities, consider the following 
well-known example: 

(3.5) He saw the girl with a telescope. 

In this sentence, the modifiee of with a telescope can be saw or the girl, depending on the context. 
If a sentence such as 

(3.6) He bought the telescope last weekend. 

follows (3.5), the information on the telescope in this sentence provides information that helps to 
determine the modifiee of with a telescope. 

The next example is extracted from the same page of a computer manual: 3 
3 Some modifiers have been omitted to simplify these sentences for illustrative purposes. 
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(3.7) Printing documents in batch 

(3.8) Printing in batch means to print a large number of documents in one stack. 

(3.9) The documents are collected in the libraries until it is convenient for you to print 
them. 

Sentence (3.7) is actually the title of a chapter. In this phrase, in batch has an attachment 
ambiguity, since it may modify either Printing or documents. In this case, the information in (3.8) 
can be referred to, since it also contains batch. Because the modifiee of in batch in (3.8) is uniquely 
determined as printing, application of the discourse preference so that morphologically identical 
words in the same discourse modify or are modified by similar concepts determines printing to be 
the modifiee of in batch in (3.7). 

3.3     Pronoun Resolution 
In this paper, we divide pronoun resolution into two steps: 

1. Selection of candidates for an antecedent, using syntactic information 

2. Selection of the correct antecedent from the candidates, using semantic information. 

Here, we do not consider cases in which the antecedent does not explicitly appear in a previous 
sentence. In fact, we could not find such a case in the computer manuals that we analyzed. 

Step 1 can be performed with syntactic information by checking the number and gender of 
each word in previous sentences, and the order of preference among the candidates can also be 
determined from syntactic information, as proposed by Hobbs [4] and Sidner [7]. In most cases, 
the number of candidates selected in this step is relatively small as long as candidates are searched 
for among previous words in the same sentence or the preceding sentence; therefore, a simple filter 
for checking number and gender may be sufficient for this step. 

Step 2 requires semantic information, since each candidate selected in Step 1 can be the an- 
tecedent, at least as regards syntactic consistency. Here again, previous methods for determining 
semantic consistency have much the same limitations as those we described for word sense disam- 
biguation. Our proposal is to apply the discourse constraint and the discourse preference in Step 
2 in order to select the most probable antecedent from among the candidates. 

Consider, for instance, sentence (3.9) in the previous section: 

The documents are collected in the libraries until it is convenient for you to print them. 

The antecedent of them can be either documents or libraries, as both are selected in Step 1. 
according to the syntactic information. In order to determine which candidate is the correct 
antecedent, we should know which is appropriate as an object of print. To select documents 
in a conventional approach, a knowledge resource must contain some description indicating that 
documents can be printed. For example, if semantic features are used, the semantic feature of 
documents should be contained in a possible object list of print, and this list should not contain 
the semantic feature of libraries. In another case, there might be some example that indicates a 
preferable connection between print and documents rather than print and libraries. 
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In our approach, we collect all the sentences and phrases that contain documents in the same 
text. In this case, both sentences (3.7) and (3.8) are collected. Phrase (3.7), 

Printing documents in batch, 

contains explicit information that documents can be an object of print in both of the phrases: thus. 
through application of the discourse preference, documents is selected as the most likely antecedent 
of print in (3.9). 

4     Analysis of Human Professional Translation 

In this section, we describe the results of our analysis of professional translations. By using the 
same data as for the analysis of the discourse constraint, we examined how each word was translated 
into Japanese. 

Table 4 shows the numbers of difference in the translations of morphologically identical words 
that appear more than once in the same chapter with the same sense. From this result, it is 
clear that morphologically identical words used in same sense may not be always translated into 
an identical expression in the target language; in particular, predicates tend to be varied when 
they are translated into a target language. To be precise, 7.1% of nouns and 35.5% of verbs 
of morphologically identical words repeated in the same chapter with the same senses were not 
translated into the same expressions in Japanese; moreover, they were often translated into entirely 
different expressions in Japanese that cannot be regarded as having counterparts in the source 
sentences without considering the discourse or background knowledge. 

One of the two computer manuals we analyzed, the typical computer manual for experts, was 
translated by using an output of machine translation; thus, the translator began by editing a 
text in which morphologically identical English words used in the same sense were translated into 
identical Japanese expressions; therefore, the degree of variation in expression indicates the amount 
of rewriting done by the human translator. This indicates that no matter how accurately an MT 
system can analyze a source text, the generation mechanisms of current MT systems are limited 
in their capability to generate texts of sufficiently high quality for publication. 

 
During our analysis of English computer manuals, in which our aim was to determine the scope 

of also, which basically consists of comparison of the correspondence of concepts in two sentences, 
we found that most nouns were repeated with the same expressions unless they were replaced with 
pronouns or definite expressions such as this, that, and the; in comparison, predicates were often 
repeated with different expressions. For example: 

A has B. → A also includes C. 

A contains B. → C is also included in A. 
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By sharing folders, you can... → Sharing folders allows you to... 

Sometimes, predicates were expressed in both verb and noun forms. For example: 

The attachment of A to ... → A can also attach to ... 

The database supports deleting and reorganizing records. 
→ Database support also allows a record-level file definition. 

Such changes of expressions for predicates may improve the readability of the text; however, the 
necessity of implementing such a mechanism in an MT system depends strongly on the purpose 
of the system. Current MT systems have not yet reached a level at which free translation can be 
considered, and therefore we refrain from any further discussion of the matter here. 

The results of this analysis also indicate some limitations of the approaches that  uses bilingual 
corpora as knowledge resources, since the considerable amount of free translation in bilingual 
corpora may cause difficulties in matching corresponding expressions in two languages. 

5     Conclusions 

We have described the result of our analysis of computer manuals to show that there is actually a 
strong tendency for morphologically identical words to be used in the same way, and that a chapter 
consisting of around 2000 words is the most appropriate scope for the application of the discourse 
constraint in order to solve various problems in sentence analysis. 

We have been developing a practical method of context processing by focusing on extract- 
ing inter-sentential information from the syntactic relations of morphologically identical words in 
different sentences in the same text. Our preliminary analysis shows that the frequency of morpho- 
logically identical words found in computer manuals is remarkably high (on average, in 12 computer 
manuals, 91.6% of all content words can be found in other sentences in the same manual, and 78.0% 
of all content words can be found four times or more in other sentences in the same manual), and 
that those words are usually repeated within a small area of a text (in more than 90% of all cases, 
morphologically identical nouns were found within 36 successive sentences, and in more than 72% 
of cases, morphologically identical nouns were found within 10 successive sentences). The results of 
the analysis in this paper, along with the results of our preliminary analysis, offer good prospects 
for the success of our approach to improving the accuracy of sentence analysis. 

The results of another analysis that we made indicate that generating a good translation in a 
target language also involves the issue free translation. However, free translation may conflict with 
the preservation of consistency in translated expressions, which is widely considered to be a good 
feature of practical MT systems currently on the market. This issue may lead to a discussion on 
the direction of MT. 
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