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Abstract

One of the most difficult problems in machine translation is how to deal with those
expressions that cannot be transiated compositionally from the translations of the parts.
From a bilingual point of view, such expressions can be thought of as idioms. And
another problem is the ambiguities in analysis. To cope with these problems. we developed
an idiom-based approach., In the approach, idiomatic expressions are translated based an
idiom recognition and it is performed before parsing to reduce the ambiguities that can be
resolved prior to parsing. In the idiom recognition, i an idiom is matched successtully and
it 15 estimated to be safe, the dependencies between the words matched by the idiom are
{ixed. Therefore, the parser need not attempt to find out alternative dependencies hetween
the words. The safety of an idiom 18 determined based on the dispersion ot its
constituents i a sentence. The experimental results show that most of the idioms can be
estimated to be safe and that almost all of them. including discontinuous ones. are

recognized correctly before parsing by the idiom recognition mechanism.

1 Introduction

In machine translation, it is well known that there are a lot of expressions which cannot
be translated by word-to-word translation. The translation of such expressions is one of

the focal issues in current machine translation syvstems. In traditional rule-based transfer

approach. the knowledge necessary to the translation of the expressions is encoded in the
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complex form of rules. But the development of the rules is a very difficult and time
consuming task. It causes a serious problem -- knowledge acquisition bottleneck
[Santos90, Sato81]. To overcome such problem, we propose an fidiom-based franslation

approach where the expressions are translated based on (diom recognition.

In this paper, idioms are defined as those expressions that cannot be translated
compositionally from the manslations of the parts [Santos90). If an expression cannot be
translated without structural changes or the changes of dependency relations, it is regarded
as an idiomatic expression according to the criterion of the idiom. For example, the
expression 271/ (cold/LOCATION) 2] /thbe-hung/ENDING)', whose meaning is "catch
cold’, 1s classified into idiomn. Because the dependency relation of "Z7|" is changed from
LOCATION' to "OBJECT' in Karean-English wanslation. In contrast, the expression 2/
2 (medicine/OBJECT) 2 /THeat/ENDING), whose meaning is ‘take a medicine’, is not
regarded as an idiom, though it cannot be translated by the default translations, the
translations of the words m general cases, given In the parentheses. Because If can be
ranslated  without  structural chuanges  or  the changes of dependency relations  in
Korean- English translation. Such expression 1s called a colfocctional expression 10OK92) and
can be rranslited more easily than idioms. The former example shows the bilingual
viewpoint of idioms well. since it 1= not an idiom in Korean but it belongs to idioms in

Korean- English translation.

Through the examination of corpra, it 15 noticed that the idioms have some good
properties. One of the important properties is that idioms show a strong tendency to the
localization of their constituents. In other words, when an idiomatic expression appears in
4 sentence, the possibility that the constituents are dispersed widely in the sentence is
very low. This means that most of the idioms including discontinucus ones can be
recognized correctly without knowing the glohal structure of the sentence. For example,
long other constituents may intervene hetween the two words of the idiom 7710 Hel/
t}, but the cases are very rare in real sentences. Another property is that in case of an
ambiguity between literal and idiomatic readings, there is clear preference for the idiomatic
reading [Linden®l. In consideration of the properties, idioms are recugnized prior to
parsing in the idiom-based approach, and when an expression is recognized as an idiom,
all the other interpretations for the constituents are wnored in parsing and transfer. Thus,

not a few ambiguities can be resolved gracefully hy the idiom recognition hefore parsing.
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This paper describes an overview of the idiom-based translation approach, especially
focusing on the idiom recognition mechanism in Korean-English machine translation

systern.

2 Idiom-based Machine Translation

Figure 1 shows the basic configuration of the idiom-based translation system. The idiom
database, which 15 a collection of idioms, 15 the man Knowledge source of the system.
The idiorn recognition component retrieves candidate idioms from the idiom database and
identilies those expressions that are matched by the idioms. The parsing component
detormines the dependencies not identified by the idioms and produces a source language
dependency mee after ambiguity resclution. In tranasfer. the target expressions of the
ldiomatic consttuents and nomdiomatic constituents are composed to fit for the target
lunguage. The target expressions of the idiomatic constituents are given by the idiom
recognition component and the target expressions of the nonidiomatic consotuents are
chosen in this component from the hbilingual dictionary. During the composition, the
matching relations of the idioms, which are produced in the 1diom recognition, are helpfully
used. The target language dependency tree, the result of the transfer component, is then

passed t0 generaton component, not shown here.

word 118t

v

[diom Recognition !|< B Idiom Database JJ

===

v v

i Parsing ll‘——> Transfer
S N

|
1
|

GI
dependency Lreée

Figure 1. Basic contiguration of idiom-based translation



3 Representation of Idiom

The idiom database contains Korean-English bilingual idioms. Every idiom is stored in the
idiom database so that it can be retrieved by its main word and part of speech. To
recognize 1dioms correctly, especially before parsing, and to give precise translations for

the idiomatic expressions, the representation of idioms is important.

An idiom ([D) consists of a source expression (SE), a target expression (TE), a set

of special constraints {(C5) and a set of comrespondence links (CL).

(1) 1D = <SE. TE, Cs. CL>

Two examples are shown below. The SE of (2} is not an idiomatic expression from a
monolingual point of view in Korean but the SE of (3) is an idiomatic expression in

Korean. too.

T position number
([cold-LOCATION] be-hung]
© => gatch cold

{2y <Lz 7lsefl Hels-1.

[catcﬁ/v [cold/O(BJ.n]L
{1.

L B I v IV

{3y <[[[a2] 2/E] BEE/-]. : [{[A/RELATIVE] bound-nouns0BJECT] don t-know)
[A/MAY ], D= may A
{AJCOY 2, AJCEZ2 30},
{trvony

As shown ahove. the SE is a korean dependency tree of idiom units (IUs) for an
idiomatic expression. An IU consists of a4 hase part and a suffix part. The bhase part
describes the hase form of an IU. It may be ether a lexically fixed form or a varable,
The former is called a “"constant base”, the latter a "variahle base”. Every [D has at least
one constant base IU. The variable base can match any words if no special constraint 1s
given for it. The suffix part represents the dependency relation hetween an IU and its
governor I by the representative suffix form. Hereafter, the term “suffix” will be used to
indicate the inflectional suffiz, such as Korean postpositton or ending. which represents
grammatical relation. Korean is a head-final language. Therefore, all the dependents come

before their governor in a sentence. [t is the same in SE. so the governor U comes last
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in a local tree of a SE. Also, it is common that there is no ordering restriction between
the dependents even though they helong to idioms, since Korean is a partially-free word
order language. Therefore, no linear precedence is assumed between the dependents if no

ordering restriction is given in CS.

The TE is an English dependency tree of target units (TUs) corresponding to SE. A
TU consists of a base part and an information part. The farm of the base part is the
same as that of the SE. The information part can contain the information necessary to
generation such as dependency relations, parts of speech, etc. In contrast to SE, TE is
ordered between the dependents so as to make the word ordering easy in generation. From
now on, the notadons [GG) and TUG) will be used to indicate the 7th IU and the jth TU,

respectively.

Special constraints that the SE must satisfy In idiom matching are specified in CS.
Linear precedence, adjacency concitivon and constraints on variable bases can be included in
the CS. Some dioms require the word ordering between the dependents. A linear
precedence is specified in the form of LP(i)) which means that [U(i) precedex [U(j). There
are a lot of idioms that allow other constituents to intervene between the idiomatic
constituents. since the definition of idioms is extended to the bilingual one in the
whom-based approach. So, the mtervention is assumed tw be allowed if no adjacency
condition i3 given. An adjacency condition is specified in the form of AJC(j)) which means
that [UG)Y and [T are adjacent. The constraint on the variable base takes the form of
predicatetl). When 1t is specified, the predicate must be true tor the word matched by the

variable base of [U) if the idiom is to succeed in matching.

CL contains correspondence links. A correspondence link 1s a par of positions (1))

which represents that there iz a correspondence from UG to TUG) in transfer.

4 TIdiom Recognition

IFigure 2 shows the flow of idiom recognition. Idioms are recognized passing through three
steps. First, candidate idioms are retrieved from the idiom database. Then. it is determined
whether they match the word list or not. And finally, idioms that are consistent with each

ather are selected from the matched dhoms. After the <election, four results are produced.



Of the results, the selected word list and a set of idiomatic relations of the selected idioms
{IR) are passed to the parsing component. The selected idioms and noniocal idioms are

passed to the transfer component. They will be explained later in detail
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Figure 2. Flow of idiom recognition

4.1 Idiom Retrieval

The input to the idiom retrieval step iz a word list which is the result of the
morphological analysis of a sentence. If a ward has lexical ambiguities, there are more
than one lexical tokens n it. From now on, the notations WORD) and TOKENC(.j) will
he used to indicate the fth word and the fth lexical token of the ith word, respectively. In
this step, all the candidate idioms are retrieved from the idiom database with the keys
composed of the base forms and theirr parts of speech of the lexical tokens. Here is an

example of the word list.
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{4)  input sentence
DU At A7l 2F Z2Y Az 2EC
. She may catch bad cold frequent!y,

word list
words lexical tokens
10 2yEsE = 1 Z2uin)s=lap) . she
2: A%t => 1 AFHVI/- e) ; severe, bad{cath a bad cold)
30 7 => 1 ZHvas 7] inmz)solle) owind
20 ZHv) /7ol (e) T owind
3 27 (n)selicp) ; cold
4. A= = 1: AF(n} i purple color
20 2 (ad) : frequently
5. Ag => 1 Al (visa {e) : be hung
6 % T => 1: A X(n) ! map
2 2lin)/E(ap) : bound noun
70 EErE => 10 BE(vi/L (pflsTh el 1 don't Know

where, n! noun, v verb, ad:@ adverb,
cp: case postposition, ap: auxliliary postposition,
e ending, pfipre-final ending, nmz: nominalizer

4.2 Idiom Match

In the idiom match step, the idioms that match the word lList are chosen from the
cancidate 1dioms. The match between an idiom and the word list 15 considered to be
successful if everv IU of the idiom matches a lexical token for the base part and suffix
part, there is no structural contradiction between the IUs and comresponding lexical tokens
and all the special constraints in S are satisfied. A candidate idiom mav match
successfully to he related with several possible instances in a sentence. A matched idiom
(MID)Y, or an instance of an idiom, consists of the onginal idiom ID, a set of idiom

matching relations (MR) and a set of dependency relations (DR).

(5) MID = <ID. MR, DR>

MR contains matching relations hetween idiom units and lexical tokens. The matching
refation  (§,j.4) represents that Ulti) in ID has matched TOKEN{jk). DR contains the
dependency relations hetween the words matched by the idiom. The dependency relation
(i.j.r) represents that there is a dependency relaticn r between WORD(G) and WORD))
which is identified by the idioms. For example, {6) and (7) are the MIDs of (2) and (3),

respectively, for the word list shown in (4}
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(6) <Ib, {11.3.3), (2.5, 1)}, {(3.5 o>
where, 1D = (2)

{7y <In. {{1.5.1), {2.6,2). (3.7.1)}. {(156.2), (67,511
where. 10 = (3}

4.3 ldiom Selection

In selection of idioms, we must consider two points:

1. Recognition of idioms prior to parsing.

2. Selection of the best idiomis.

If the words matched by an idiom is dispersed too wide i a sentence, it is dangerous to
select  the idiom., since the possibility that the idiom is recogruzed incorrectly is
comparatively  high. Such wdioms  should not be selected n the diomn selection step.
Because the idiom recognition is performed prior 1o parsing and the global soucture of the
sentence js not Known vet. The satety of an idiom is determined based on the dispersion
of the constituents of the idiom. Also, the score of an idiom is introduced to select the
hest one among candidates. They are explained first, then the selection process will be

described.

4.3.1 Dispersion of Idiom

Before defining the dispersion of an idiom, we define the size and range of idiom first.

The size of a MID is defined as the number of idiom units in the ID of the MID.

(8) size{M[D) = the number of [Us in ID of MID

The range of a MID is defined to be:

(9) rangeiMI0) = 7 - 1 + 1
where MID=<ID., MR, DR>,
i is the minimum value such that (i .k, ri<=DR and
J is the maximum value such that {1,7.s)=DR.

Then the dispersion of a MID is defined as follows.



range(MID)

(10} dispersion(MID) =
size{MID)

The safety of an idiom is determined by the “disparsion limit value”. If the dispersion of a
MID is not greater than the dispersion limit value, the MID is said to he "locally
matched”. Locally matched idioms are selected in the idiom selection step, since the
possibility that they are recognized incorrectly 15 very low. But the selection of nonlocal

idioms is postponed till transfer.

4.3.2 Score of Idiom

The score of an idiom should reflect the possibiity of correct translation. We calculate the

score in consideration of the three main factors:

—_—

. Size of the wdioms.

]

- Size of the constant base IUs.

[

. Dispersion of the idioms.

In general, the larger the translabon unit, the more accurate the translation. If there are
more constant base IUs, the translation can-be more specific and precise. Therefore, the
idicrn with more IUs, with more constant hase IUs and with less dispersion is preferred in

the idiom selection.

The constant hase size of a MID is defined as the number of constant base idiom

units in the 1D of the MID.

P11 csize(MID) = the number of constant base [Us 1n 1D of MID

Then the score of a MID is defined as follows,

size(MID) ~ csizel(MID}
(12) score(MID) = —em——tn o2 il
dispersion{MID}

The {ollowing shows the scores of (6) and (7},
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(13) dispersicon score

(6} 1.500 2.667
7y 1,000 6. 000

4.3.3 Selection Process

In the idiom selection step, a score is assigned to every MID first. Then they are divided

into local idioms and nonlocal idioms according to the dispersion value. The selection of

nonlocal dioms is pdstponed till ransfer as mentioned above, And then the selection of

local idioms is performed. First, all the consistent subsets of MIDs are generated, then the

subset whose sum of scores is maximal is selected. If a set of MIDs
dependency constraint and the lexical token selection constraint, it is

“consistent”, The constraints are described as follows.

{141 Dependency Constraint
For a set of MIDs,

if dl and d? are dependency relations in different MIDs,
then they must satisfy the following two conditions.
{a) Unigqueness of Governor

If di=0i k.r). d2=(j.1.s}). and i=}.
then k=1 and r=s,

(b)) No—crossed Dependency

If a1=(i k,r} and dz2=0(3,1,8),
then they are one of the followings.
Lok, or
VL, ar
31 <3 and 1<k, or
i34y and k=,

t15) Lexical Token Selection Constraint
For a set of MIDs.

satisfies the

said fo

when ml and mZ2 are idiom matching relations in different MIbs,
if ml=(3,k,m} and m2={(3 k.nl, then m must be equal to n.

he

The dependency constraint comes from the general characteristics of dependency relations

in Korean. The lexical token selection constraint specifies that, in a word. only cne lexical

token can be matched by the selected idioms. After the selection of local idioms, token

selection is performed. If a lexical token in a word is matched by the selected idioms, all

the other tokens in the word are pruned. The result is a "selected word list”. For example,

{16} is the selected word hist for the word list (4),



(16} selected word list
10 2UE = 1 IW(n)/S(ap) : she
2 A => 1: AEHvI/L (e i severe, bad{cath a bad cold)
30 @47l = 1 Z4Alindseficp) i cold
41 b => 11 A}FE(n) : purple color
70 AtF{ad) ; freguently
5 AE = 1 Aelivise (e) i be hung
&: Z| L = 1 Ani/Elap) i bound noun
70 BErE = 1 BE(v)/L (pf)sTHe) § don't know

Finally, a set of idiomatic relations of the selected idioms (IR) is built. An IR consists of
the dependency relations that are fixed by the selected idioms and the relations that are
proved to he impossible due to the fixed dependency relations. Each idiomatic relation is
gither of the form (ijr) or (i,jF) (1,jr) means that r has been fixed upon as the
dependency relation between the WORD() and WORD(j). (1,),F} means that the dependency
between WORDI() and WORDI(}) 1s not allowed or a failure. For example, (17} is the IR of
the set of MIDs (6} and {7} for the word list (4},

{17y IR = {(3.5,¢l), (
(3.4.F), (3
(4,6.F), (4

56,.¢
6.F ),
RS
The selected word hist and IR are passed to the parsing component. They are used in
determining the dependencies that are not identified in this step. By using the selected
word list instead of the original word list, the parser are relieved of lexical ambiguity
resolution to some extent. And the IR plays an import role in reducing the ambiguities of
the dependencies. The selected MIDs and nonlocal idioms are passed to the transfer
compoiient. They are used in the composition of a proper target language dependency

struchire.

5 Parsing

To construct source language dependency trees, the parser apphes dependency relation
rules developed according to the Korean dependency grammar (Yoon30) The parsing
algorithm 1s basically the same as the tabular chart version of the Cocke-Younger-Kasami
(CYK} algorithm {Nijholt90] except that the entries of the parsing table are filled with nat
phrase structure trees hut dependency structure trees, since the parsing rules are not

phrase structure rules hut dependency relation rules.
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If simplified, the form of a parsing rule is as follows. (Note: The unary rules, used
only in initializaton of the chart table, will not be explained.)

(18)  vla.B)

What the rule means is that when two wordforms « and p are given, § can govern a with
dependency relation y. When the length of the word list is n, the parsing table is an
upper-triangular (n+1)x(n+l) matrix. Each table entry t,(i<j) contains the partiai trees
from WORD(i+1) to WORD(j). The final trees belong to ton. First, every t,., 1s imtialized
as the single node trees constructed from the tokens of WORDI(i+1) according to the unary
ruies, Then, t,{i-1<3) is filled with the trees that are constructed from the trees in t(i<k)
and ., (k<j). In this step, the idiomatic relations in the [K are referenced. Tt is performed

as follows.

(19} For every dl and d2 such that di&t. . dZ<t, (i<k<{3),
ta) if k. J3.r)E1R and r=F
then construct a tree where [ governs a with dependency relation r
and add it to t,;
{b) if (K,j.r)glR and there is a rule y(a,B)
then construct a tree where [ governs o with dependency relation v
and add it to t. :
where. a and [} are the top-most nodes of d1 and dZ, respectivaly,

As described above, if idiomatic relations are given in the IR, no other interpretation is
made by the parser. If the diomatic relation is a failure F, no new iree is constructed.
Otherwise, a4 new tree is constructed only for the dependency relation. Thus, the pumber
of ambiguous tees can be reduced greately due o the idiomn recognition. As a result, the
parsing performance is greately enhanced in its speed and accuracy. If there are more than
one trees, disambiguation is performed and only one dependency structure tree is passed to

the transfer component.

6 Transfer and Generation

In transfer. the selection of the nonlocal idioms are performed first. Then, the target
expressions of the nomdiomatic constituents are chosen from the bilingual dictionary by

means of the collocational translation and default translation. And finally, a proper target

language dependency tree is composed. The selection of nonlocal idioms is very easy
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compared with that of local idioms, since the global structure of the sentence has already
been determined. In the composition, the idom matching relations are helpfully used. In
generation, the word ordering is facilitated by the target expressions of the idiomatic

constituents, since they are ordered as explained in Section 3.

7 Experiment

This systemn has been deveioped for the purpose of providing commercial usage. Currently,
there are about 80,000 idioms in the idiom database. Table 1 shows the result of
comparison test. The test was performed to measure the effect of the idiom recognition.
1000 test sentences were chosen randomly from technical manuals. According to the
criterion of the idiom, 2051 idiomatic expressions are found in the sentences The
disperston limit value has heen set as 2.5 empinically in the test. Each table entry of row
2 and 3 represents the ratio of the result of the test with the idiom recognition to that of
the test without it. The test has shown some valuable results, The number of partial trees
are greately reduced due to the idiom recognition. The effect of token pruning 1s not so
great but fixing the dependencies before parsing is very effective. Moreover, the longer the
seniences, the more effective the idiom recognition. Considering that the long sentences are

hard 1o deal with in parsing. the result is very impressive.

| Sentence Length I 1-5 - 6-10 | 11-15 be- Total ‘

| (¥ of sentences) | (232) | (459) | (235) | (74) | (1600}
il i t
et ' : i =

Lexical Tokens | 0,964 | 0.926 | 0,924 | 0,916 ; 0.934 |
+ Partial Trees 0.912 | 0.738 | 0.594 | 0.461 | 0.724 H

Table 1. The result of comparisen test

Another result shows that more than 95% of the idioms are estimated to he local
when the dispersion limit value is 2.5, and that about 2% of them are recognized
incorrectly. The errors in the idiom recognition caused the parser to faill in parsing 17
sentences, mainly due to the token pruning. When the dispersion limit value is set as 3.0,

more than 97% of the idioms are estimated to be local but about 4% of them are not
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recognized correctly.

8 Conclusion

{n this paper. idioms are defined in a broad sense from a bilingual point of view. This
paper presents the idea of idiom-hased translation, that is, translation of idiornatic
expressions hased on idiom recognmition.  The representation of the idioms and the
mechanism that recognizes the idiorns before parsing are explained in detail. The brief
explanations of the parsing and transfer mechanisms in an idiom-based framework are

al=o given.

The experiment shows very promising results. Most of the idioms are local, so can
be selected before parsing. And almost all of the local dioms are selected cotrectly by
means of the idiom recognition mechanism. Therefore, in most cases, not only the best
translation can be given by this approach. but also the parsing performance s considerably
enhanced due to the disambiguation by the idioms selected before the parsing. Maoregver.

the longer a sentence, the more effective the ichom recognition.

If we increase the dispersion limut value to enlarge the coverage of local idioms,
naturally the accuracy of the idiom recognition decreases. To aovercome this problem, we
are currently developing a new idiom selection method based on statistical approach, where
the frequencies of idioms and part of speech tagging method are used. The preliminary
test of the new method shows that the accuracy of idiom recogmtion can increase 2-3%

when the dispersion limit value is 3.
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