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It is exceedingly timely that there should be, at this seminar, a high-level
scrutiny of the relations between "translator" and "machine": because, as we
all know, there is also a world-wide expansion of the need to translate.
Owing to improvements in telecommunications, the earth is becoming a global
village; but in every house of the village, the inhabitants still speak each
their different language, and this fact affects both individuals and
corporations.

In particular, the European Commission is confronted with an escalating
translation problem; and that for an exceedingly honourable reason. For,
whereas the historical solution for the "problem of Babel" was for there to
be, on a naked imperialist basis, one "language of dominance" belonging to
the nation which had conquered the other nations in the course of founding
its empire - with all other languages, belonging to the nations which had
been conquered, "languages of servitude" - the European Commission, by its
articles, has created the new conception of "Linguistic equality". Every
language of a member nation, within the Commission, is to be regarded as
the equal of every other; and every important Commission document is to be
issued in every Commission language with no one statement of it being
regarded as a translation of any other.

The establishment by law of this linguistic equality, on this scale, is
something new; like the first step of the first astronaut on the moon, it
is a "step forward" for the whole human race.

However, such global steps forward tend to be both expensive, and also to
require the development of new technology; and the step taken by the
Commission is no exception to the general rule. For both it is the case
that it makes the translation problem more urgent (there are 72 language
pairs between which to translate): and it is also the case that, within a
space of, say, two years, this step has caused a need for new technical
skills; namely, the skills needed to enable the translator to be genuinely
assisted by the machine, in order that a genuine man-machine combination
shall enable the speed and range of reliable translation to increase.

The current difficulty, however, is that the nature of these skills is not
yet understood. The reason for this lack of comprehension is two-fold.

The academic world, on the one hand, has not yet conceded that machine
translation is emerging as a specialist discipline in its own right: for
academics, "M.T." is still a, probably disreputable, off-shoot of linguis-
tics: (the more so as this downgrading covers up the fact that linguistics,
predominantly, examines only a limited corpus of unilingual material, and
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therefore lacks any adequate technique for examining the interrelations
between two or more whole languages). The data-processing world, on the
other hand, sees machine translation as just a special sort of data-proces-
sing: the fact that two whole natural languages, (at least) are involved in
it, and in what, for data-processors, is a new and unique way - all this
passes the systems-analysts by.

The result of this double failure, within the existing specialities, to
grasp the unique nature of the problem, has caused a bifurcation of the two
interests involved, with machine translation itself falling down the gap
between the two. It is not going to be until the human translator makes
himself felt, not only as user but also as designer and as manual-writer,
that further progress in obtaining a genuine man-machine translation inter-
action is going to be made. And therefore the translator must insist,
forthwith, on coming into this new discipline, on an equality with the
programmer and in a dual capacity, actively as well as passively: and, to
this end, on being provided with the detailed knowhow which he requires.

After what I have said, it will come as no surprise to learn that, since

the nature of the problem is not recognised, the knowhow for solving it is
also not there. Over the long run I think it is the academics who will

bear the blame for this; because (it will be said) they both reacted too
slowly to the pace of technological change, and also failed to observe the
emergence of a new "hard science" of transforming meaning. But, in fact,
the current situation is as much the responsibility of those who are too
close to the technology as of those who, through other academic preoccupa-
tions, are too far away.1 For those who are too close, the programmers,

are predominantly thinking about the nature of language, and the nature of
translation, only by writing actual machine translation programs, to which
they then append notations intended only for fellow programmers: and so

they see the material which they are handling, namely language, only through
"the veil of the machine".? These programmers, in my view, are indeed
bringing to light new facts about language about which academic linguists
are going to have to take note, though without realising that they are doing
so; if I did not think this, I would not think that M.T. was a discipline

in its own right. But it is exceedingly difficult for the academic
linguists to find out what these facts about language are, because, even
when the programmers do express themselves in discursive prose they use
phrases like "part of speech", "syntactic transformation", "multiple
meaning", "dictionary structure" to refer back to characteristics of the
M.T. programs which they themselves have written, and to nothing else.?
Whereas the academics specify their use of all these same phrases by
referring back to many and various literatures; those of general linguistics
language-teaching, philosophy, mathematics, content analysis, psychology of
language, Artificial Intelligence and computational linguistics,4 but never
to an acknowledged literature of Machine translation per se. So, within
this highly multi-disciplinary academic world, quite apart from already
existing difficulties of comprehension caused by the multi-disciplinary
nature of linguistics itself, we now have a new way in which, when the
systematic study of multilingualism or bilingualism is in question, two sets
of people can unknowingly "talk through" one another: namely, by use of a
whole range of terms relevant to translation, used by programmers to refer
to M.T. programs, and by linguists to refer to academic specialist litera-
tures.

And, to cap all, there is the ordinary language barrier to cross, as
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Bruderer's comprehensive bibliographies5 abundantly make plain. To under-
stand fully the currently available material on Machine Translation, the
would-be "expert" has first to make himself fluent in German, Russian,
French, English, Italian, I.B.M. Assembly language, and Chinese

Since all this variegated possibility of confusion exists, and since none
of us can do anything overnight to remove it, it seems to me that two
clarifications are above all necessary; that is, if the translator is to
move, within this new discipline, into a central position; as the needs of
the situation require that he or she should.

I. The first clarification is to determine what the essential basic
mechanism of M.T. is, as opposed to the many ways in which this basic
mechanism can be sophisticated.

In this regard, the first distinction to be made is between M.T. programs
proper, and programs for unilingual automatic syntactic analysis, which are
different. A unilingual automatic syntactic analysis program, in one
language, backed on to a unilingual automatic synthesis program, reversed
in structure from another unilingual analysis program designed for the
target language, and with an unknown area between them labelled "TRANSFER",
this is not a genuine M.T. program, because it has no specification within
itself of any basic M.T. mechanism, to form the centre of it. C'est magni-
fique, as the French general said of the charge of the Light Brigade, mais
ce n'est pas la guerre. And yet, from the time of the 60s, such structures
have been put forward on paper as being "academic M.T.", or "linguistics-
based M.T.", whereas any system founded on the basic mechanism (and which
therefore, as a mechanism, can be relied on to work) is castigated as
being "only commercial M.T."

This confusion is clearly cardinal, and must be resolved.

II. The second clarification which has to be made is to determine priority
of aim in the use which is to be made of any system of M.T.

In this regard, the first distinction which has to be made is between a)
fast batch-programmed bi-lingual M.T. and b) machine-aided online pre- and
post-edited M.T.

a) Fast batch-programmed bi-lingual M.T., at its best, goes from some
source language which is "esoteric" (in that it is known to a few Western
politicians and scientists) to a language which is politically and scienti-
fically "open" (which usually but not always means English). The prototype
of this first kind of M.T. is the Russian-English SYSTRAN, and the philoso-
phy behind it is "Better a faulty translation, most of which is comprehen-
sible than a totally opaque foreign document in an unintelligible script".

b) Online, machine-aided, pre- and post-edited M.T. is much slower and
more expensive than the first kind; but the output of it should be
indistinguishable from the best human translation. The prototype of this
second kind of M.T. is the machine-aided translation program of Loh®, where
the machine assists the man to translate mathematical texts from Chinese
into English, to a standard which enables these same translated texts to be
acceptable without further change to specialist libraries.
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A specimen of untouched batch-programmed SYSTRAN output - though not, alas,
from Russian - is given in Appendix A (1), and a specimen of Loh's machine-
aided output in Appendix A (2). The two strategies which have produced
these two vary widely; you can opt for either, but you cannot pursue both
at the same time, since whichever one you opt for will determine the whole
subsequent trend of the design of your system. Contrary to expectation,
also, it is the second type of system, rather than the first, which already
shows signs of becoming interlingualised; as can be seen overall by looking
at the flowchart reproduced in Appendix C (2).

In the space left, I will now try to say a little more about the two types
of clarification specified above, and about the human translating skills
which their development needs.

I. In another paper7 I have gone further into detail than I can here in
describing the essential mechanism of M.T. and in characterising also the
differences of orientation between a bi-lingual M.T. program with its often
crude but unique output, and a unilingual automatic syntax analysis program
with its tendency to generate many sophisticated alternatives. The fact
that most, though not all, M.T. programs include unilingual syntax-analysis
of the source language, and that many automatic syntax-analysis programs
were originally intended to become incorporated within full systems of M.T.
has tended to obscure the basic truth that the heart of any M.T. program,
no matter of what kind, has got to be a 1-1 bi-lingual dictionary match.
You can design a crude M.T. program without any syntactic analysis at al1®°®
1% and a considerably sophisticated one without any explicit use of
semantics! but you cannot have a mechanical translation program which
does not mechanically translate; and experience has shown that the essential
mechanism for producing such translation is a 1-1 bi-lingual dictionary
match operative between some source and target units of some kind.

History has tended to obscure this fact. 1In the '60s for instance, would-
be machine translation program designers used to consider it sufficient to
output many possible variants in the output language of each word in the
input language. These multi-outputting M.T. programs were interesting
comments on the translation-relation, but, as experience showed, the outputs
were not translations: those who were meant to benefit by them could not use
them. It was not until Peter Toma, in SYSTRAN, (following in this matter
on Gilbert King of I.B.M.) succeeded in causing a machine to output one,

and only one, coherent output text from each input text, and moreover
(unlike the output from King's system, which used no syntax) an output
which was very much more often right than wrong, that Machine Translation
came of age as a technology to be reckoned with in its own right (i.e. as

a skill to be distinguished from other skills).

However, if the essential and central "brute-force" mechanism of M.T. is
conceded to be a 1-1 dictionary match, two fundamental questions immediately
arise. The first is: if crude M.T. is a 1-1 dictionary match, how do we
sophisticate it? The second is: if M.T. is in its essence such a match,
what is the relation, if any, between mechanical and human translation?

A moment's reflection will show any human translator that indeed a 1-1
dictionary match can quite easily be sophisticated. To make the match,
the machine has first to be given the boundaries of the unit of text to be
matched; which is why the easiest form of match is word for word, since in
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this match the machine can "bound the match" by the spaces on each side of
the word. But the match can be extended to match longer stretches of text
than a word; it can be truncated to match shorter stretches of text than a
word. It can be made conditional i.e. made to change consequent on the
result of one or more tests, and this is where syntactic testing comes in.
And it can be transformed from a l-stage match to a 2-stage match or an
N-stage match by a match, say, into a neutral or interlingual semantic
notation and out again. But throughout any M.T. program, however complic-
ated, the first requirement is that the program must never lose the match.
Moreover, inspection of M.T. systems design shows that each variety of
match leads the program to a corresponding variety of dictionary, since
each dictionary has to be classified for "idiomaticness" in a particular
way. So skill in M.T. consists in sophisticating matches, and variegating
dictionaries, and in carrying both this sophistication and this variegation
as far as they will go.

An overall view of a considerably variegated set of matches with differing
dictionaries is shown in the SYSTRAN flowchart in Appendix C (1); but for
more detail the reader is again referred to my other paper.

This whole M.T. matching activity is, of course, very different - and in
particular it is different at first sight - from the high-level associative
skill employed by the human translator. For human translation, at its best
does not operate on the principle of finding a match, but on the principle
of finding a counterpart. The human intuitively associates a piece of
thinking, in a second culture (the counterpart) with an initial piece of
thinking, to be translated from a first culture - and to do this he has to
have knowledge of both cultures as well as of both languages. Once this
fact about the high-grade nature of the skill required for the best and
highest form of translation be admitted, it becomes evident at once that
any 1-1 match in mechanical translation, however sophisticated, can only be
of use against one common background; probably even more narrowly within
one common shared situation. So for a machine translation system to operate
effectively the two users of it, handling respectively the input and the
output, must not differ in anything except language. Under such shared
circumstances, however, the mechanical translator can indeed be of genuine
service, if only because of its indefinitely extensible memory for cliches,
acronyms and jargon. And, as well, it can serve as an analytic instrument,
teaching us more about the nature of translation itself.

II. Comprehension of the real built-in nature of the limitation, as of the
potential of M.T., moreover, at once throws light on M.T.'s two alternative
methods of development: a) fast batch-programmed M.T., operating ideally
without human pre-editing or post-editing between two languages; and b)
online pre- and post-edited, and potentially multi-lingual M.T., which
incorporates human skill and intuition into at least one stage of the
actual M.T. process. It is normally thought that these two contrast even
more than they do, in that the first of them, fast batch-programmed M.T.,
makes no use whatever of human intuitive intervention, whereas the second,
online machine-aided translation, makes primary use of the human being, and
only secondary use of the machine; but this judgment is wrong. Both methods
of M.T., in fact, make use of the intuitively translating human being:
batch-processed M.T. before and after the M.T. process; online M.T. also in
the middle of it. In SYSTRAN the area of interest in the text to be trans-
lated can be specified by the input typist by inserting a control card
which will specify a topical glossary for it; and, as well, the standard of
a piece of defective output can be pushed sharply up by writing
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particularised, context-sensitive programs to produce high-level trans-
lations of particular stretches of the text, and then re-running the program
so that the input text can benefit from its specially oriented dictionary.
It is sometimes thought, by sponsors such as Pankowicz 12 that this process
of orienting dictionary to text is illegitimate. I cannot see why. The
object of having a machine to produce translation, after all, is not (as
with chess) to take part in international M.T. competitions, but to produce
usable translations. If this is achieved by putting money and effort into
teaching already trained translators to program particularised dictionary
entries in a MACRO-language (and even more important, to use their trained
judgment to choose which such entries to program) not only are they taking
steps, at one remove, to supplement the machine's low-grade skill by their
high-grade skill, they are doing something more, which is very interesting:
namely, producing a machine-readable bi-lingual data-base which is context-
sensitive (something new in linguistics). And it is subsequent examination
of this which may quite possibly enable us to make explicit facts which are
at present only subliminally known about the translation relation itself.

In Appendix B, this process can be seen going on. For first (in B 1 ) we
see the authorised E.E.C. translations of a set of phrases, produced by
trained human translators; then (in B 2 ) the raw SYSTRAN output for the
same phrases; and lastly (in B 3 ) a sample of the many additional
dictionary entries required to make B 2 approximate more nearly to B 1.

The second method b), where M.T. is used online and with pre- and post-
editors, has already shown that it can produce output of much higher quality
than that of batch-programmed M.T.; as can be seen by looking at Appendix

A 2. But this second method can be cost-effective, that is it can pay for
itself, only if one of two background situations obtain. The first of these
is that, by using the machine online, knowledge is made internationally
accessible which would not be accessible otherwise; for instance, by trans-
lating specialist mathematical papers from Russian, Greek, Arabic or Hindi,
where the nature of the script, let alone of the language, constitutes a
"knowledge-barrier" which scientists just cannot pass. The second back-
ground situation which justifies the expense of online M.T. is the inter-
lingual one. The Translation Institute at Brigham Young University, Utah,
has the aim of translating the Mormon texts online into 500 of the world's
languages,13 and this, I think, is a particular foretaste of more general
things to come. Moreover, this type of program also requires a new high-
level translation skill: namely that of pre-editing an input text by
inserting into it cardinal structural features of the output language in
machine-readable form. This is no mean feat as any translator, even a
highly-trained one, will find if he or she will make the effort to try it.
And here is the potential of it. It is easier to learn, once for all, to
mark in, on the input, "neutral" structural features which can then be used
to synthesise ANY output language than it is to keep adjusting and varying
your conception of what has to be pre-edited in as you keep on altering

your target language. And again, as in the first case, that of programming
particularised dictionary-entries, there is a research potential implicit

in developing this interlingual skill, which is that of bringing to bear the
trained intuitive skill of translators, to help us discover more about what
a cardinal structural notation, neutral as between N output languages,
really is.
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In conclusion, in order to gather together the rather scattered argumen-
tation of this paper, I will list the basic skills which the human trans-
lator needs, if he is to participate, on an equality with the programmer,
in the development of man-machine interaction for translation. The need
for these skills, in the form in which I will now give them, emerges from
consideration of the two basic clarifications which I suggested earlier;
but I do not think that I have as yet made sufficiently clear what I think
they are.

They are the following:

Firstly, the translator has to acquire the ability to see translation as a
mechanical process sophisticating itself from a basic 1-1 bi-lingual match:
namely, of the simplest case which it is possible to imagine of the trans-
lation-relation. This skill requires the further capacity, both to assign
boundaries and shapes to translation units in any language, and also the
classifying ability to assign to these units, once found, markers which will
specify the nature and degree of any translation unit's "idiomaticity" -
that is, the way and the extent to which it differs from the basic 1-1
match. This classifying effort is cardinal to M.T. since a corresponding
type of classification has to be made, in each case, of a type of dictionary,
each type of dictionary has to handle a specific type of "idiomaticness" -
as can be seen by looking, yet once again, at the flowchart in Appendix C 1.

This first skill is no mean skill in itself; but the translators could
acquire it.

Secondly, the translator must learn to recognise classes of awkward trans-
lation-situations - "knotty problems" - which will require special
dictionary entries to solve them. He must then become able to write flow-
charts of these dictionary-entries; it will only take him about an hour to
do this last, since the comments on the flowcharts can be made in his own
words; the programmers will then be pleased to turn them into patterns of
coding. But recognising the awkward translation-situations: there lies the
skill.

When a special type of awkward translation situation keeps on recurring (as
occurs, for instance, when English past participles have to be distinguished
from English past tenses of finite verbs) then the flowcharts dealing with
this phenomenon cease to be only those of individual dictionary-entries and
become general syntactic disambiguation routines (called in SYSTRAN "homo-
graph routines").

Once all the awkward translation-situations have been identified and solved
syntactic analysis for machine translation - which also, incidentally,
becomes very abstract - reduces to almost nothing; whereas if the knotty
translation-problems have not first been identified and solved, syntactic
analysis by machine cannot be done at all.

So this second skill is cardinal, if machines are to translate; and it is
only skilled and trained translators who can supply it. When it comes to
gaining bi-lingual, or multi-lingual, or omni-lingual, insight into the
"knottiness" of knotty translation problems, such unilingual people as
philosophers, computational linguists, mathematicians, the Artificial
Intelligentsia, systems programmers, all alike founder: we are nowhere.
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The third skill which the translator requires for machine translation is
the ability both to pre-edit and to post-edit machine-readable text: but to
describe this last skill further would require a treatise in itself, so I
will have to leave further specification of it for now.

What the human translator has, however, here and now to ask himself or her-
self - that is before he or she is any older - is:

"How many of these skills which have been outlined above are likely to be
irrelevant to, or even detrimental to, my already acquired high-level
intuitive skills as a translator; and how many, on the contrary, are likely
to be enhancements of, or intensifications of, these same skills which I
already have?"

If the first, then, clearly, the translator must not touch the machine;
which means, I think, that machine translation will never really develop.
But if the second, then, in the end, even when it comes to the improvement
of human translating, a period of interaction with a machine may become
something which a translator, in these technological days, very much needs.
And the machine itself may then end up as "the translator's best friend".

For machine translation is not a piece of black magic; neither is it a
"black box" embodying a fraud, calculated to deceive (or, more likely, to
affront) the public. It is a bi-lingual extension of word-processing:

but because it is contrastive, as between languages, we can use the high-
level new skills which its realistic development requires that translators
should acquire, to discover - also contrastively - what the "deep-structure"
of the translation-relation really is: and that is something which has
remained wholly unknown, up to now.

REFERENCES

1. Hutchins, W.J. (1978) Progress in Documentation, Journal of Document-
ation, Vol 34, No. 2, ppll19-159.

2. Cincioni, Internal Document of the European Commission.

3. Toma, Peter. (1978) Sprache und Datenverarbeitung (Niemeyer, La Jolla
1/1977) . Extract from Peter Toma's article on SYSTRAN translated into
English by Frank Knowles, University of Aston, Birmingham.

4. Knowles, F.E. (1978) The Study of Languages and Linguistics - its
Context and its Ethos, Inaugural Lecture, University of Aston,
Birmingham.

5. Bruderer, Herbert E. (1977) Literaturschau, pp763-4. (Handbuch der
Maschinellen und Maschinenunterstiitzten Sprachiibersetzung, Verlag

Dokumentation, Miinchen. (Other bibliographies can be obtained from this
institute.
6. Loh, S.C. (1976) Machine Translation: Past, Present and Future, ALLC

Bulletin, Vol. 4, ppl05-113.

7. Masterman, Margaret. The Essential Mechanism of Machine Translation,
(unpublished paper for the British Computer Society, January 1979)




SKILLS TO BE ACQUIRED FOR MACHINE TRANSLATION 167

8. King, G.W. (1959) Final Report on Computer Set AN/GSQ-16 (XW-1),
Vol.VI, Information Coding and Format. (IBM Research Center, Yorktown
Heights, N.Y.

9. Nancarrow, P.H. (1978) 48,000 characters in search of a system (paper
read at the Fifth International Symposium on Computers in Literature
and Language Research, University of Aston, Birmingham.)

10. Goshawke, Walter. Spoken Languages Universal Numeric Translation
(SLUNT) (unpublished paper obtainable from the Social Science Research
Council, Survey Archive, University of Essex, Wivenhoe Park, Colchester
Essex C04 3SQ. SLUNT is a method of computer translation for all
spoken languages through a specially invented intermediate language,
Number Language, consisting of numerals.

11. Vauquois, B. (1977) L'évolution des Logiciels et des Modéles
linguistiques pour la traduction automatisée (Groupe d'Etudes pour la
Traduction Automatique - GETA, Grenoble)

12. Pankowicz, Zbigniew L. (1978) Evaluation of Machine Translation, a
position paper, p4. (paper read at a seminar at the European Commission
in Luxembourg.

13.Lytle, Eldon G. et al. Junction Theory and Application, Vol.1l, No. 1
(Translation Sciences Institute, Brigham Young University, Provo, Utah,
U.S.A.)

APPENDIX

A) Comparative M.T. Specimen Outputs

1) SYSTRAN unedited English - French output
2) Loh's Chinese - English online machine-aided output

B) The SYSTRAN Authorised Customs Vocabulary Translation Test

1) The E.E.C. authorised multilingual translations

2) Raw SYSTRAN output of the same phrases

3) Specimen dictionary entries made to correct the errors (marked by
ticks) in 2

(N.B. This very interesting experiment was carried through by Ian Pigott

and Peter Wheeler.)

C) Overall Comparative Schemata showing the Two Strategies for M.T.

1) SYSTRAN translation schema, showing the centrality of variegated
dictionary machine

2) Brigham Young Translation Institute, overall schema for multilingual
translation of Mormon Church texts.

Appendices A (1), B and C (1) are published by permission of the European
Commission.
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APPENDIX A (1)

SYSTRAN unedited English - French output

* FTJoNNTED NOIIOAHISNOD ¥I1 DEAY INVAV NI
AIsEEEd 4004 1E STANIOLHOO SNOIINTOS ST HNO0d EATIIVAVHL #n0d * SICITNOIIATC $IT SIINOL HA LIJACA NI
* NEN $30 SSYMDNITIIA n¥ LNZHOIOMEST RAZLJOUNT ‘TISSHODED T4 S4N0 §30 IYGRROFET NOINAELY YT B SIYLINSIEY 537

* ®J04NT BRIATING HIIM OYIAY SSTEd ANV SNOILL'IOF INIOL HOZ WMOM O * SIIJTADIJAIC ARL 'TTY IIILSEq
‘ @NIN FEL 40 STIHONITIIA 3IHI OL SEIHIIM SUYIE TIONNOD HYIJOHNd AHIL 40 ONITITW YITGWEDIA FRL 40 THOOLNO THI

© HRIALERY
¥2 SEADINONOORE $ANBIITTOL SHATT SHVA SAVAWIH SIVLIED €3T ¥vd YOVId BI4d ST FHINT SNOILOIAYHINGG S3Q
FONTOUIHRE T 29 RONVJICH ST2Al WSIHOILOILOHd NO SWEA FDOHNYAHIL W1 SIWEEL ¥ ACINVHARWGOED ¥1 HYd 4STHd GCEDY .1

* JALIVE I3 OL SRATOITOd DIKWOMODI HIFEL NI STLVES ¥3EWIW JHI X8 13F $STVOD FHI NIIMLEE SNOIIOIAvyIfoD
d0 FONZDHTHT HHL ONY HEINOIZOILOUd AVIUASIAIM SAYYMOL QNITEL HHE JITAYNI ILINOWKOD THI X RENYI HOILOY

* SOON FUFSINYEd 1ST SIVAOYH $01d I0d INYNILNIVH STEHTS TTTH ' INVGNIIZO

* 80 GHIHIE SI ISHOM NAL IYHL SWITS MON T1 * HIATAOH

* 94 S01d TYOONT S¥d ISTiN #I6T € AATTIR 1 SNYQ SLIAVNOHWOORD ¥T INR4JY4d 1Ad NOISTIOTEE ¥1
* MHAD 3HI JON SI #46T 40 TTICIH ZBL NI ALINOWROD ZHL LIH BOIHM NOISSIOTY FHI

* UANNIZNOD YAO0d ALOENZE 41 0 HOLLOHAYISNOD
¥1 LT AILHYQISKYEI TUIdy IST FELITLIO05 ¥1 IS IOVH SN'Td INVSIA NE J3 SIOVOISST S0Td STIOOHLIEN $34
LNY1doaY KT SADNVISNOOYID S3a IEDNYHD ¥ ¥2 8ILSNCY 1100 'TI INTOYN INAWWOD 34 NOIIVZITYRE IIVIIE IVITNSTES AT

* FNNIINGD OL FJI04NT A0 ONIATIGNE FHE GNY ARKEGISNYHI %6 OL 5T AJRIOOS 21 HANDIN m“.zu_.zu.d ANy’ BGOHIEN
ILNIIDIAIE FAOW DNIIGOAY 18 SIONVISHNADYID QEDNVHD OL IEArdy OL SI X1 INTDEN MOH 40 NOILVEITVEH FHI SYM JIGSTH THL

* INT T INVSSIDENS ¥AYINOS I8 SENDINONOOES SIWIZ2IMOHd XNY ,NdSAL F0¥d LIvd Id IJIEd 37 SIvd ¥ 3d0UNIED
' SANAZINIHA SAYI2IIVH 630 I TIDHRMIC FNA SHYQ TLIAYAOYI TEIONd ¥S 99 FOMAQTANS 7T ODIAV EIAIIVIAC BEINOHINCD
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APPENDIX A (2)
Loh’s Chinese - English online machine-aided output

ON THE TRANSGRESSION OF CHARACTERISTIC FORMS

WU GUANG-LEI
( PEKING UNIVERSITY )

( RECEIVED DEC. 5, 1974)

FIBRE BUNDLE THIS KIND STRUCTURE, HAS THE FUNDAMENTAL IMPORTANT
SIGNIFICANCE IN DIFFERENTIAL GEOMETRY, WHICH NOW LOOKS VERY OBVIOUS.

THIS VIEWPOINT IS RAISED BY CHERN SHEENG-SHEN IN THE 40S, FIRST
EXPRESSED IN DETAIL IN A SHORT PAPER M WRITTEN BY HIM CONCERNING THE Gauss-

Bonnet FORMULA IN 1944 : LET X BE A COMPACT RIEMANNIAN MANIFOLD, THE UNIT
VECTOR ON X FORM A SPHERE BUNDLE Y. THE " TOTAL CURVATURE " OF
RIEMANNIAN MANIFOLD X CAN BE EXPRESSED AS A CLOSED DIFFERENTIAL FORM A
ON X. THE COHOMOLOGY CLASS OF A CORRESPONDS TO Euler CHARACTERISTIC
NUMBER. CHERN FIRST POINTS OUT: THAT THERE EXISTS A DIFFERENTIAL FORM M

ON THE SPHERE BUNDLE Y SUCH THAT M = A , AND 1 RESTRICTED ON THE
FIBER THEN SHOWS THE FUNDAMENTAL CLASS OF THIS FIBER. THIS PROPERTY OF
THE DIFFERENTIAL FORM A IS THEN CALLED THE TRANSGRESSION, IS CALLED
THE TRANSGRESSION FORM OF A. THE MAIN POINT IN THE PROOF OF CHERN
SHEENG-SHEN IS TO CONSTRUCT A TRANSGRESSION FORM IN DETAIL. HERE IT
FURTHER SHOWS ALSO THE APPLICATION AND POWER OF E.Cartan METHOD. IN 1959, Eells
GENERALIZED Gauss-Bonnet FORMULA TO Stiefel-Whitney CHARACTERISTIC cLAsS!™.

IN 1942, ourpsirnn GENERALIZED Gauss SPHERICAL MAPPING, INTRODUCED Tlonrpsiruu

CHARACTERISTIC CLASS ! HE PROVED IN 1944 THAT Monrpsirnn CHARACTERISTIC CLASS
OF REAL COEFFICIENTS CAN BE EXPRESSED BY THE POLYNOMIAL OF RIEMANNIAN
CURVATURE!.

IN 1946 CHERN SHEENG-SHEN INTRODUCES CHERN CHARACTERISTIC CLASS[Z]

ON THE COMPLEX MANIFOLD. AND ALSO PROVED THAT THE TRANSGRESSION IS ALSO
THE CHARACTERIZATION OF THIS CHERN CLASS.. LATER THIS THEORY IS
GENERALIZED TO THE GENERAL FIBRE BUNDLE[3].

66 *



170 M. MASTERMAN

APPENDIX B (1)
The E.E.C. authorised multilingual translations

Source

4. F ristourne totale ou partielle des droits
E total or partial drawback of duties

5. F alléger les formalités imposées au commerce
E to reduce formalities imposed on trade
to reduce trade formalities - GUD

6. F trafic entre les Etats membres
E trade between member states

7. F Etat membre exportateur
E exporting Member State

8. F union douanieére
E customs union

9. F élimination des droits de douane entre les Etats
membres
E elimination of customs duties between Member
States

10. F droits de douane a 1l'importation et a 1'exportation
E customs duties on imports and exports

11. F les relations commerciales mutuelles
E trade with each other

12.F les droits de douane a 1l'importation sont
progressivement supprimés

E the customs duties on imports shall be
progressively abolished
shall be progressively eliminated - GUD

13. F période de transition
E transitional period

Traité CEE
art. 10,1

Traité CEE
art.10,2,1

Traité CEE
art. 10,2,2

Traité CEE
art.10,2,2

Traité CEE
chap.I,titre

Traité CEE

chap.I,sect.1

Traité CEE
art.12

Traité CEE
art.12

Traité CEE
art.13,1

Traité CEE
art.13,2



14.

15.

l6.

17.

18.

19.

20.

21.

22.

23.

24.

25.

SKILLS TO BE ACQUIRED FOR MACHINETRANSLATION

F droit de base sur lequel les réductions

successives doivent etre opérées

E basic duty to which the successive reductions

shall be applied

F droits de douane a caractére fiscal
E customs duties of a fiscal nature

F abaissement de 1l'ensemble des droits
E reduction of customs duties as a whole

F les droits sont abaissés de 10% a chaque palier

de réduction

E the duties shall, at each reduction, be lowered

by 10%

F taxe intérieure
E internal tax

F commerce international
E international trade

F réduction des entraves aux échanges
E lowering of barriers to trade

F droits du tarif douanier commun
E duties in the Common Customs Tariff

F territoire douanier
E customs territory

F droit appliqué
E duty applied

F calcul de la moyenne arithmétique
E calculation of the arithmetical average

F le tarif des pays du Benelux
E the tariff of the Benelux countries

171

Traité CEE
art. 14,1

Traité CEE
art.17,1

Traité CEE
art. 17,1,1

Traité CEE
art.17,1,2

Traité CEE
art.17,3

Traité CEE
art.18

Traité CEE
art.18

Traité CEE
art.19,1

Traité CEE
art.19,1

Traité CEE
art.19,2,2

Traité CEE
art.19,2,2

Traité CEE
art.19,3,d
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26.F les listes de positions tarifaires font 1l'objet Traité CEE
de 1l'annexe I du présent traité art.19,5
E the lists of tariff headings are set out in
Annex I to this Treaty

27.F droits applicables Traité CEE
E duties applicable art.20,1
duties chargeable - GUD

28. F l'harmonie interne du tarif douanier commun Traité CEE
E the internal consistency of the Common Customs art.21,1
Tariff
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APPENDIX B (2)

Raw SYSTRAN output of the same phrases

* ST¥DOSI4 FHOLYH SHN .G INVOCd 3d SHOKLONOI
* RAOJIYH TYOSIE ¥ JO SEILAA SHOISND
* SATEADITIAY FNOUTS SIAISSIIOO0F SNOIIOAAZEN ST TILOOV FS¥E I A10AFA

* ARITddY 39 TIYHES SROILONIIY TAISSADONS TRL AOIHM OF ALOd DISvY

* NOTLISHYJL 3a BEOIHETd

¢ 4OIdEd TYNOILISHYYL

* ENERTIAISETUDOYS SIITORY INOYIS SNOILYINOJIWI FIC HAS INVNOT 30 mzo\«&\m.zpm Ba1
* QIASITOEY FTIAISSTHDONd T9 TIVES SIHO4MI RO SEILNG SHOLEND SHL
* FEINY TOBYED FT JEAY TOUINWOD

. ) " ARLO HOYZ HIIM JAVHL

* SHOIJ¥IHOXT SHI I8 ENOLIVINOJWI STQ HAS ANYNOT 34 mzogzo.m

* BIYO4X® dNV SIHOAWI HO SAILNG SHOISND

* STHEHEW SIVITED ST TUINA FRYNOT 34 mzovwxmzo.m 530 HOIIVNIWITIC
* BTIVIS HIOWIH NAIMIEE STIIING SHOISND J0 NOILVHIWITI

¢ EYI2INYOOT NOIMR

* HOTIHO ESWOLSND

¢ YNUIYIMOOXT TOAWEH LYIIED

* AIVIS HEAREH SHIINO4XT

* STHAWAW SIVIIED SBT THINY FOHAWHOD

* SHIVIS YIAMIN NIINLTE TAYHL

* GNDb%os - FTDHZHHOD Fa SICIITYHHOS £34 ﬁmnniwm unod

* apb - SATIITYRUOS TAYH] ADDATY Ol

* FOHIWROD 0¥ SIECBOMKI SECITTYHEOL S men@nﬂm Hnod

* gqQvyl NO (ESOJHI SITITTVREOL EONAEY OL

* mzo@oh 830 TAIIAVL 00 VIO FDYINVAYSICA

" FALLAG A0 AOVEMVED TVIXNVd 40 TYIOL

* INETVAINLAC L3443 HO  INYIY 3NYDOQ 34 wﬁm\ﬁwo i3 wioza

¢ LOS4ZX LRATYAINDZ DNIAYH STDUYHD ONY SAIIO SWOISOO

41

g1

z1

1

o1
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* SESIGNVHOEVH SAINIHILIIIQ £FT ¥¥d I69N6 INTWITIVEL 4 FEIDEQ T

* 5q00D SnOTHYA FHI Xd ANOODRAANN DNISSED0Hd Jdo FAEHIq

* HAWWOD HTINVAOT JTHYI Nd ANUFLNI TDNVISISHOD VI

¢ ZARHYD SWOLSAD NOWHOD THL 40 ZONAISISNOD TT¥YNESINI FAL

* eFIAV01TddY mzﬁwozﬁ

¢ F1aYoITddy 5TIINg

ACLIVEL 20 2 180 AXANNY T ¥2 EEEINISI{Hd INOT he‘% 4q vmwaz £24 $ALSIT SI1T
¢ AIYTYE CIEL OL I XENNY HI IN0*LIS FUY SONIQYIN JJTNYD 20 SISIT THI
' XNTHEHACASD nd SiVd 5$3C JINYE FT

* SEIVINACD XATANE® WAL 30 JIT9¥L SEL

* FOLITACHHIIEY FRNFEOW VT 3 TINOTYD

* HOVHIAY TYDLIBHELINY SHI 40 NCIIVIRYND

v HENbITdaY mmxbwa

¢ a31144v Xzaq

* YTINYAOI FYIOLIYHIL

* J9OITUHME] SHOLEAD

* NOHWOD HAINYAOT JId¥Y 3T ERYA uzo\p&z&

* ZATYYI SHOLSAD NOWHOD HHE NI STILRA

. mmnzu\?m mwt@mnmm‘m STq LNAWISSIVEY

¢ FOYEL OL SHTIHEYd JO ONINIAOT

* TYHOIIVHUZINI SOUIMHOD

* ROVEL TENCIIVNETINI

* INMILNI \9:&&

' XV TYNERINT

* %0T #¥d STACSSIVEY INOHIS * NOLIONTISYH FINDYED ¥Z ! SNOILONOL S31
* %0T X4 QJIEIMO0T 38 * NOIZONTZE HO¥E I¥ ' TIVER SIIING SKEI

* TTIHISHI HOS SNYJ INYROCD FQ mzou\&,zoa $4q _,_S&Eumm

* STORM*Y¥*SY STIING SNOISHD J0 NOIZIONARE

g

iz

ST

&z

we

£z

22

e

6T

g1

L1

91
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APPENDIX B (3)
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APPENDIX € (1)

SYSTRAN
Input TRANSLATION
Text SCHEMA

[Showing the
centrality, in
SYSTRAN, of
Interface variegated
program dictionary
matching. )

[Furcher annctated
from a schema by
Cencioni.]

LOADTXT
("Loadtext")

Dictionarjes

(Also 'IDI‘ R I‘DR" N 'IA'I
SORT "THE")
(Alphabetical
QOrder)

(LFSRTE 3

T

LF Words

Dictionkry

(Stems)

("Main Dictionary

L. » Sort Program')
F HF __) E
HF 12“3;& SORT
Dictionary Dict?onary {Input
(EXPR) Lookup") order)

e
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m ("Limited Semantics

= Compound Context
Limited Semantics
Dictionaries'}*

Compound
Dictiona
ries

INITCALL*#

HEX TROP

{"Hexadecimal ("Translation

Transl:Contro Qutput
“JProgram"

* It is this dictionary which contains the particularised, context-
sensitive translations.

%% The INITCALL module controls both the homograph syntactic disambiguation
routines and the five syntax-analysis passes, together with some semantic
disambiguation routines,
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APPENDIX C (2)

Brigham Young Translation Institute, overall schema for multilingual
translation of Mormon Church texts.

Synchesis
{English)

Neutral Synthesis
wt Analysis |-e Representation je=lTransfer {French)
(code)

Source
Text

Synthesis
(German)

Synthesis
Human (Spanish)
Operator

Synthesis
{Portuguese)

\\\ Synthesis

{Russian)

l
‘ Synthesis
(Japanesze)

Synthesis

(Othfgnguages



