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I n  the f i r s t  paper delivered a t  this conference Wallace Chafe p r a ~ e n t a d  

the following model of t r ans la t ion :  a source language sentence is first 

parsed t o  produce a su r face  s t r u c t u r e .  This is converted by some process of 

coinprehension to a deeper, conceptual s t r u c t u r e  that reflects t h e  meaning of 

the  sentence i n  a more direct  way. This conceptual s t r u c t u r e  m y  or  may not  

be a language-Independent universal structure, I n  those models whora i t  i s  

not universal  but ins tead  is tailorad t o  t h e  source language, i t  must be coa- 

verted t o  a corresponding conceptual s t r u c t u r e  t h a t  is  s imi la r ly  s p e c i f i c  t o  

the t a r g e t  language. In  any case, conceptual s t r u c t u r e s  must be mapped by a 

vcrbhl iza t ion  process into corresponding t a r g e t  language su r face  s t r u c t u r e s  

whose debracketizat ions yield t h e  requi red  t a r g e t  sentence output. 

Other speakers suggested extensions t o  t h i s  model, f o r  example, t o  pro- 

vide f o r  context beyond i s o l a t e d  sentences ,  Basically, however, Chafe's model 

provides a good b a s i s  f o r  d iscuss ing  the t r a n s l a t i o n  e f f o r t s  which were 

described by the other speakers a t  this conference. For example, one way i n  

which d i f f e r e n t  systems roughly based on Chafe's model can vary is i n  the r e l a -  

t i v e  depth of t h e i r  conceptual s t r u c t u r e s .  Actual systems t h a t  were discussed 

var ied  i n  this respect  a l l  the  way from rather a b s t r a c t  s t r u c t u r e s  that d i r e c t l y  

represented meaning t o  shallow s t r u c t u r e s  whose r e l a t i o n s h i p  t o  corresponding 

sentence meanings w a s ,  at  b e s t ,  tenuous. A l l  of ohe c o m e r c i a l l y  intended 

systems which were described appeared tp r e l y  upon such shallow s t r u c t u r e s ,  i n  

some cases on surface s t r u c t u r e  i t s e l f .  I n  most cases  t h i s  was e x p l i c i t l y  

s t a t e d  by speakers a t  this conference, and i n  o ther  cases i t  could be i n f e r r e d  

from ou t r igh t  e r r o r s  i n  exhib i ted  sanple  output where intended neaning was not  

c o r r e c t l y  determined. All of these  MT systems, however, exhibited what d g h t  be 
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called extensive coverage of the sburca language, e . ,  outppt was produced 

for every source language sentence (undoubtedly also for ungrammaEicaZ source 

language ut t e rmee )  . 
In contrast t o  the commercially intended MT spsttlms stahd the Artificial 

Ineelligence systems for natural language understanding, which i n  most cases 

have yet t o  be appl ied  to  MT. Their advocates point out the necessity f o r  

deeper conceptual structures as  well as shpplementary iniortI\ation and inference 

in order to adequately translate certain sentences. They pay a pricc,  howover, 

for their insistence on more adequate conceptual structures, because those 

structures are not eas i ly  obtained for unrestricted t e x t  input. It is equallly 

true o f  the A1 and Computational Linguistics bsystems, whether based m formal 

grammars or procedurally defined, that the coveraEe of the saource language 

prwided is currently very sparse. Due t o  the fact that most source language 

sentences are not processed by these systems, they are unsuitable for unrestricted 

text  and have been applied only to question answering systems and $0 restricted 

toy-world domains. The amount of e f fot t  required t o  extend the coverage o f ,  

say English, to  a state useful for MT while maintaining the adequacy o f  assigi~ad 

conceptual structures might be variously es tinatcd by different autlloritics , 

but it is my opinion that i t  is very large i n d e e d ,  large enough t o  make such 

applications as question answering systens niore at tractive candidates for con- 

sideration in the next few years. 

Anothet point to  note i n  conjunction with a l l  of the systems d i s c u s s e d  at  

this conference is  that their treatment of the process Chafe referred t o  as 

verbalization is  rather primitive. Thus i n  sp i te  of the fact that this  aspect 

of a computational l inguis t i c  system i s  often referred t o  as uninteresting or 

trivial compared t o  the task of understanding an input utterance, and i n  spite 

o f  the fact that m y  normally difficult facets of verbalization do not present 
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a problem in  MT, the cursent output of languag,e processing sys terns is very 

unnatural and rough. This is true of A1 systems as well as operational MT 

sys terns, 

If, in  fact, we examine the specific real i sat ions  of the componunts in 

Chafe's model whidh were reported t o  be included in the >E systems described 

at  th i s  conference, we  find very few cllangas over the situation that prevailed 

ten years ago. The comprehension coriponent is realized by such means as a 

context frqe grammar, a Q-System, or an analysis-based ad hoc procedural 

specification. D i E f  i c u l t i a s  ~ n d  shortcomings related to conccp tu31 structures 

have already been noted. These h ~ v e  changed very little over the past Bew 

years. Similarly, we have already commented on that portion of the target 

language oudput inadequacy which is attributable t o  shortcomings in  the treat- 

ment of verbalization. In summary then, cur ren t ly  operational o r  projected 

systems are only marginally different in their mderlying organization and 

design than their predecessors. 

If, then, there i s  l i t t l e  that i s  novel about the underlying niodels of 

current and projected MT systems, it is natua l  t o  ask how many hardware and 

software improvements have been made. Several claims were xade about improve- 

ments i n  procedural programing languages. Although I am fu l ly  aware of the 

benefits which follow from the use of a well suited programming language, I 

don't think the improvements which are claimed are very significant. For one 

thing, many language processing tasks are still very difficult to  program 

using the best prdgramming languages. And for another, convenient programing 

is no substitute f u r  the absence of sat isfactory models and algorithms, 

Recent advances in editors and time sharing systems might, however, be signifi- 

cant factors in  making the development o f  machine-aided human translation more 

attract ive .  
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Hardware developments of the past decade include time sharing hardware, 

automatic photocomposition devices, larger primary and secondary storage, 

faster processing speeds, and lower costs. Optica l  character recognition 

was reported not t o  have advanced significantly i n  the past few years. There 

is s t i l l  a limitation t o  a fixed set of fonts ,  and the odly Parge scalo a p p l i -  

cations a t  this point involve fonts carefully designed f o r  OCR. 

We have seen incroases i n  computational power per u n i t  cost  and can ex- 

pect to  see mote such increases. The question which arises,  l~bwavor, i s  what 

their effect is likely t o  be on MT. The key issue is how much of tho tota l  

effort can b e  handled by a coaputer and how much must sti l l  be dono by human 

labor. Text input, pre-editing, and pos tediting can take as much human time 

and e f fort  as complete human translation. 

O f  critical importance is the evaluation of current systems to de- 

termine the quality of their unedited output, the uses for which such output 

is acceptable, and the amount of postediting that is required to  neet well  

defined higher standards. No clear resu l t s  of this type were pxovided at  

the conference and careful study is  necessary to resolve certain seemingly 

contradictory claims. Thus, there were reports o f  translation output which 

was not postedited, other output which was only lightly posteditqd, and s t i l l  

other output that was extensively pos tedited.  The implication was given 

that no =ore editing was required than was given, and, although there is a 

sense i n  which that claim i s  undoubtedly true, i t  fa i l s  to  take into considera- 

t ion the quality of the output, the purpose for which the translation was 

requested, and the degree sf requestor sat is fact ion.  Although I d i d  not 

systematically examine large quantities of source language input and corres- 

ponding unedited target language output, the examples which I d i d  exmine 



suggested a rather low l e v e l  of performance w i t h  respect t o  both f i d e l i t y  

of  meaning output and t o  smoothness and naturalness of the output. The 

overall  quality of output  produced s t r i k e s  me as comparable t o  that of ton 

years ago, and a colleague of mine with more experience in Xr than IGY o m  

assessed the output  I shawed l l i m  as more ambitious i n  its attempt t o  n c l ~ i ~ v e  

n a t u r a l  output than past systems but  probably not  any nore sucmss fu l .  

Attempts t o  produce natura l  t a rge t  liinguogcr word ordcr  and correct i n s e r t i o n  

of a r t i c l e s  kalpad i n  sope cases but just as often made t;ha t r a n s l a t i u n  worse. 

Clearly, i t  is no simple task t o  eva lua te  the  quality of output schiov.ible 

through the use of a p a r t i c u l a r  >iT sys turn, t o  dctgriaine tile axount: of post- 

edi t ing necessary t o  b r i o g  i t  up t o  required s tandards  of quality, and t o  

es t imate  the l i k e l y  cos t  of achieving that qua l i ty .  Each prospective user 

of an XT system must c a r e f u l l y  do t h i s ,  but from what was presented a t  t h i s  

conference I would not expect any current Xi' systems t o  compete ccor,on;ically 

with human t r a n s l a t i o n  except i n  those  few cases where requirenents  for 

quality and accuracy are so low that unedited o r  very l i g h t l y  ed i t ed  output 

suffices. 

I n  addi t ion  t o  postedited ?IT, t h i s  conference also discussed the use of 

hardware and software aids t o  hman translation. There seemed t o  be a con- 

sensus t h a t  well-engineered sys tens  csn b e  produced now, that their use looks 

promising, and t h a t  they probably are l imi ted  to  increasing the  p roduc t iv i ty  

of human translators by a factor of 2-1 o r  3-1. Opinion wad div ided  as t o  

whether they might evolve ifit 5 humn-aided sys teems. It d i d  apaear clear 

&at! ex i s t i ng  systems have not y e t  been ca re fu l ly  f i e l d  t e s t e d ,  and that  

they do n o t  contain a l l  the aids to translation that have been suggested. 

STANLEY R.  PETRICK is President, 1976,  of ACL. For biography, 

see AJCL Microfiche 3 7 : 3 .  


