
Approach
• Directly evaluate the quality of comments

- Constructiveness score (C-score)
• Investigate how to label comments

- i.e., which to pay attention:
Comment or article variation

Contributions
• Create a dataset for ranking constructive comments

- Including 100K+ Japanese comments with constructiveness scores
- Our datasets will be available (https://research-lab.yahoo.co.jp/en/software)

• Show empirical evidence that C-scores aren’t always related to user feedback
• Clarify the performance of pairwise ranking models tends to be more enhanced 

by the variation in comments than that in articles

Related Work
• Ranking comments on news/discussion services

- Previous studies (Wei+, 2016, ...) only used user feedback
- User feedback is completely different from constructiveness

• Analyzing constructiveness
- Previous studies (Kolhatkar+, 2017, …) addressed binary classification tasks
- Our task is a ranking task based on graded numeric scores

• Other approaches to analyze the quality of comments
- Sentiment analysis (Fan+, 2010, …) , hate speech detection (Kwok+, 2013, …)
- Not suitable in this task (e.g., "Great!" is not constructive)

Related/Future Work

Introduction
Background
• Task: Ranking comments in each article w.r.t. a quality measure
• Motivation: Improve comment visibility for the user experience
• Previous work: Quality measure = users' positive feedback (e.g., 'Like')

- Drawback1: Biased by where the comment appears (position bias)
- Drawback2: Biased by the majority of users, especially for political view
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Abstract

Ranking comments on an online news ser-
vice is a practically important task for the ser-
vice provider, and thus there have been many
studies on this task. However, most of them
considered users’ positive feedback, such as
“Like”-button clicks, as a quality measure. In
this paper, we address directly evaluating the
quality of comments on the basis of “construc-
tiveness,” separately from user feedback. To
this end, we create a new dataset including
100K+ Japanese comments with constructive-
ness scores (C-scores). Our experiments clar-
ify (a) C-scores are not always related to users’
positive feedback and (b) the performance of
pairwise ranking models tends to be more en-
hanced by the variation in comments than that
in articles.

1 Introduction

Users’ comments on an online news service can be
regarded as beneficial content (often called user-

generated content
1) for service providers because

users can obtain supplementary information about
news articles through other users’ opinions. Given
that comment visibility is a part of the user ex-
perience, ranking comments is practically impor-
tant. For example, Figure 1 shows a page dis-
playing comments on a Japanese news portal, Ya-
hoo! News.2 The page has a list of comments
(displayed below articles), and each comment has
buttons for user feedback (“Like,” “Dislike,” and
“Reply”).

There have been many comment ranking stud-
ies (Hsu et al., 2009; Das Sarma et al., 2010;
Brand and Van Der Merwe, 2014; Wei et al., 2016)
with users’ positive feedback for a comment (e.g.,
“Like”- or “Upvote”-button clicks) serving as the

1
https://en.wikipedia.org/wiki/

User-generated_content

2
https://news.yahoo.co.jp/

Figure 1: Examples of comments on Yahoo! News.

quality measure. However, this type of measure-
ment has two drawbacks: (a) user feedback does
not always satisfy the service provider’s needs,
such as to create a fair place, and (b) user feedback
will be biased by where comments appear in a
comment thread. A typical situation for (a) can be
seen in political comments, where the “goodness”
of the comment will be decided on the basis of the
political views of the majority of the users rather
than its quality. The situation for (b) can be illus-
trated by a case where earlier comments tend to re-
ceive more feedback since they will be displayed
at the top of the page, which implies later com-
ments will be ignored irrespective of their quality.

In this paper, we directly evaluate the qual-
ity of comments separately from user feedback,
focusing on their “constructiveness,” as studied
in (Napoles et al., 2017; Kolhatkar and Taboada,
2017). This quality measure is reasonable for
services in that displaying constructive comments
can stimulate discussion on a news article, which
makes the user-generated content richer. We use
the definition of constructiveness as in the previ-
ous studies, but a clear difference from them is that
we address a ranking task, whereas the aforemen-
tioned sources addressed classification tasks. In a
ranking task, we need to rank comments for each
article. That is, when we label 1,000 comments,
there are many choices, e.g., 200 articles with 5

Dataset  Creation

• Data structure: (article, comment, C-score)
• Training dataset: Randomly selected comments in each article

- Shallow: 40K comments with article variation (5 comments * 8K articles)
- Deep: 40K comments with comment variation (100 comments * 400 articles)

• Test dataset: All comments in each article
- Simulate a real situation

• Krippendorff's alpha (relative comp.)
- Shallow: 0.53, Deep: 0.55

Training and Test Datasets

comments or 10 articles with 100 comments. We
investigate which choice is better for widely used
ranking algorithms.

Our contributions are as follows.
• We create a dataset for ranking constructive

comments including 100K+ Japanese com-
ments with constructiveness scores, in collabo-
ration with Yahoo! News. Our dataset will be
publicly available.3

• We show empirical evidence that constructive-
ness scores are not always related to positive
user feedback such as “Like”-button clicks.

• We investigate how to label comments for rank-
ing and clarify that the performance of pairwise
ranking models tends to be more enhanced by
the variation in comments than that in articles.

2 Dataset Creation

2.1 Definition for “Constructiveness”

According to the dictionary,4 “constructive”
means “having or intended to have a useful or ben-

eficial purpose.” Therefore, we expect construc-
tive comments to provide insight and encourage
healthy discussion. However, this dictionary def-
inition is a bit too generic for deciding if a com-
ment is constructive. To avoid individual varia-
tion as much as possible, we need to prepare a
more specific definition before annotation. We
follow a previous study (Kolhatkar and Taboada,
2017) on constructiveness, where a questionnaire
given to 100 people clarified detailed conditions
for constructive comments. We digested it into
several simple conditions, shown in Table 1, so
that crowdsourced workers could systematically
judge comments. Our conditions consist of a pre-
condition for maintaining decency and relevance
and four main conditions for representing typical
cases of being constructive. Specifically, a con-
structive comment is defined as one satisfying the
precondition and at least one of the main condition
in Table 1.

2.2 Crowdsourcing Task

Our purpose is to label each comment with a
graded numeric score that represents the level of
constructiveness for ranking comments. We re-
fer to this score as the constructiveness score

3
https://research-lab.yahoo.co.jp/en/

software/

4
https://en.oxforddictionaries.com/

definition/constructive

Pre cond. • Related to article and not slander
Main cond. • Intent to cause discussions

• Objective and supported by fact
• New idea, solution, or insight
• User’s rare experience

Table 1: Conditions for constructive comments. Con-
structive comment is defined as one satisfying the pre-
condition and at least one of main conditions.

#A #C #C/#A Score
Shallow 8,000 40,000 5 0 ⇠ 10
Deep 400 40,000 100 0 ⇠ 10
Test 200 42,436 212 0 ⇠ 40

Table 2: Details on created datasets. #A and #C mean
numbers of articles and comments in each dataset, re-
spectively.

(C-score). We defined the C-score as the num-
ber of crowdsourcing workers who judged a com-
ment to be constructive as an answer to a yes-or-no
(binary) question because it is more difficult for
workers to answer other types of questions such
as a numerical selection question (like “How con-
structive is the comment?”) or a comparison ques-
tion (like “Which comment is the most construc-
tive?”). This definition realizes a graded numeric
score that harnesses the individual variation due
to subjective judgements in the conditions, such
as “new idea” and “rare experience.” As a con-
sequence, the C-score indicates how many people
think that a comment is constructive with the goal
of sufficiently satisfying as many users as possible.

We used Yahoo! Crowdsourcing5 to label com-
ments. We prepared a task with questions that
reference a news article and its comments ex-
tracted from Yahoo! News. After the workers read
the definition of constructiveness, we asked them
to judge whether each comment was constructive
(see Appendix A for detailed instructions). To en-
sure reliability, we extracted only serious work-
ers who correctly answered quality control ques-
tions with obvious answers that were randomly in-
cluded in each task. We used 10 (or 40) work-
ers for each comment for a training (test) dataset.
For example, a C-score of 8 means that 8 workers
judged a comment as constructive.

5
https://crowdsourcing.yahoo.co.jp/
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Ranking Constructive News Comments

• Like, Random
- Ranks with the user feedback score / Ranks randomly

• Length
- Ranks in descending order on the basis of the comment length

• RankSVM (Lee+, 2014)
- Ranks via a linear rankSVM model
- Trained to predict relative constructiveness between two comments

• SVR (Vapnik+, 1997)
- Ranks via a support vector regression model with a linear kernel
- Trained to directly predict the C-score

Compared Methods

• NDCG@k: Normalized Discounted Cumulative Gain
- Widely used for evaluating ranking models in information retrieval tasks 
- NDCG becomes higher as the inferred ranking becomes closer to the 

correct ranking, especially for top ranked comments
• Precision@k

- Ratio of correctly included comments in the inferred top-k comments with 
respect to the true top-k comments

Evaluation

Comparison with User Feedback
Setting
• Investigate the relationship between constructiveness and user feedback
• Comparing C-scores of 5K comments (5 comments * 1K articles) extracted by

- Like:  Descending order of user feedback score
- RandomComment Score

Ex.1) We should build a society where
people do not drink and smoke since both
can lead to bad health or accidents.

9

Ex.2) If giving freedom, punishment
should also be strictly given.

6

Ex.3) They are fools because they smoke,
or they smoke because they are fools.

0

Table 3: Examples of comments and scores for article
“Lifting the ban on drinking and smoking at 18.”

2.3 Training and Test Datasets

We created three datasets: Shallow, Deep, and
Test, as shown in Table 2. Shallow and Deep
are training datasets made from 8K articles with
5 comments and 400 articles with 100 comments
respectively, as extreme cases with the same cost.
The comments in each setting were randomly cho-
sen after we extracted news articles with more than
100 comments and were 10 to 125 Japanese char-
acters long. Test is the test dataset we made from
200 articles with an average of 212 comments. We
used 40 workers for each comment only for Test
to evaluate the ranking results in as much detail
as possible, where the setting of 40 was chosen
to avoid the top-ranked comments that frequently
had the same score. Note that we did not use
such a costly setting for training since training data
tends to increase over time. None of the datasets
overlapped.

We calculated an agreement score by using
Krippendorff’s alpha (Krippendorff, 2004; An-
toine et al., 2014) and by regarding the ranking
task as a classification task of whether one com-
ment is more constructive than the other for any
pair of two comments, in a similar manner as
RankSVM in Section 3. The agreement scores
of Shallow and Deep were 0.5282 and 0.5495,
respectively, which mean “moderate agreement”
(Landis and Koch, 1977). Note that directly apply-
ing such an agreement measure is not appropriate
for our task since we assume individual variations
in workers making graded scores.

Table 3 shows examples of scored comments.
Ex. (1) has a high score since it includes a con-
structive opinion with some reasoning. Ex. (2) has
a middle score since the judgement, e.g., whether
the comment is a new idea, depends on each
worker’s background knowledge. Ex. (3) has a
low score since it includes offensive content.

Figure 2: Frequency distribution of C-scores for com-
ment group selected in descending order of user feed-
back (Like) and one randomly selected (Random).

2.4 Comparison with User Feedback

We investigated the relationship between con-
structiveness and user feedback by comparing 5K
comments randomly extracted in the same way as
for Shallow and 5K comments extracted in de-
scending order of user feedback score. The user
feedback score of a comment was calculated as
the number of “Likes” minus 5 times the num-
ber of “Dislikes.” This definition is determined on
the basis of the fact that the ratio of “Likes” and
“Dislikes” was about 1:5 on average, and in fact,
a similar definition is used as a basic sorting fea-
ture in this news service. All of the comments in
the above two groups were labeled with C-scores
in the same way as for Shallow/Deep.

Figure 2 shows the frequency distributions of
the two groups over C-scores. Surprisingly, both
distributions form almost the same shape even
though we expected that the comments ordered
with the user feedback would have high C-scores.
In fact, the correlation coefficient between the user
feedback scores and the C-scores was nearly zero,
i.e., �0.0036. This means that constructiveness is
completely different from user feedback, and us-
ing user feedback is not a promising way to show
constructive comments in the service.

3 Ranking Constructive News Comments

3.1 Compared Methods

We compared the following methods for under-
standing the characteristics of our datasets. Here,
we selected simple SVM-based methods since we
can easily interpret the results, although we in-
cluded the results of neural ranking models in Ap-
pendix B.
• Like ranks with the user feedback score.
• Random ranks randomly.
• Length ranks in descending order on the basis

Both dist. form 
almost same shape

Result
• The correlation coefficient between

user feedback scores and C-scores
was nearly zero (-0.0036)

• Constructiveness is completely 
different from user feedback

• Neither of Like and Random performed well
• Length performed better than Like and Random
• RankSVM:  Performed better with Deep than with Shallow

- Reason: The number of pairwise examples increases in !(#$)
• SVR:   Performed better with Shallow than with Deep

- Reason: Features based on articles can be useful for directly inferring 
the C-scores without comparing comments 

Overall
• NDCG: RankSVM with Deep consistently performed the best

- Differences between NDCGs of RankSVM with Deep and SVR with Shallow
were statistically significant in a paired t-test (p < 0.05)

• Prec: RankSVM with Deep was beaten by SVR with Shallow
- RankSVM failed to find the best solutions (the most constructive comment)

but obtained better solutions (fairly constructive ones)
• Note: Neural ranking model got consistent results with these finding

Results

Dataset NDCG@1 NDCG@5 NDCG@10 Prec@1 Prec@5 Prec@10
Like - 29.93 31.84 34.99 2.00 6.20 8.70
Random - 25.85 27.90 29.06 1.10 4.60 6.50
Length - 60.28 64.93 67.72 6.00 20.80 30.04
RankSVM Shallow 72.24 74.63 76.79 14.50 29.40 41.24
RankSVM Deep 74.15 76.44 78.25 13.00 31.60 42.20
SVR Shallow 73.87 75.48 76.97 16.50 32.70 41.00
SVR Deep 69.68 71.99 74.26 11.00 27.20 36.35

Table 4: Results (%) of NDCG@k and precision@k for task of ranking constructive comments.

Comparing Shallow and Deep for
RankSVM, we can see that RankSVM per-
formed better with Deep than with Shallow

because the number of training examples for
pairwise ranking models was 2-combinations
from n, i.e.,

�n
2

�
= n(n�1)

2 , given n comments.
This means that the number of pairwise examples
increases in O(n2). Conversely, SVR performed
well with Shallow. Features based on articles
can be useful for directly inferring the C-scores
without comparing comments in such cases.
Similar findings were observed in the results of
neural ranking models (see Appendix B), but we
omitted them because of space limitations.

4 Related Work

Analyzing comments on online news services or
discussion forums has been extensively studied
(Wanas et al., 2008; Ma et al., 2012; Brand and
Van Der Merwe, 2014; Llewellyn et al., 2016; Shi
and Lam, 2018). In this line of research, there have
been many studies on ranking comments (Hsu
et al., 2009; Das Sarma et al., 2010; Brand and
Van Der Merwe, 2014; Wei et al., 2016). How-
ever, their approaches were based on user feed-
back, which is completely different from construc-
tiveness, as explained in Section 2.

Constructiveness has sometimes been intro-
duced in argument analysis frameworks. Napoles
et al. (2017) created a dataset for argument analy-
sis on the basis of reply threads, each of which has
a label as a constructiveness flag and consists of
child comments replying to the parent comment.
Kolhatkar and Taboada (2017) proposed a clas-
sification model that determines constructiveness
for a comment by regarding all comments in a
constructive thread as constructive and evaluated
it with a dataset of 1K manually annotated com-
ments, which is much smaller than our datasets.
Our task is a ranking task based on graded numeric

scores and different from their task. If training
a regression model with binary labels, the results
will be similar to SVR.

There are mainly two approaches to analyzing
the quality of comments on the basis of their con-
tent without using constructiveness. One is hate
speech detection (Kwok and Wang, 2013; Nobata
et al., 2016; Davidson et al., 2017) and the other is
sentiment analysis (Fan and Sun, 2010; Siersdor-
fer et al., 2014). Although these approaches are
useful for other tasks, they do not directly solve
our task, i.e., ranking constructive comments. For
example, the simple comment “Great!” is positive
and is not hate speech, but it is not suitable as a
top-ranked comment in our task.

Learning-to-rank methods are often used for in-
formation retrieval tasks (Liu, 2009). There are
several datasets for ranking documents on search
engines, such as Microsoft LETOR (Qin et al.,
2010; Qin and Liu, 2013) and Yahoo! LTRC
(Chapelle and Chang, 2011). Because it is not fea-
sible to label all documents for each query, “possi-
bly” relevant documents are typically sampled by
using a simple ranking algorithm such as BM25
(Robertson and Zaragoza, 2009). However, we
cannot use such a strategy since comments are ba-
sically relevant to an article, and there are many
relevant but non-constructive comments.

5 Conclusion

We created a new labeled dataset for ranking con-
structive comments. Experimental results sug-
gested that pairwise ranking models work well
with the variation of comments rather than arti-
cles. Our future work will include efficiently la-
beling promising comments via active learning.
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• Goal: Labeling each comment with a graded numeric score (C-Score)
- Difficulty: Constructiveness includes some ambiguity

→ Hard to answer a numerical selection question or a comparison question
(e.g., “How constructive is it?” / “Which is more constructive?” )

• CS Task: Judge a comment to be constructive by a yes-or-no (binary) question
• Label: # of crowdsourcing workers who 

judged the comment to be constructive

Crowdsourcing Task

Comment Score
Ex.1) We should build a society where
people do not drink and smoke since both
can lead to bad health or accidents.

9

Ex.2) If giving freedom, punishment
should also be strictly given.

6

Ex.3) They are fools because they smoke,
or they smoke because they are fools.

0

Table 3: Examples of comments and scores for article
“Lifting the ban on drinking and smoking at 18.”

2.3 Training and Test Datasets

We created three datasets: Shallow, Deep, and
Test, as shown in Table 2. Shallow and Deep
are training datasets made from 8K articles with
5 comments and 400 articles with 100 comments
respectively, as extreme cases with the same cost.
The comments in each setting were randomly cho-
sen after we extracted news articles with more than
100 comments and were 10 to 125 Japanese char-
acters long. Test is the test dataset we made from
200 articles with an average of 212 comments. We
used 40 workers for each comment only for Test
to evaluate the ranking results in as much detail
as possible, where the setting of 40 was chosen
to avoid the top-ranked comments that frequently
had the same score. Note that we did not use
such a costly setting for training since training data
tends to increase over time. None of the datasets
overlapped.

We calculated an agreement score by using
Krippendorff’s alpha (Krippendorff, 2004; An-
toine et al., 2014) and by regarding the ranking
task as a classification task of whether one com-
ment is more constructive than the other for any
pair of two comments, in a similar manner as
RankSVM in Section 3. The agreement scores
of Shallow and Deep were 0.5282 and 0.5495,
respectively, which mean “moderate agreement”
(Landis and Koch, 1977). Note that directly apply-
ing such an agreement measure is not appropriate
for our task since we assume individual variations
in workers making graded scores.

Table 3 shows examples of scored comments.
Ex. (1) has a high score since it includes a con-
structive opinion with some reasoning. Ex. (2) has
a middle score since the judgement, e.g., whether
the comment is a new idea, depends on each
worker’s background knowledge. Ex. (3) has a
low score since it includes offensive content.

Figure 2: Frequency distribution of C-scores for com-
ment group selected in descending order of user feed-
back (Like) and one randomly selected (Random).

2.4 Comparison with User Feedback

We investigated the relationship between con-
structiveness and user feedback by comparing 5K
comments randomly extracted in the same way as
for Shallow and 5K comments extracted in de-
scending order of user feedback score. The user
feedback score of a comment was calculated as
the number of “Likes” minus 5 times the num-
ber of “Dislikes.” This definition is determined on
the basis of the fact that the ratio of “Likes” and
“Dislikes” was about 1:5 on average, and in fact,
a similar definition is used as a basic sorting fea-
ture in this news service. All of the comments in
the above two groups were labeled with C-scores
in the same way as for Shallow/Deep.

Figure 2 shows the frequency distributions of
the two groups over C-scores. Surprisingly, both
distributions form almost the same shape even
though we expected that the comments ordered
with the user feedback would have high C-scores.
In fact, the correlation coefficient between the user
feedback scores and the C-scores was nearly zero,
i.e., �0.0036. This means that constructiveness is
completely different from user feedback, and us-
ing user feedback is not a promising way to show
constructive comments in the service.

3 Ranking Constructive News Comments

3.1 Compared Methods

We compared the following methods for under-
standing the characteristics of our datasets. Here,
we selected simple SVM-based methods since we
can easily interpret the results, although we in-
cluded the results of neural ranking models in Ap-
pendix B.
• Like ranks with the user feedback score.
• Random ranks randomly.
• Length ranks in descending order on the basis

Title: “Lifting the ban on drinking and smoking at 18. ”

Preprocessing and Features

��25����
(I am 25 years old.)

↓
�, �, <num>, �, ��, �
(I, am, <num>, years, old, .)

Preprocessing Feature extraction

Co-occurrence
<BoW>

Title
<BoW>

Feature 1
Cosine similarity

Feature 3

Feature 2

Comment
<BoW>

Future Work
• Labeling promising comments via active learning
• Evaluation with A/B testing on the running service
• Ranking constructive comments while keeping their diversity
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Ͱɼ49,215ڀݚ ݅ͷίϝϯτʢࣄه 9,843 ݅Ͱ֤ 5݅

ͷίϝϯτʣΛɼ܇࿅σʔλ 80%ɼ։ൃσʔλ 10%ɼςε

τσʔλ 10%ʹ͚ͯ༻͍ͨɽ

3. ίϯϖ

3.1 ίϯϖ֓ཁ

1݄͋ͨΓʹ kaggleࣜܗͰࣾίϯϖΛ։͍ͨɽ

3.2 ίϯϖख๏

• 9. fasttextͷථͷظ

• 10. ಄ࣙͷআڈ (RankSVM????)

• 11. word2vec + lambda mart

• 15. Opennmt

• 16. LDA topicϕΫτϧ + title,commentͷ fasttextͷ
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Normalization
constant

True C-score of 
the i-th ranked comment 

Aggregate
Constructive: 4 people
Not : 6 people

C-score = 4 

Crowd
workers

Yes-or-no answer

Comment
Comment

��
Article Page

Article

Definition for “Constructiveness”
• Definition of dictionary:

“Having or intended to have a useful or beneficial purpose.” 
• Definition in this work:

Digested version of the definition in (Kolhatkar+, 2017)

Typical cases of 
being constructive

Maintaining decency and 
relevance to an article


