Context

Last Utterance

FTH20H A BB 5 =0 RALEETT 115

I will arrive at Auckland in July 20th, have
you book the air ticket?

BRI T B A T S RRIE T
What a shame, I will finish my trip in July
20th

AU R R BB T T T ER 7L
I -tk

That means you are familiar with the coun-
try Russia, why you open new post

X AR RN TE

Yes, you have known that

Rewritten-Utterance

TH20H 7 2] B 57 = FF s ik 1 H L H
A SMEERIRE T

Arrive at Auckland in July 20th? What a
shame, I will finish my trip in July 20th

X YRR AE AR BnX A E R T

Yes, you have known the country Russia

Rewritten-Utterance-RL

HLET TARREE T, Ft A =5t
HRIE T

Air ticket is booked? What a shame, I will
finish my trip in July 20th

K] R BB RE E 2K T

Yes, you have known the country

baseline X & 2 RZR LB RE B

Go to school like this? Where is your home in northeast of China
Our Model ERRITREMR T LR B AT iR

How many days have you planned your trip | I don‘t know about Russia
Our Model+RL ATE T BMRILEE R WSS

What a shame, then are you going there?

Easier said

Table 7: The examples of end-to-end response selection.

A Model Details

A.1 Context Rewriting Model

We employ the Adam algorithm to optimize the
objective function with a batch size of 200. We
set the initial learning rate as 0.0004 and reduce
it by half if perplexity on validation begins to in-
crease. Both of the encoder and decoder are 1-
layer GRU, the word embedding size and hidden
vector of encoder GRU are 512, the hidden size of
decoder GRU is 1024. We use BPE to do Chinese
word segmentation because it can solve the out-of-
vocabulary word problem and reduce the size of
the vocabulary. The vocabulary size of input and
output are 34687. Drop out mechanism is used
and equals to 0.3. We use beam search in generat-
ing rewritten last utterance and response, the beam
size is always 5. For reinforcement learning, A is
equals to 0.1.

A.2 Single-turn Response Generation Model

The model is pre-trained by an encoder-decoder
framework with an attention mechanism, where
the word embedding size is 512, the encoder is 1-
layer bidirectional GRU with 1024 units in both

directions, and the decoder is 1-layer unidirec-
tional GRU with 2048 units.
B Case Study

B.1 End-to-end Retrieval Chatbots

Table 7 presents the selected examples of our mod-
els and baselines, our model can extract the key-
words from context to construct an informative ut-
terance, which is helpful to retrieve response rela-
tive candidates from the index and select the cor-
rect response. But the baseline model retrieves
candidates by concatenating extracted keywords
from the context with the last utterance, the ex-
tracted keywords may be useless and even noisy,
so some candidates with low correlation to utter-
ances will be retrieved, such error will propagate
to next step.

As shown in Table 7, after reinforcement learn-
ing, our model tends to generate shorter rewritten
utterance than our pre-trained model. And the ex-
tracted keywords may be useless or lose important
information. It will reduce the quality of retrieved
candidates and the quality of the final selected re-
sponse.



