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Problem

● Review large volumes of data and have confidence in the quality

○ A frequent approach is a Sample Review: human error annotation with typology, and
scoring (MQM)

○ For hundreds of thousands, or millions, of words, the sample has to be small, and
leaves a lot of content unchecked

Wish List

It would be welcome to have alternative ways to review and increase confidence!
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○ Every content is a series of sentences or segments:

Content Content

We are proposing 
reviewing specific 
aspects lengthwise 
across the flow of the 
content.

A sample review is 
a deep inspection of 
some segments:

Let’s call this 
Longitudinal Review.

And look at selected, 
small parts of it.

It is a transversal 
(or cross-section) 
review.

Could we check anything across the entire content instead of a sample?
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○ Using Numbers, Charts and Words derived from the post-editing environment

Source Language Machine Translated Post-edited (Final)

Edit Distance

LengthLength

LengthLength

Words Words Words

MT Text PE Text

Could we check anything across the entire content?
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Numbers
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Numbers - Data Preparation

● Content:
○ Source content, MT and Post-edited

● Numbers:

○ Edit Distance %

○ Ratios in length chars
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○ Lowest ED = segments where the MT was almost not changed

○ Highest ED = segments where the MT was completely changed

Why so much change? Or so little?

If the most extreme edit distances were properly handled, this provides an indication 
about the overall quality for the less extreme cases, the rest of the content.

● 1.1. Edit Distance between PE and MT:
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Examples (KO):

○ Brand name “Comme des garçons” transliterated - ok

But we are looking for the general trend in good work vs. bad work, not for 
specific errors. Big picture.

○ Brand Name reversed to English - ok

“Women’s” is a common word and it is translatable, so there should be a KO word instead of EN.

○ Of course you find errors too:
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● 1.2. Ratio in chars between Post-edited and Machine Translation content:

Why is the PE so much longer than the MT? Or so much shorter?
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Examples (KO):

MT was ok, but missing “outsole”. PE seems complete and richer:

MT was truncated, but the PE correctly did not miss that:
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Examples (pt-BR):

● The shorter translations are all correct:

○ Acronym EUA

○ Words that are just shorter

○ Overall more concise

○ 2 Word EN > 1 in pt-BR
■ Rabits & Coneys
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● 1.3. Ratio in chars between Post-edited and Source content:

Why is the PE so much longer than the Source? Or so much shorter?

Notice that this can be used in Human translation, without MT.
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Examples (KO):

The PE is longer due to expanding the acronym NWT (New with Tags). Likely correct.
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Examples (KO):

The PE is longer due to transliteration into English, which uses more characters. Likely correct.
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Examples (pt-BR):

● The longer translations are all correct:

○ Acronyms are expanded
■ EPP

○ Character names add the
localized name in parenthesis

■ Dora (Dora, the Explorer)

○ 1 Word EN > 2 in pt-BR
■ Pillows

○ Translation “explains”
■ Lei

○ Gender
■ Nurse
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Charts
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● 2. Chart for Edit Distance through the content:

○ Plotting the edit distance though the content may reveal patterns of behavior during PE.

■ A consistent post-editing will provide a consistent chart, even if there are variations in
the edit distance for each segment:

How did change progressed through the PE?
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● Chart for Edit Distance through the content:

○ However, one part of the content showed this behavior below.
○ Whatever the reason, there were large blocks of segments that were not post-edited.

● The gaps in PE that appeared on the chart were not detected with a sample review.
● Half of the file was done, masking the evaluation of a sample.

How did change happened through the PE?

Please notice how a non-speaker of the target language will be able to have some insight into the quality. 
For example, a project manager (or you, right now).
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How did change happened through the PE?
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Words
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● The data is prepared:

How did words change from Source to MT to PE?

● 3. Looking at words and how they vary from Source to MT to PE
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● “New” is a common word, and is translatable. The MT left it in EN, instead of translating
into KO. So this is an MT error.

● The post-edited content does not have the word in EN anymore.
● So, an error was probably corrected.

● And that is what we wanted to know.

How did words change from Source to MT to PE?

Please notice how a non-speaker of the target language will be able to have some insight into the quality. 
For example, a project manager.

● 3.1. Untranslated words that were corrected
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Examples (JP):
All common words left in 
English by MT. These are 
correct changes in PE.
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Examples (KO)
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Examples (pt-BR):

● Translatable words were correctly
translated
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● Brands and product names might stay in EN when translated into KO.
● “Hanes Her Way” was translated by the MT. It was then reverted back to EN, in a conscious

decision of post-editing. If this decision is correct, the translation is good.
● If all the decisions we see look like good decisions, this looks like a good post-editing work.

How did words change from Source to MT to PE?

● 3.2. Words that reverted to EN after PE
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Examples (JP):

All brands and 
product names, 
correct changes

Correction of 
spacing
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● Codes, year and sizes might stay in EN when translated into KO.

How did words change from Source to MT to PE?

● 3.3. Words that were untranslated and left untranslated
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Examples (pt-BR)
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Final Thoughts
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Does the Longitudinal Review align with the Sample Review results?

● Not always. For one data set:

○ The gaps in PE were not detected with a sample revi

● However:
○ 14 passes on Longitudinal matched 14 passes on Sample.

● So, Longitudinal got:
○ aligned in 14 cases
○ better detection in 1 case
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Takeaways

● These checks cover the entire content in a systematic way.

● They can spot issues that a sample review would not spot.

● They can give insights to non-speakers.

● They might not be a definitive statement of final quality.

● But they do enhance the confidence on the quality evaluation.
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Thank you!
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