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Abstract

Most extractive summarization techniques operate by ranking all the source sentences and then
select the top-ranked sentences as the summary. Such methods are known to produce good sum-
maries, especially when applied to news articles and scientific texts. However, they do not fare
so well when applied to texts such as fictional narratives, which do not have a single central or
recurrent theme. This is because usually the information or plot of the story is spread across sev-
eral sentences. In this paper, we discuss a different summarization technique called Telegraphic
Summarization. Here, we do not select whole sentences, rather pick short segments of text spread
across sentences, as the summary. We have tailored a set of guidelines to create such summaries
and, using the same, annotate a gold corpus of 200 English short stories.

1 Introduction

The purpose of summarization is to capture all the useful information from the source text in as few
words as possible. Extractive summarization involves identifying parts of the text which are important.
Such summaries are usually generated by ranking all the source sentences, according to some heuristic
or metric, and then selecting the top sentences as the summary. Most extractive summarization systems
have been developed for domains such as newswire articles (Lee et al., 2005), encyclopedic and scientific
texts (Teufel and Moens, 2002). They work well in such domains because these texts revolve around a
central theme and the information is often enforced by reiteration across several sentences. However,
fictional narratives do not talk about a single topic. They describe a sequence of events and often contain
dialogue. Information is not repeated and each sentence contributes to developing the plot further. Hence,
selecting a subset of such sentences does not accurately capture the story.

In this paper, we focus on telegraphic summarization. Telegraphic summary does not contain whole
sentences, instead, shorter segments are selected across sentences, and reads like a telegram. We have
described a set of guidelines to create such summaries. These guidelines were used to annotate a gold
corpus of 200 English short stories. The dataset can be very useful to gain an insight into story structures.
No such corpus already exists, to the best of our knowledge. Formally, the paper makes the following
contributions:

1. Discusses drawbacks of applying traditional extractive summarization methods to narrative texts.

2. Describes a set of guidelines to generate telegraphic summaries.

3. Provides a gold corpus of 200 short stories and their telegraphic summaries annotated using these
guidelines.

4. Provides abstractive summaries for 50 stories and a set of 45 multiple-choice questions (MCQs) for
evaluation purposes.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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The paper is organized as follows. Section 2 discusses existing and related work. Section 3 describes
the data collection and summarization process. Section 4 discusses the analysis performed on the dataset.
Section 5 discusses conclusions and future work.

2 Related Work

Automatic text summarization was first attempted in the middle of the 20th century (Luhn, 1958). Since
then it has been applied to several domains and corpora, such as news articles (Lee et al., 2005), scientific
articles (Teufel and Moens, 2002), and blogs (Hu et al., 2007).

News articles have been the focus of summarization systems for a long time because of the vast
practical applications. In fact, most datasets available today are built from news corpora. However,
a comparative study has shown that a single summarization technique does not perform equally well
across all domains (Ceylan et al., 2010). Therefore, separate systems have to be built to deal with the
domain of fiction and its nuances, and news corpora based datasets are not sufficient to train and evaluate
the same.

There has been research on short fiction summarization (Kazantseva and Szpakowicz, 2010), fairy
tales (Lloret and Palomar, 2009) and whole books (Mihalcea and Ceylan, 2007). But the aforementioned
work in short fiction summarization had a different objective - helping a reader decide whether one would
be interested in reading the complete story. Hence it contains just enough information to help the reader
decide but does not reveal the entire plot. However, our dataset aims to summarize the entire plot. This
is useful to learn plot structures and story organization.

Turney (2000) and the KEA algorithm by Witten et al. (1999) have attacked the problem of key-phrase
extraction. But the key-phrases extracted by them do not form a cohesive summary and just try to list the
major themes discussed in the article and therefore cannot be applied to the domain of fiction.

Grefenstette (1998) proposed the use of sentence shortening to generate telegraphic texts that would
help a blind reader skim a page (using text-to-speech). He provided eight levels of telegraphic reduc-
tion. The first (and the most drastic) generated a stream of all the proper nouns in the text. The second
generated all nouns present in the subject or object position. The third, in addition, included the head
verbs. The least drastic reduction generated all subjects, head verbs, objects, subclauses, prepositions
and dependent noun heads. Since then Jing (2000), Riezler et al. (2003) and Knight and Marcu (2000)
have explored statistical models for sentence shortening that, in addition, aim at ensuring grammaticality
of the shortened sentences. Intuitively it appears that sentence-shortening can allow more important in-
formation to be included in a summary. However, Lin (2003) showed that statistical sentence-shortening
approaches like Knight and Marcu (2000) resulted in significantly worse content selection. He concluded
that pure syntax-based compression does not improve overall summarizer performance, even though it
performs well at the sentence level. Which is why there is a need for semantically aware techniques. Our
dataset provides the tools to evaluate and, in the future, maybe even train such algorithms.

3 Data Construction

3.1 Collection and Preprocessing

We collected English short stories containing 300 to 1100 words, available in the public domain1. 200
stories were then randomly picked, after ensuring that works from at least 20 different authors had been
selected to keep the dataset diverse in terms of genre and writing style. As a result, the dataset spans 39
authors. These stories were then manually processed to remove any spelling, grammatical and encoding
errors that might have crept in.

3.2 Summarization

The summarization was performed by 5 annotators. The annotators are not native English speakers
but are fluent in the language. They summarized 40 stories and cross-annotated 4 stories each (1 from
each remaining annotator), to help calculate inter-annotator agreement. Each annotator also performed

1https://americanliterature.com/short-story-library



73

Figure 1: An example of telegraphic and abstractive summaries created according to the guidelines. The
story is displayed in the left panel, the telegraphic summary is highlighted and also listed in the box titled
‘extractive summary’ and the abstractive summary is shown below it.

abstractive summarization on 10 stories. Unlike extractive summarization, abstractive summaries need
not contain the same words as used in the source and are instead written by the annotator in their “own
words” based on their understanding of the text. Abstractive summary for a story was not provided by
the same annotator who generated its telegraphic summary. An example is shown in Figure 1.

Guidelines followed for telegraphic summarization:

1. A segment is defined as a continuous span of words in the source, chosen as a part of the summary.

2. A word should not be fragmented e.g., if the word “breaking” appears in the source, it should not
be broken into fragments like “break”.

3. Each segment should be relevant to the plot, try to advance the story and have some continuity with
the preceding and the following segment.

4. Segments extracted from dialogues or parentheses should be enclosed in quotes or parentheses
respectively.

5. Segments should be arranged in the same order as they appear in the story.

6. The summary should be minimal. If multiple segments mean the same thing, pick the shortest.
Adjectives, adverbs, and modifiers are not to be included if they are not relevant to the plot.

7. When the segments are read in sequence the plot should be apparent and unambiguous.
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Guidelines followed for abstractive summarization:

1. Summaries should be written from a third party perspective e.g., “This story is about a girl...”

2. Summaries should only discuss the plot and try to avoid inferences and opinions not immediately
apparent from the story.

3. Summaries should maintain the same order of events as they occur in the source text.

4 Data Analysis and Evaluation

The length of the stories varies from 300 to 1100 words, with the average length being 650. The aver-
age summarization factor (length of summary/length of the story) is 0.37 and 0.36 for telegraphic and
abstractive summaries respectively.

Figure 2: Summarization Factor vs Story Length

From Figure 2 we can see that the summarization factor tends to be high for very short stories since
nearly every word is important. It reduces gradually as the length of the story increases because longer
stories tend to be more descriptive and contain extraneous information not relevant to the central plot.

4.1 Quantitative Evaluation
We used the Alpha metric proposed in Krippendorff (1980) to measure the inter-annotator agreement.
Alpha was computed based on 20 cross-annotated stories and found to be 0.73.

We generated 50 summaries using popular online extractive summarization tools, Smmry2 and Re-
soomer3, which generate summaries by ranking and selecting the top sentences (after the selection step
the sentences are re-arranged according to the source order). These summaries have the same summa-
rization factor as the corresponding telegraphic summaries.

RougeN =

∑
sε{ReferenceSummaries}

∑
gramnεS Countmatch (gramn)∑

sε{ReferenceSummaries}
∑
gramnεS Count (gramn)

(1)

ROUGE-N score (Lin, 2004) is a popular metric used to evaluate summaries produced by a system.
ROUGE-N recall is computed as shown in Eq. 1, where N stands for the length of the n-gram, gramn

and Countmatch(gramn) is the maximum number of n-grams co-occurring in a candidate summary and
a set of reference summaries. ROGUE-N precision can be calculated by replacing the denominator in
Eq. 1 by the total number of n-grams present in all the reference summaries instead of system summaries.
The F1 score is defined as the Harmonic Mean of precision and recall.

2https://smmry.com/
3https://resoomer.com/en/
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In our case, there was only one reference (the abstractive summary) and one summary from each
system - Telegraphic, Smmry, and Resoomer. We report the average F1 score, after removing stop words
and stemming, for N = 1,2,3,4 in Table 1.

N=1 N=2 N=3 N=4
Telegraphic 0.582 0.258 0.108 0.051
Smmry 0.498 0.184 0.092 0.056
Resoomer 0.483 0.179 0.093 0.057

Table 1: ROUGE-N F1 score

The higher F1 score for N = 1,2,3 telegraphic summaries indicates that they are more adequate in
terms of capturing relevant content. Since telegraphic summaries select shorter segments of text, they
can retain more information while maintaining the same summarization factor as their sentence-level
counterparts. The ROUGE-4 score for Smmry and Resoomer summaries is slightly higher because they
select entire source sentences and are therefore likely to have more 4-gram overlaps.

4.2 Qualitative Evaluation

High-order n-gram ROUGE measures try to judge fluency to some degree but since ROUGE is based
only on the content overlap, it can only measure adequacy and not coherence. In order to gain an insight
into the coherence of the summaries, we made a set of 45 MCQs from 15 stories in the dataset. Questions
were not set by the same annotator who generated the corresponding telegraphic summary. The test was
administered to three groups of two participants each. Each group was allotted the summaries produced
by a single system - Telegraphic, Smmry or Resoomer.

Figure 3: An example set of questions for the story ‘The Little Match Girl’.

An example set of questions for the story ‘The Little Match Girl’ is shown in Figure 3. The ‘id’
field refers to the unique id we assign to each story in the dataset. For each story, we made a set of 3
multiple-choice questions with 3 options each. The answers refer to the index of the correct option in the
list. Apart from the given options, the participants were allowed to choose option 4, “Can’t say”, if they
could not answer a question based on the summary. Average scores are reported in Table 2.

Correct Incorrect Can’t say
Telegraphic 88.9% 2.2% 8.9%
Smmry 62.2% 4.4% 33.4%
Resoomer 60.0% 2.2% 37.8%

Table 2: Questionnaire Results

Higher scores on the questionnaire indicate that the telegraphic summaries were more coherent and
allowed the reader to understand the story better. Participants who read the Smmry and Resoomer sum-
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maries were unable to understand the story and chose “Can’t say” as the answer for nearly a third of the
questions.

5 Conclusion and Future Work

In this paper, we highlight the shortcomings of applying traditional extractive summarization techniques
to narrative texts and show how telegraphic summarization can be used to overcome these shortcomings.

We defined a set of guidelines to help generate telegraphic summaries. Using the same, we then
construct a corpus of 200 English short stories and their telegraphic summaries. 50 abstractive summaries
and 45 MCQs are also provided for evaluation purposes. This corpus has been made public 4 and can be
used as a gold standard to evaluate such summarization tasks. The MCQs can also be used to evaluate
QA systems.

In future, we intend to extend this corpus by adding more stories. We plan on developing algorithms
to automatically generate high-quality telegraphic summaries and an extended corpus could be used as
training data for supervised techniques.
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