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Preface

The ACL 2018 Workshop on Deep Learning Approaches for Low-Resource Natural Language
Porcessing took place on Thursday July 19, in Melbourne Australia, immediately following the main
conference.

Natural Language Processing is being revolutionized by deep learning with neural networks. However,
deep learning requires large amounts of annotated data, and its advantage over traditional statistical
methods typically diminishes when such data is not available; for example, SMT continues to outperform
NMT in many bilingually resource-poor scenarios. Large amounts of annotated data do not exist for
many low-resource languages, and for high-resource languages it can be difficult to find linguistically
annotated data of sufficient size and quality to allow neural methods to excel. Our workshop aimed
to bring together researchers from the NLP and ML communities who work on learning with neural
methods when there is not enough data for those methods to succeed out-of-the-box. Techniques of
interest include self-training, paired training, distant supervision, semi-supervised and transfer learning,
and human-in-the-loop algorithms such as active learning.

Our call for papers for this inaugural workshop met with a strong response. We received 22 paper
submissions, of which 6 were “extended abstracts”—work that will be presented at the workshop, but
will not appear in the proceedings in order to allow it to be published elsewhere. We accepted 10 papers
and 5 extended abstracts. Our program covers a broad spectrum of applications and techniques. It was
augmented by invited talks from Trevor Cohn (Melbourne), Sujith Ravi (Google), and Stefan Riezler
(Heidelberg).

We would like to thank the members of the Program Committee for their timely and thoughtful reviews.

Reza Haffari, Colin Cherry, George Foster, Shahram Khadivi, and Bahar Salehi
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