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Abstract

Fake news has become a hotly debated
topic in journalism. In this paper, we
present our entry to the 2017 Fake News
Challenge which models the detection of
fake news as a stance classification task
that finished in 11th place on the leader
board. Our entry is an ensemble system
of classifiers developed by students in the
context of their coursework. We show how
we used the stacking ensemble method for
this purpose and obtained improvements
in classification accuracy exceeding each
of the individual models’ performance on
the development data. Finally, we discuss
aspects of the experimental setup of the
challenge.

1 Introduction

The distribution of news on social media is an in-
fluential factor in the public’s political attitudes
(Allcott and Gentzkow, 2017). Social networks
offer platforms in which information and articles
may be shared without fact-checking or modera-
tion. Moderating user-generated content on so-
cial media presents a challenge due to both vol-
ume and variety of information posted. In partic-
ular, highly partisan fabricated materials on social
media, fake news, is believed to be an influencing
factor in recent elections (DiFranzo and Gloria-
Garcia, 2017). Misinformation spread through
fake news has attracted significant media attention
recently and current approaches rely on manual
annotation by third parties (Heath, 2016) to notify
users that shared content may be untrue.

One of the challenges in detecting misinforma-
tion is that there does not yet exist a unified defi-
nition of fake news and the criteria required to la-
bel an article as true or false. As a consequence,

there is no community-wide shared task in order to
compare the various approaches proposed. Until
recently, the evaluations related to fake news have
had relatively little adoption. Even though there
is valid criticism that shared tasks have the risk of
focusing the community on a particular task defi-
nition and dataset, shared definition and evaluation
platforms such as those developed for example by
the CoNLL shared tasks1 have largely stimulated
progress.

The 2017 Fake News Challenge2 (FNC) aims to
provide a community-wide shared task and eval-
uation platform in order to stimulate progress in
fake news detection. Acknowledging the com-
plexity of the task even for human experts and fol-
lowing the task decomposition proposed by Silver-
man (2015), they propose to address a subtask in
fake news detection, namely stance classification.
Stance classification is the labeling of whether an
article agrees with, disagrees with or simply dis-
cusses a ‘fact’. It can be considered to be a form
of textual entailment (Dagan et al., 2006), while
it also bears similarity with stance classification in
the context of sentiment analysis (e.g. Mohammad
et al. (2016)) and . Stance classification serves as a
first step in compiling lists of articles that corrobo-
rate or refute claims made on social media, allow-
ing end-users to make a better informed judgment.

In this paper, we discuss our entry to the fake
news challenge: an ensemble comprising five in-
dividual systems developed by students in the con-
text of their natural language processing module
at The University of Sheffield. We used stacking
(Wolpert, 1992) as our ensembling technique as it
has been applied successfully in other tasks (e.g.
Riedel et al. (2011)) and show that it increases the
ensemble score above the performance of any of

1http://www.conll.org/previous-tasks
2http://fakenewschallenge.org
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the individual classifiers. Furthermore, we evalu-
ate system accuracy against the upper performance
bound of our ensemble, assuming a perfect oracle
selecting the correct member of the ensemble to
return the prediction.

2 The Fake News Challenge

The fake news challenge is a text classification
task: given a headline and article body - the clas-
sifier must first predict whether the two are related
and if so, must then further assign a stance label
- whether the headline agrees with, disagrees with
or is discussed by (observing) the article.

The evaluation for the FNC is as follows: for
each stance, 0.25 points are available for correctly
classifying whether the article and headline are
related. A further 0.75 points are available for
correctly labeling the relationship between a re-
lated headline-article pair. We report percentage
scores as a proportion against the maximum pos-
sible score for correctly labeling a dataset.

The task dataset is derived from the Emergent
project (Silverman, 2015) and is an extension of
the stance classification task proposed by Fer-
reira and Vlachos (2016). It consists of 49972
labeled stances (headline and body pairs) con-
structed from 2582 articles and is publicly avail-
able on the organizers’ website. In the FNC base-
line, the organizers provide a dataset split between
training data and hold-out development evalua-
tion dataset (proportions: 0.8 training, 0.2 dev).
The article bodies in this dataset split are disjoint,
however, the headlines were not. An additional
blind test set containing 25413 stances from 904
articles was used for evaluating the final solution.
This was not made available until the competition
closed and the winners were announced.

The official baseline (Galbraith et al., 2017)
makes heavy use of task-specific feature engi-
neering and applies a gradient boosted decision
tree classifier to the fake news challenge dataset
- achieving a score of 79.5% on the dev dataset.
Features included in this approach include ngram
overlap between the headline and article and the
presence of refuting words (such as fake or de-
bunk) in the headline or the article. While this
baseline was good in distinguishing between the
related/unrelated classes, the recall for the dis-
agree label was poor.

The classification accuracy of the baseline is
limited by the range of features used. While fur-
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Figure 1: Stacked ensemble classification archi-
tecture where circle nodes represent data, rectan-
gles represent classifiers and arrows indicate data
flow

ther feature engineering may be used to improve
performance of the classifier, this requires human
effort and judgment and biases the classifier to the
domain in which the features were observed. Zeng
et al. (2017) applied and compared three recurrent
neural models which negate the need for feature
engineering. While these have high FNC scores,
they don’t necessarily capture the aspects of the
task that manually engineered features do. Bird
et al. (2017) combine a deep convolutional net-
work with feature engineering through an evenly
weighted ensemble of two classifiers. Riedel et al.
(2017) simply use term-frequency vectors and the
tf-idf cosine similarity as features for a shallow
multi-layer perceptron.

3 Our Solution

We present our solution to the Fake News Chal-
lenge, a stacked ensemble of five independent
classifiers developed by students in the context
of the natural language processing module assign-
ments. The stacked ensemble is a two-layer clas-
sifier architecture that leverages predictions from
weaker slave classifiers as features in a stronger
master classifier. The architecture is illustrated
in Figure 1. We provide an overview of the
five slave classifiers (C1-C5) and master classifier
(CM) used in the ensemble:

C1: Concatenate average word2vec vectors for
headline and article body, cosine similarity be-
tween headline and article body tf-idf vectors and
counts of refuting words. 4-way classification us-
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ing a (300,8) multi-layer perceptron (MLP) with
ReLU activation function.

C2: Average word2vec embeddings for headline
words and article words excluding stop words,
indicator features for punctuation, word overlap,
counts of refuting words. 4-way classification us-
ing a (1010,6) MLP with ReLU activation func-
tion.

C3: 4-way classification using one-vs-all logis-
tic regression with L2 regularization over word un-
igram and bigram tf-idf vectors.

C4: Concatenate word2vec embeddings for
headline and article words. 4-way classification
using (256,128,128) MLP with dropout probabili-
ties of (0.5,0.3,0.1) between layers and ReLU ac-
tivation function.

C5: Official FNC baseline classifier

CM: Gradient boosted decision tree classifier
using as features the values predicted from C1-C5
and all the features from the FNC baseline classi-
fier.

The master classifier is trained using 2 fold
cross validation using the following regime: The
dataset is randomly split into two equal sizes. Two
instances of C1-C5 are instantiated and are trained
independently on each data fold. The predictions
are concatenated to the original input data to form
one dataset - the master training data used to train
CM. New instances of C1-C5 are trained on the
entire original training dataset and used to provide
input to CM at test time.

4 Results

We present the results for our stacked ensem-
ble and slave classifiers trained and evaluated on
the fake news challenge baseline data split (dev)
and the final test set in Table 1. In the dev
setup, the training set contains 40350 stances over
1345 unique articles and we evaluated on 9622
stances over 336 unique articles. The article bod-
ies were disjoint between the training and devel-
opment sets.

Because the test dataset was blinded, the risk
of building a biased system was mitigated against.

3(Galbraith et al., 2017)
4(Bird et al., 2017)
5(Hanselowski et al., 2017)
6(Riedel et al., 2017)

System Dev % Test %
Official Baseline3 79.53 75.20

SOLAT in the SWEN4 - 82.02
Athene5 - 81.97

UCL Machine Reading6 - 81.72
C1 88.09 75.77
C2 86.68 75.08
C3 87.48 77.99
C4 87.36 58.69
C5 79.25 75.22

Our Ensemble (CM) 90.05 78.04
CM Upper Limit 97.25 90.89

Table 1: FNC score comparison on development
evaluation dataset. The performance difference
between C5 and the official baseline is caused by
different k-fold training regimen.

However, the classification difficulty of the test
set was far greater than that of the development
data split which impacted results. In the devel-
opment data split, article bodies were disjoint but
there was some overlap between article headlines.
In the training set, both article bodies and head-
lines were entirely disjoint. The more success-
ful entries for this competition, such as Riedel
et al. (2017), built their own entirely disjoint de-
velopment split and used this for cross-validation.
We found that cross-validating against the devel-
opment split yielded classifiers that were not able
to generalize to the unseen articles in the test set,
harming the classification accuracy.

On the development dataset, the ensemble clas-
sifier yielded an absolute improvement by at least
1.6% over any of the individual constituent slave
classifiers. This performance gain, however, did
not transfer to the blind test set.

The CM upper limit uses a scoring oracle that
awards FNC score if at least one of the slave clas-
sifiers correctly labels the input stance. This acts
as a measure that describes the maximum pos-
sible score that CM could give assuming that it
always selected a correct label from one of the
slaves. In this case, the upper limit was 90.89%
- exceeding the top ranked system. While this re-
sult is encouraging, it highlights the need to build a
stronger master classifier less prone to over-fitting
and more resilient to the noisy predictions made
by the slaves.

The performance of some of the slave classi-
fiers (the student projects C1-4) was variable and
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highly dependent on the network topology, fea-
ture selection and dataset/split. The most resilient
classifier, C5, used entirely non-lexical features
whereas C4, which used only averaged word vec-
tors and a large network topology, suffered the
greatest loss in performance on the unseen test
data.

The best performing system (Bird et al., 2017)
is an ensemble of a convolutional neural model
and a decision tree classifier. This system simply
averaged the two predictions with equal weight-
ing. The master meta-classifier in our entry lever-
ages additional information about which slave pre-
dictions to favor given a certain headline and arti-
cle pair. While the two classifiers in (Bird et al.,
2017) are strong, further improvements could be
obtained by incorporating stacking.

5 Conclusions

In this paper, we presented a stacked ensemble of
5 classifiers developed by students. The perfor-
mance gains observed in the development set did
not materialize in the competition though due to a
much more difficult blind test set. One factor lim-
iting our assessment of the ability our model(s) to
generalize is the overlap of headlines between the
training and development evaluation dataset. Fu-
ture evaluations could consider temporal splits, i.e.
deriving training, development and test sets from
articles from different periods, which would also
mimic to an extent how these models might be
used in practice.
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