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Introduction

We are very pleased to welcome you to the first Workshop on Abusive Language Online (ALW), held
at ACL 2017 in Vancouver, Canada. The last few years have seen a surge in abusive behavior online,
with governments, social media platforms, and individuals struggling to cope with the consequences
and to produce effective methods to combat it. In many cases, online forums, comment sections, and
social media interactions have become sites for bullying, scapegoating, and hate speech. These forms
of online aggression not only poison the social climate of the online communities that experience it,
but can also provoke physical violence and harm.

Addressing abusive language necessitates a multidisciplinary approach that requires knowledge from
several fields, including, but not limited to: media studies, natural language processing (NLP),
psychology, sociology, law, gender studies, communications, and critical race theory. NLP, as a
field that directly works with computationally analyzing language, is in a unique position to develop
automated methods to analyse, detect, and filter abusive language. By working across disciplinary
divides, researchers in all these fields can produce a comprehensive approach to abusive language that
blends together computational, social and legal methods.

We are therefore very happy to bring researchers of various disciplines together in this one-day
workshop to discuss approaches to abusive language. The workshop consists of two invited speaker
talks, two panels, and oral and poster presentations.

• Carol Todd
Carol Todd founded the Amanda Todd Legacy in memory of her daughter Amanda after her death
by suicide on October 10, 2012. Amanda’s Legacy was created to bring increased awareness and
conversations within families and communities about online exploitation, cyberabuse and internet safety.
The goal has been to encourage a shift in thinking about bullying type behaviours (both on and offline) to
those of REFLECTION and RESPECT as well as to destigmatizing the perceptions related mental health
as it can relate to how we treat others.

• Brianna Wu
Brianna Wu is a 2018 Democratic candidate for U.S. Congress in Massachusetts-District 8. Brianna is
also head of development at GSX, a Boston independent videogame studio. Brianna came to national
prominence when she and other women working in the tech industry were personally targeted by alt-right
hate groups, including one spearheaded by Steve Bannon, now Chief Strategist to Donald Trump. Despite
threats on her life and her family, Brianna has never wavered as a voice for the marginalized, including
women, people of color and LGBT individuals.

We will be hosting the following researchers as our panelists:

• Lucas Dixon
Lucas Dixon is Chief Scientist at Jigsaw, an incubator within Alphabet that builds technology to tackle
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some of the toughest global security challenges facing the world today. His work focuses on security,
machine intelligence and data visualization..

• Pascale Fung
Pascale Fung is a Professor at the Department of Electronic & Computer Engineering at The Hong Kong
University of Science & Technology. She is the founding chair of the Women Faculty Association at HKUST
and her research interests lies in building intelligent systems that can understand and empathise with
humans.

• Sora Han
Sora Han is an Associate Professor of Criminology, Law and Society at the School of Law at UC Irvine.
She recently published her first book, Letters of the Law (Stanford University Press 2015), which recasts
and extends the insights of critical race theory to produce new readings of American law’s landmark
decisions on race and civil rights.

• Elizabeth Losh
Elizabeth Losh is an Associate Professor of English and American Studies at William and Mary with
a specialization in New Media Ecologies. In addition to recent work on selfies and hashtag activism,
she has also written a number of frequently cited essays about communities that produce, consume, and
circulate online video, videogames, digital photographs, text postings, and programming code.

• Margaret Mitchell
Margaret Mitchell is the Senior Research Scientist in Google’s Research & Machine Intelligence group,
working on advancing artificial intelligence towards positive goals. Her work combines computer vision,
natural language processing, social media, many statistical methods, and insights from cognitive science.

• Vinodkumar Prabhakaran
Vinodkumar Prabhakaran is a postdoctoral fellow in the computer science department at Stanford
University. His research falls in the interdisciplinary field of computational sociolinguistics, in which
he builds and uses computational tools to analyze linguistic patterns that reveal the underlying social
contexts in which language is used.

• Jacqueline Wernimont
Jacqueline is a founding co-Director of the HS Collab and an assistant professor of English at Arizona
State University, where she specializes in literary history, feminist digital media, histories of quantification,
and technologies of commemoration. Her current book project, tentatively titled Numbered Lives, traces
a 500+-year history of technologies that attempt to quantify human life.

In addition, the workshop includes research papers from the community. We received 21 submissions,
and accepted 14 (67% acceptance rate): 4 as oral presentations and 10 as poster presentations. For
each paper, we assigned three reviewers from within NLP and at least one reviewer from outside of
NLP to provide a different perspective on the research. The papers at the workshop cover a wide range
of topics: for example, abusive language detection in different languages, analysis of abusive language
across different domains, development of corpora and annotation guidelines for this field of NLP, to
name a few.

We would like to thank all authors of the submitted papers, reviewers, presenters, invited speakers,
and panelists. In addition, we thank our generous sponsors which helped us fund the travel costs for
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speakers and panelists: Brown University as our principal sponsor, StrainTek as a platinum sponsor,
Google and Amazon as gold sponsors, and the New York Times and Bloomberg as silver sponsors.

It is our hope that this workshop can function as a starting point for more interdisciplinary work,
approaches, and cooperation in analyzing and detecting abusive language online.

We wish you all a productive and inspiring workshop!

Zeerak, Wendy, Dirk & Joel
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