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Abstract

In this paper we present some information
theoretical and statistical features includ-
ing function word skip n-grams for detect-
ing plagiarism intrinsically. We train a bi-
nary classifier with different feature sets
and observe their performances. Basically,
we propose a set of 36 features for clas-
sifying plagiarized and non-plagiarized
texts in suspicious documents. Our ex-
periment finds that entropy, relative en-
tropy and correlation coefficient of func-
tion word skip n-gram frequency profiles
are very effective features. The proposed
feature set achieves F-Score of 85.10%.

1 Introduction

Extrinsic plagiarism detection attempts to detect
whether a document is plagiarised relative to refer-
ence documents. IPD (intrinsic plagiarism detec-
tion), which is relatively new, detects the plagia-
rised section(s) in a suspicious document without
using any reference document. The basic hypoth-
esis behind IPD is different writers have their own
styles and they maintain these in their writings
consciously or subconsciously. Sometimes it is
very difficult to define the reference set for the task
of external plagiarism detection. Additionally, the
source of the plagiarized text may not be available
in digitized format. Therefore, researchers are try-
ing to answer whether it is possible to detect pla-
giarism without using any reference.

In this paper, we investigate some information
theoretical and statistical measurements for IPD as
a binary classification task. A set of 36 features
has been proposed for classifying plagiarized and
non-plagiarized segments in the suspicious docu-
ments. We use the PAN-PC-11 (Potthast et al.,
2010) corpus compiled for IPD task. The PAN
corpus is artificially plagiarised and it provides

a meta-file mentioning the offsets of plagiarised
and non-plagiarized parts for each suspicious doc-
ument. We consider that each suspicious docu-
ment is written by single author and it is either
partially plagiarised or not plagiarised and we try
to identify the text-segments that differ in writing
style compared to the whole document. We train
an SMO (Platt, 1998) classifier in Weka3.6 (Hall
et al., 2009) by using 10 fold cross-validation.
Then the classification performances are observed
with different feature sets according to the stan-
dard precision, recall and F-score.

The next sections are organized as follows: sec-
tion 2 discusses related works and section 3 briefly
describes information theoretical and statistical
features. The text segmentation and windowing
process is summarized in section 4 while the ex-
perimental framework and baseline feature sets are
discussed in section 5. Section 6 compares the
classification performances with different feature
sets and finally, the paper concludes in section 7.

2 Related Work

A series of regular studies on plagiarism detec-
tion were started following the first international
competition for plagiarism detection, the PAN1

workshop in 2009. Potthast et al. (2009) pro-
vides an overview on PAN’09 including the cor-
pus design for plagiarism detection, quality mea-
surements and the methods of plagiarism detection
developed by the participants.

Zu Eissen and Stein (2006) proposed the first
method for IPD and presented a taxonomy of pla-
giarism with methods for analysis. They also pro-
posed some features including average sentence
length, part-of-speech features, average stopword
number and averaged word frequency class for
quantifying the writing style. Some researchers
used character n-gram profiles for the task of IPD

1http://pan.webis.de/

144



(Stamatatos, 2009; Kestemont et al., 2011). Ober-
reuter et al. (2011) proposed word n-gram based
method and they assumed that different writers
use different sets of words that they repeat fre-
quently. Tschuggnall and Specht (2012) proposed
the Plag-Inn algorithm that finds plagiarized sen-
tences in a suspicious document by comparing
grammar trees of the sentences.
Stamatatos (2009) introduced sliding window and
proposed a distance function for calculating the
dissimilarity between two texts based on a charac-
ter tri-gram profile. Stamatatos (2011) employed
n-grams of function word sequence with different
lengths and found significant impact to distinguish
between plagiarised and non-plagiarized texts. We
employ function words differently as skip n-gram
profiles for measuring entropy, relative entropy
and correlation coefficient as discussed in Section
5.2. Stein et al. (2011) employed unmasking tech-
nique and proposed a set of features of different
types for example POS, function words etc for in-
trinsic plagiarism analysis.

Seaward and Matwin (2009) and Chudá and
Uhlík (2011) proposed compression based meth-
ods for IPD. They measured the Kolmogorov com-
plexity of the distributions of different parts-of-
speech and word classes in the sentences. For
calculating the complexity a binary string is gen-
erated for each distribution and later the string is
compressed by a compression algorithm.

3 Information Theoretical and Statistical
Features

Shannon Entropy (Shannon, 1948) has a great im-
pact on communication theory or theory of infor-
mation transmission, it measures the uncertainty
of a random variable. Mathematically, entropy is
defined as in equation (1).

H(X) = −
n∑

i=1

p(xi) log2(p(xi)) (1)
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)
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1
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sY

)
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We measure entropy of n-gram frequency profile
generated from each text-window (X) for quan-
tifying the writing style. Manning and Schütze

(1999) measured the distance between two prob-
ability distributions by using Relative entropy or
Kullback-Leibler divergence (KLD) which is cal-
culated by using the equation (2). The Pearson
correlation coefficient (Pearson, 1920) or simply
correlation coefficient measures the linear corre-
lation between two samples that is calculated by
the equation (3). Since the task of IPD does not
use any reference document we require a robust
method for comparing small sections of the docu-
ment relative to the whole document under ques-
tion. Measuring the relative entropy and correla-
tion coefficient between a small section and the
rest of the document are possible methods. We
use the frequency profiles of n-grams generated
from the individual text-window (X) and the com-
plete suspicious document (Y) separately for cal-
culating relative entropy and correlation coeffi-
cient. The probability distributions of n-gram fre-
quencies (P and Q) is calculated from n-gram fre-
quency profiles (from X and Y) for measuring the
relative entropy.

4 Text Segmentation and windowing

To define the small sections of text for comparison
to the rest of the document, we experiment with
window of different lengths (1000, 2000, 5000
characters). To prepare the corpus for training
and testing to support this additional experimenta-
tion, we separate plagiarised and non-plagiarized
sections of the documents in the corpus accord-
ing to the offsets (as indicated in the meta-file).
By doing this we can guarantee that the smaller
texts we generate are still accurately annotated as
to whether the content is plagiarised or not. The
whole procedure is illustrated in figure 1.
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Figure 1: Text segmentation and windowing
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5 Experimental Framework and Feature
Sets

This section illustrates the experimental frame-
work of IPD task by combining the preprocessing
and classification tools, the framework is graphi-
cally described in figure 2. After extracting and
windowing the corpus, we calculate different fea-
ture values for generating the feature vectors. Be-
fore calculating the features, several text prepro-
cessing tasks, for example, tokenizing, sentence
detection and POS-tagging are employed. We gen-

Figure 2: Experimental framework

erate several feature vectors for different baseline
feature sets and proposed feature set. Then a clas-
sifier model is trained with the feature sets, we
train SMO classifier with 10 fold cross valida-
tion in Weka 3.6 explorer interface. Equal number
of plagiarized and non-plagiarized text samples
are trained with the classifier. We train the clas-
sifier with 8, 100 text segments from each class
where each segment initially contains 5, 000 char-
acters. Finally, the classification performances are
observed for different feature sets.

5.1 Baseline feature sets
We used three different baseline feature sets for
the experiment which are listed below:

• Baseline-1 (feature set used by Stein et al.
(2011)): used 30 features that includes lex-
ical and syntactical features, surface fea-
tures, vocabulary richness and readability
measurement-based features, n-gram-based
features, POS-based features etc.

• Baseline-2 (feature set used by Seaward and
Matwin (2009)): calculated the Kolmogorov
complexity of function words and different
parts-of-speech.

• Baseline-3 (distance function proposed by
Stamatatos (2009)): measured distance func-
tion or style-change score of the text-
windows with respect to the whole suspicious
document by using their character tri-gram
profiles.

5.2 Proposed feature set
We propose 36 features for IPD including en-
tropy, relative entropy, correlation coefficient, skip
n-grams of function words etc. Lavergne et al.
(2008) and Zhao et al. (2006) used relative en-
tropy for fake content detection and authorship at-
tribution accordingly. Islam et al. (2012) classified
readability levels of texts by using both entropy
and relative entropy. Stamatatos (2011) used func-
tion word n-grams for exterinsic plagiarism detec-
tion but here we generate several skip n-grams of
function words instead of simple n-grams. Guthrie
et al. (2006) used 1 to 4 skip n-grams for mod-
elling unseen sequences of words in the text. Here
we summarize the proposed feature set:

• Character tri-gram frequency profile: we
measure entropy for text windows and rela-
tive entropy and the correlation coefficient of
the character tri-gram frequency profile for
the text windows and documents. Addition-
ally, we calculate average n-gram frequency
class by using the equation of average word
frequency class proposed by Zu Eissen and
Stein (2006). Here we have 4 features: en-
tropy, relative entropy, correlation coefficient
and n-gram frequency class calculated from
character tri-gram frequency profiles of text-
windows and complete document.

• bi-gram and tri-gram frequency profile
with 1, 2, 3 and 4 skips : we measure
entropy, relative entropy, correlation coeffi-
cient of function-word bi-gram and tri-gram
frequency profile with 1, 2, 3 and 4 skips.
Additionally, we calculate the style change
scores with these frequency profiles using
the distance function proposed by Stamatatos
(2009). For generating the skip n-gram pro-
files of function-words we extract the func-
tion words sequentially from each sentence.
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We generate function-word skip n-gram pro-
files of the text segments by considering only
the function words at sentence level instead
of passage level as Stamatatos (2011) used.
Here we have 32 features: entropy, rela-
tive entropy, correlation coefficient and style-
change score calculated from 8 function-
word skip n-gram frequency profiles.

6 Experimental Results

We observe that the proposed feature set achieves
the highest F-Score compared to the baseline fea-
ture sets as illustrated in figure 3. All the fea-
ture sets together obtain a promising F-Score of
91% while the three baselines combined result in
an F-Score around 89%. The proposed feature
set achieves an 85% F-Score which is the high-
est compared to the three baseline feature sets.
Baseline-1 and baseline-2 obtain F-Score around
68% and 62% while baseline-3 surprisingly results
in an 84% F-Score as a single feature. We pair fea-
ture sets and observe their performances, figure 4
shows that the proposed feature set increases the
F-Score with the combination of baseline feature
sets.

Figure 5 depicts separate observations of en-
tropy, relative entropy, correlation coefficient and
distance function of function word skip n-gram
frequency profiles. Here we notice that relative
entropy achieves a very good F-Score of 72%, en-
tropy and correlation coefficient also obtain better
F-Scores than the distance function. Though dis-
tance function results in very good F-Score with
the character tri-gram frequency profile it does not
perform good enough with the function word skip
n-gram frequency profile. Distance function with
function word skip n-gram frequency profile ob-
tains around a 35% F-Score which is the lowest
compared to other functions with function word
skip n-gram frequency profile. We also observe
the effect of different window lengths (discussed
in section 4) on classification performance, the
classification performance increases for each fea-
ture set if the window length is increased. All the
feature sets combined result in F-Score of 82%
and 87% for window lengths of 1000 and 2000
characters accordingly while a 91% F-Score is
achieved with the window length of 5000 charac-
ters.
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Figure 3: Performance observation of the baseline
and proposed feature sets
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Figure 4: Performance observation of the coupled
feature sets
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Figure 5: Performance observation of function
word skip n-gram based features

7 Conclusion

In this paper we proposed a set of new features
for intrinsic plagiarism detection that support ar-
guments for continued research on IPD. In the fu-
ture we would like to evaluate these features on
human-plagiarised and different domain corpora.
We are also interested in expanding the IPD task
by considering the case that a suspicious document
is written by multiple authors.
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