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Preface

This second edition of the Workshop on Hybrid Approaches to Translation (HyTra) is co-located with the
51st Annual Meeting of the Association for Computational Linguistics (ACL 2013) in Sofia. It further
progresses on the findings of the first edition which was held as a joint 2-day event together with the
Workshop on Exploiting Synergies between Information Retrieval and Machine Translation (ESIRMT)
at the 13th Conference of the European Chapter of the Association for Computational Linguistics (EACL
2012) in Avignon.

The aim of the HyTra workshop series is to bring together and share ideas among MT researchers
who combine data-driven statistical approaches with linguistic knowledge models. We open the floor
for researchers and groups who develop and improve machine translation systems across different
paradigms: rule-based, example-based, statistical or hybrid. The workshop provides a platform for
publishing their work, and contributes towards building a research community in the field of hybrid MT,
around sharing a common vision, methods, evaluation benchmarks and tools. The uniting focus for this
community is a new cross-paradigm view of the area of machine translation, seeing the potential to move
the technology beyond the state-of-the-art by combining ideas and models developed in different fields
of computational linguistics and artificial intelligence. This workshop gives an opportunity to motivate
the cooperation and interaction between them, and to foster innovative combinations between the two
main MT paradigms: statistical and rule-based.

The advantages of rule-based MT are that its rules and representations are geared towards human
understanding and can be more easily checked, corrected and exploited for applications outside of
machine translation such as dictionaries, text understanding and dialog systems. But (pure) rule-based
MT has also severe disadvantages, among them slow development cycles, high cost, a lack of robustness
in the case of incorrect input, and difficulties in making correct choices with respect to ambiguous words,
structures, and transfer equivalents.

The advantages of statistical MT are fast development cycles, low cost, robustness, superior lexical
selection and relative fluency due to the use of language models. But (pure) statistical MT has also
disadvantages: it needs large amounts of data, which for many language pairs are not available, and are
unlikely to become available in the foreseeable future. This problem is especially relevant for under-
resourced languages. Recent advances in factored morphological models and syntax-based models in
SMT indicate that non-statistical symbolic representations and processing models need to have their
proper place in MT research and development, and more research is needed to understand how to develop
and integrate these non-statistical models most efficiently.

The translations of statistical systems are often surprisingly good with respect to phrases and short
distance collocations, but they often fail when preferences need to be based on more distant words.
In contrast, the output of rule-based systems is often surprisingly good if the parser assigns the correct
analysis to a sentence. However, it usually leaves something to be desired if the correct analysis cannot
be computed, or if there is not enough information for selecting the correct target words when translating
ambiguous words and structures.

Given the complementarity of rule-based and statistical MT, it is natural that the boundaries between
them have narrowed. The question is what the combined architecture should look like. In the past
few years, in the MT scientific community, the interest in hybridization and system combination
has significantly increased. This is why a large number of approaches for constructing hybrid MT
have already been proposed offering a considerable potential of improving MT quality and efficiency.
Mainly, the following hybrid MT systems can be identified: (1) SMT models augmented with
morphological, syntactic or semantic information; (2) Rule-based MT systems using parallel and
comparable corpora to improve results by enriching their lexicons and grammars and by applying
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new methods for disambiguation; (3) MT system combination based on different paradigms (including
voting systems); (4) automatic and semi-automatic pre-editing and post-editing approaches, including
re-ordering systems.

There is also great potential in expanding hybrid MT systems with techniques, tools and processing
resources from other areas of NLP, such as Information Extraction, Information Retrieval, Question
Answering, Semantic Web, Automatic Semantic Inferencing.

Given this context, relevant topics for the workshop series include the following:

• ways and techniques of hybridization

• architectures for the rapid development of hybrid MT systems

• applications of hybrid systems

• hybrid systems dealing with under-resourced languages

• hybrid systems dealing with morphologically rich languages

• using linguistic information (morphology, syntax, semantics) to enhance statistical MT (e.g. with
hierarchical or factored models)

• using contextual information to enhance statistical MT

• bootstrapping rule-based systems from corpora

• hybrid methods in spoken language translation

• extraction of dictionaries and other large-scale resources for MT from parallel and comparable
corpora

• induction of morphological, grammatical, and translation rules from corpora

• machine learning techniques for hybrid MT

• describing structural mappings between languages (e.g. tree-structures using synchronous/
transduction grammars)

• heuristics for limiting the search space in hybrid MT

• alternative methods for the fair evaluation of the output of different types of MT systems (e.g.
relying on linguistic criteria)

• system combination approaches such as multi-engine MT (parallel) or automatic post-editing
(sequential)

• open source tools and free language resources for hybrid MT

From this range most contributors of the current workshop have chosen to present work about how
SMT may be improved by adding linguistic knowledge and representation respectively. For some of
the papers this means to add morphological or morpho-syntactic representation levels - and to define
the lexicon- and language-models for these representations instead of considering inflected words or
chunks of inflected words; for others this (also) means to incorporate pre-processing components for
reordering the input (that, possibly, has been morphologically analyzed before). This set of papers where
SMT is taken as a basis is complemented by a few papers dedicated to integrating statistical information
– mainly about lexical selection and disambiguation - in RBMT systems; and by another few papers
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concentrating on extracting information for MT from monolingual resources (including analysis learning
for RBMT). A small number of contributions include general considerations about hybrid architectures
as such. However, a clear trend in the sense of a convention about hybridity coming into being cannot be
entailed from the contributions, not yet. This encourages continuation of the series.

This second HyTra workshop has been supported by the Seventh Framework Programme of the European
Commission through the Marie Curie actions HyghTra ("A Hybrid Hygh-Quality Translation System";
grant agreement no.: 251534 - PIAP-GA-2009-251534-HyghTra), IMTraP (Integration of Machine
Translation Paradigms, grant agreement no.: 2011-29951), AutoWordNet ("The Automatic Generation
of Lexical Databases Analogous to WordNet"; grant agreement no. 254504) and CrossLingMind
(“Automated analysis of opinions in a multilingual context”; grant agreement no. 300828). It has
also been supported in part by Spanish "Ministerio de Economía y Competitividad", contract TEC2012-
38939-C03-02 as well as from the European Regional Development Fund (ERDF/FEDER).

We would like to thank all people who contributed towards making the workshop a success. Our special
thanks go to our invited keynote speakers: Hermann Ney (RWTH Aachen), Will Lewis and Chris Quirk
(both Microsoft Research); as well as to our above mentioned sponsors, to the members of the program
committee who did an excellent job in reviewing the submitted papers despite a very tight schedule, and
to the ACL 2013 organizers, in particular the workshop general chairs Aoife Cahill and Qun Liu and the
publication team including Roberto Navigli, Jing-Shin Chang, and Stefano Faralli. Last but not least, we
would like to thank all authors and participants of the workshop, who have made this second edition of
HyTra very successful.

Sofia, Bulgaria, August 2013

Marta R. Costa-jussà, Reinhard Rapp, Patrik Lambert, Kurt Eberle, Rafael E. Banchs, Bogdan Babych
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