
ACL 2010

CMCL 2010

2010 Workshop on
Cognitive Modeling and Computational Linguistics

Proceedings of the Workshop

15 July 2010
Uppsala University
Uppsala, Sweden



Production and Manufacturing by
Taberg Media Group AB
Box 94, 562 02 Taberg
Sweden

c©2010 The Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street
Stroudsburg, PA 18360
USA
Tel: +1-570-476-8006
Fax: +1-570-476-0860
acl@aclweb.org

ISBN 978-1-932432-74-9 / 1-932432-74-4

ii



Introduction

The papers in these proceedings were presented at the ACL-2010 workshop on Cognitive Modeling and
Computational Linguistics held in Uppsala on July 15th 2010. The aim of the workshop was to provide
a specialized venue for work in computational psycholinguistics. ACL Lifetime Achievement Award
winner Martin Kay characterized this research area as striving to “build models of language that reflect
in some interesting way on the ways in which people use language.” The workshop continues a tradition
of similar meetings held at the Cognitive Science Society annual meeting in 1997 and at ACL meetings
in 1999 and 2004.

As organizer, I was happy to receive 23 submissions of which 10 were accepted. I would like to express
my sincere thanks to the Program Committee for their help. Thank you — I look forward to seeing you
at future CMCL workshops.

John T. Hale
July 2010
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Abstract
In this paper we investigate a new source of
information for syntactic category acquisition:
sentence type (question, declarative, impera-
tive). Sentence type correlates strongly with
intonation patterns in most languages; we hy-
pothesize that these intonation patterns are a
valuable signal to a language learner, indicat-
ing different syntactic patterns. To test this hy-
pothesis, we train a Bayesian Hidden Markov
Model (and variants) on child-directed speech.
We first show that simply training a separate
model for each sentence type decreases perfor-
mance due to sparse data. As an alternative, we
propose two new models based on the BHMM
in which sentence type is an observed variable
which influences either emission or transition
probabilities. Both models outperform a stan-
dard BHMM on data from English, Cantonese,
and Dutch. This suggests that sentence type
information available from intonational cues
may be helpful for syntactic acquisition cross-
linguistically.

1 Introduction
Children acquiring the syntax of their native language
have access to a large amount of contextual informa-
tion. Acquisition happens on the basis of speech, and
the acoustic signal carries rich prosodic and intona-
tional information that children can exploit. A key task
is to separate the acoustic properties of a word from the
underlying sentence intonation. Infants become attuned
to the pragmatic and discourse functions of utterances
as signalled by intonation extremely early; in this they
are helped by the fact that intonation contours of child
and infant directed speech are especially well differen-
tiated between sentence types (Stern et al., 1982; Fer-
nald, 1989). Children learn to use appropriate intona-
tional melodies to communicate their own intentions at
the one word stage, before overt syntax develops (Snow
and Balog, 2002).

It follows that sentence type information (whether a
sentence is declarative, imperative, or a question), as
signaled by intonation, is readily available to children
by the time they start to acquire syntactic categories.
Sentence type also has an effect on sentence structure
in many languages (most notably on word order), so

we hypothesise that sentence type is a useful cue for
syntactic category learning. We test this hypothesis by
incorporating sentence type information into an unsu-
pervised model of part of speech tagging.

We are unaware of previous work investigating the
usefulness of this kind of information for syntactic
category acquisition. In other domains, intonation has
been used to identify sentence types as a means of im-
proving speech recognition language models. Specifi-
cally, (Taylor et al., 1998) found that using intonation
to recognize dialogue acts (which to a significant extent
correspond to sentence types) and then using a special-
ized language model for each type of dialogue act led
to a significant decrease in word error rate.

In the remainder of this paper, we first present the
Bayesian Hidden Markov Model (BHMM; Goldwater
and Griffiths (2007)) that is used as the baseline model
of category acquisition, as well as our extensions to
the model, which incorporate sentence type informa-
tion. We then discuss the distinctions in sentence type
that we used and our evaluation measures, and finally
our experimental results. We perform experiments on
corpora in four different languages: English, Spanish,
Cantonese, and Dutch. Our results on Spanish show no
difference between the baseline and the models incor-
porating sentence type, possibly due to the small size of
the Spanish corpus. Results on all other corpora show
a small improvement in performance when sentence
type is included as a cue to the learner. These cross-
linguistic results suggest that sentence type may be a
useful source of information to children acquiring syn-
tactic categories.

2 BHMM Models
2.1 Standard BHMM
We use a Bayesian HMM (Goldwater and Griffiths,
2007) as our baseline model. Like a standard trigram
HMM, the BHMM assumes that the probability of tag
ti depends only on the previous two tags, and the proba-
bility of word wi depends only on ti. This can be written
as

ti|ti−1 = t, ti−2 = t ′,τ(t,t ′) ∼ Mult(τ(t,t ′)) (1)

wi|ti = t,ω(t) ∼ Mult(ω(t)) (2)

where τ(t,t ′) are the parameters of the multinomial dis-
tribution over following tags given previous tags (t, t ′)
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and ω(t) are the parameters of the distribution over out-
puts given tag t. The BHMM assumes that these param-
eters are in turn drawn from symmetric Dirichlet priors
with parameters α and β, respectively:

τ
(t,t ′)|α ∼ Dirichlet(α) (3)

ω
(t)|β ∼ Dirichlet(β) (4)

Using these Dirichlet priors allows the multinomial dis-
tributions to be integrated out, leading to the following
predictive distributions:

P(ti|t−i,α) =
C(ti−2, ti−1, ti)+α

C(ti−2, ti−1)+T α
(5)

P(wi|ti, t−i,w−i,β) =
C(ti,wi)+β

C(ti)+Wtiβ
(6)

where t−i = t1 . . . ti−1, w−i = w1 . . .wi−1, C(ti−2, ti−1, ti)
and C(ti,wi) are the counts of the trigram (ti−2, ti−1, ti)
and the tag-word pair (ti,wi) in t−i and w−i, T is the
size of the tagset, and Wti is the number of word types
emitted by ti.

Based on these predictive distributions, (Goldwa-
ter and Griffiths, 2007) develop a Gibbs sampler for
the model, which samples from the posterior distri-
bution over tag sequences t given word sequences w,
i.e., P(t|w,α,β) ∝ P(w|t,β)P(t|α). This is done by us-
ing Equations 5 and 6 to iteratively resample each tag
ti given the current values of all other tags.1 The re-
sults show that the BHMM with Gibbs sampling per-
forms better than the standard HMM using expectation-
maximization. In particular, the Dirichlet priors in the
BHMM constrain the model towards sparse solutions,
i.e., solutions in which each tag emits a relatively small
number of words, and in which a tag transitions to few
following tags. This type of model constraint allows
the model to find solutions which correspond to true
syntactic parts of speech (which follow such a sparse,
Zipfian distribution), unlike the uniformly-sized clus-
ters found by standard maximum likelihood estimation
using EM.

In the experiments reported below, we use the Gibbs
sampler described by (Goldwater and Griffiths, 2007)
for the BHMM, and modify it as necessary for our own
extended models. We also follow (Goldwater and Grif-
fiths, 2007) in using Metropolis-Hastings sampling for
the hyperparameters, which are inferred automatically
in all experiments. A separate β parameter is inferred
for each tag.

2.2 BHMM with Sentence Types
We wish to add a sentence type feature to each time-
step in the HMM, signalling the current sentence type.
We treat sentence type (s) as an observed variable, on
the assumption that it is observed via intonation or

1Slight corrections need to be made to Equation 5 to ac-
count for sampling tags from the middle of the sequence
rather than from the end; these are given in (Goldwater and
Griffiths, 2007) and are followed in our own samplers.

ti−2 ti−1 ti

wisi

β

α

N

Figure 1: Graphical model representation of the
BHMM-T, which includes sentence type as an ob-
served variable on tag transitions (but not emissions).

punctuation features (not part of our model), and these
features are informative enough to reliably distinguish
sentence types (as speech recognition tasks have found
to be the case, see Section 1).

In the BHMM, there are two obvious ways that sen-
tence type could be incorporated into the generative
model: either by affecting the transition probabilities
or by affecting the emission probabilities. The first case
can be modeled by adding si as a conditioning variable
when choosing ti, replacing line 1 from the BHMM
definition with the following:

ti|si = s, ti−1 = t, ti−2 = t ′,τ(t,t ′) ∼ Mult(τ(s,t,t ′)) (7)

We will refer to this model, illustrated graphically in
Figure 1, as the BHMM-T. It assumes that the distribu-
tion over ti depends not only on the previous two tags,
but also on the sentence type, i.e., that different sen-
tence types tend to have different sequences of tags.

In contrast, we can add si as a conditioning variable
for wi by replacing line 2 from the BHMM with

wi|si = s, ti = t,ω(t) ∼ Mult(ω(s,t)) (8)

This model, the BHMM-E, assumes that different sen-
tence types tend to have different words emitted from
the same tag.

The predictive distributions for these models are
given in Equations 9 (BHMM-T) and 10 (BHMM-E):

P(ti|t−i,si,α) =
C(ti−2, ti−1, ti,si)+α

C(ti−2, ti−1,si)+T α
(9)

P(wi|ti,si,β) =
C(ti,wi,si)+β

C(ti,si)+Wtiβ
(10)

Of course, we can also create a third new model,
the BHMM-B, in which sentence type is used to con-
dition both transition and emission probabilities. This
model is equivalent to training a separate BHMM on
each type of sentence (with shared hyperparameters).
Note that introducing the extra conditioning variable
in these models has the consequence of splitting the
counts for transitions, emissions, or both. The split dis-
tributions will therefore be estimated using less data,
which could actually degrade performance if sentence
type is not a useful variable.
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Our prediction is that sentence type is more likely
to be useful as a conditioning variable for transition
probabilities (BHMM-T) than for emission probabili-
ties (BHMM-E). For example, the auxiliary inversion
in questions is likely to increase the probability of
the AUX→ PRO transition, compared to declaratives.
Knowing that the sentence is a question may also af-
fect emission probabilities, e.g., it might increase the
probability the word you given a PRO and decrease the
probability of I; one would certainly expect wh-words
to have much higher probability in wh-questions than
in declaratives. However, many other variables also af-
fect the particular words used in a sentence (princi-
pally, the current semantic and pragmatic context). We
expect that sentence type plays a relatively small role
compared to these other factors. The ordering of tags
within an utterance, on the other hand, is principally
constrained by sentences type (especially in the short
and grammatically simple utterances found in child-
directed speech).

3 Sentence Types

We experiment with a number of sentence-type cate-
gories, leading to increasingly fine grained distinctions.

The primary distinction is between questions (Q) and
declaratives (D). Questions are marked by punctuation
(in writing) or by intonation (in speech), as well as by
word order or other morpho-syntactic markers in many
languages.

Questions may be separated into categories, most
notably wh-questions and yes/no-questions. Many lan-
guages (including several English dialects) have dis-
tinct intonation patterns for wh- and yes/no-questions
(Hirst and Cristo, 1998).

Imperatives are a separate type from declaratives,
with distinct word order and intonation patterns.

Declaratives may be further subdivided into frag-
ments and full sentences. We define fragments as ut-
terances without a verb (including auxiliary verbs).

As an alternate sentence-level feature to sentence
type, we use length. Utterances are classified accord-
ing to their length, as either shorter or longer than av-
erage. Shorter utterances are more likely to be frag-
ments and may have distinct syntactic patterns. How-
ever these patterns are likely to be less strong than in
the above type-based types. In effect this condition is
a pseudo-baseline, testing the effects of less- or non-
informative sentence features on our proposed models.

4 Evaluation Measures

Evaluation of fully unsupervised part of speech tagging
is known to be problematic, due to the fact that the
part of speech clusters found by the model are unla-
beled, and do not automatically correspond to any of
the gold standard part of speech categories. We report
three evaluation measures in our experiments, in order
to avoid the weaknesses inherent in any single measure
and in an effort to be comparable to previous work.

Matched accuracy (MA), also called many-to-one
accuracy, is a commonly used measure for evaluating
unlabeled clusterings in part of speech tagging. Each
unlabeled cluster is given the label of the gold category
with which it shares the most members. Given these la-
bels, accuracy can be measured as usual, as the percent-
age of tokens correctly labeled. Note that multiple clus-
ters may have the same label if several clusters match
the same gold standard category. This can lead to a de-
generate solution if the model is allowed an unbounded
number of categories, in which each word is in a sepa-
rate cluster. In less extreme cases, it makes comparing
MA across clustering results with different numbers of
clusters difficult. Another serious issue with MA is the
“problem of matching” (Meila, 2007): matched accu-
racy only evaluates whether or not the items in the clus-
ter match the majority class label. The non-matching
items within a cluster might all be from a second gold
class, or they might be from many different classes. In-
tuitively, the former clustering should be evaluated as
better, but matched accuracy is the same for both clus-
terings.

Variation of Information (VI) (Meila, 2007) is a
clustering evaluation measure that avoids the match-
ing problem. It measures the amount of information
lost and gained when moving between two clusterings.
More precisely:

V I(C,K) = H(C)+H(K)−2I(C,K)
= H(C|K)+H(K|C)

A lower score implies closer clusterings, since each
clustering has less information not shared with the
other: two identical clusterings have a VI of zero. How-
ever, VI’s upper bound is dependent on the maximum
number of clusters in C or K, making it difficult to com-
pare clustering results with different numbers of clus-
ters.

As a third, and, in our view, most informative
measure, we use V-measure (VM; Rosenberg and
Hirschberg (2007)). Like VI, VM uses the conditional
entropy of clusters and categories to evaluate cluster-
ings. However, it also has the useful characteristic of
being analogous to the precision and recall measures
commonly used in NLP. Homogeneity, the precision
analogue, is defined as

V H = 1− H(C|K)
H(C)

.

VH is highest when the distribution of categories
within each cluster is highly skewed towards a small
number of categories, such that the conditional entropy
is low. Completeness (recall) is defined symmetrically
to VH as:

VC = 1− H(K|C)
H(K)

.

VC measures the conditional entropy of the clusters
within each gold standard category, and is highest if
each category maps to a single cluster so that each

3



Eve Manchester
Sentence type Counts |w| Counts |w|

Total 13494 4.39 13216 4.23

D
Total 8994 4.48 8315 3.52
I 623 4.87 757 4.22
F 2996 1.73 4146 1.51

Q Total 4500 4.22 4901 5.44
wh 2105 4.02 1578 4.64
Short utts 5684 1.89 6486 1.74
Long utts 7810 6.21 6730 6.64

Table 1: Counts of sentence types in the Eve and
Manchester training set. (Test and dev sets are approx-
imately 10% of the size of training.) |w| is the average
length in words of utterances of this type. D: declar-
atives, I: imperatives, F: fragments, Q: questions, wh:
wh-questions.

model cluster completely contains a category. The V-
measure VM is simply the harmonic mean of VH and
VC, analogous to traditional F-score. Unlike MA and
VI, VM is invariant with regards to both the number of
items in the dataset and to the number of clusters used,
and consequently it is best suited for comparing results
across different corpora.

5 English experiments

5.1 Corpora
We use the Eve corpus (Brown, 1973) and the
Manchester corpus (Theakston et al., 2001) from the
CHILDES collection (MacWhinney, 2000). The Eve
corpus is a longitudinal study of a single US Ameri-
can child from the age of 1.5 to 2.25 years, whereas
the Manchester corpus follows a cohort of 12 British
children from the ages of 2 to 3. Using both corpora
ensures that any effect is not due to a particular child,
and is not specific to a type of English.

From both corpora we remove all utterances spoken
by a child; the remaining utterances are nearly exclu-
sively child-directed speech (CDS). We use the full Eve
corpus and a similarly sized subset of the Manchester
corpus, consisting of the first 70 CDS utterances from
each file. Files from the chronological middle of each
corpus are set aside for development and testing (Eve:
file 10 for testing, 11 for dev; Manchester: file 17 from
each child for testing, file 16 for dev).

Both corpora have been tagged using the relatively
rich CHILDES tagset, which we collapse to a smaller
set of thirteen tags: adjectives, adverbs, auxiliaries,
conjunctions, determiners, infinitival-to, nouns, nega-
tion, participles, prepositions, pronouns, verbs and
other (communicators, interjections, fillers and the
like). wh-words are tagged as adverbs (why,where,
when and how, or pronouns (who and the rest).

Table 1 show the sizes of the training sets, and
the breakdown of sentence types within them. Each
sentence type can be identified using a distinguish-
ing characteristic. Sentence-final punctuation is used to

differentiate between questions and declaratives; wh-
questions are then further differentiated by the pres-
ence of a wh-word. Imperatives are separated from the
declaratives by a heuristic (since CHILDES does not
have an imperative verb tag): if an utterance includes
a base verb within the first two words, without a pro-
noun proceeding it (with the exception of you, as in
you sit down right now), the utterance is coded as an
imperative. Fragments are also identified using the tag
annotations, namely by the lack of a verb or auxiliary
tag in an utterance.

The CHILDES annotation guide specifies that the
question mark is to be used with any utterance with “fi-
nal rising contour”, even if syntactically the utterance
might appear to be a declarative or exclamation. The
question category consequently includes echo ques-
tions (Finger stuck?) and non-inverted questions (You
want me to have it?).

5.2 Inference and Evaluation Procedure
Unsupervised models do not suffer from overfitting,
so generally it is thought unnecessary to use separate
training and testing data, with results being reported
on the entire set of input data. However, there is still
a danger, in the course of developing a model, of over-
fitting in the sense of becoming too finely attuned to a
particular set of input data. To avoid this, we use sep-
arate test and development sets. The BHMM is trained
on (train+dev) or (train+test), but evaluation scores are
computed based on the dev or test portions of the data
only. 2

We run the Gibbs sampler for 2000 iterations, with
hyperparameter resampling and simulated annealing.
Each iteration produces an assignment of tags to the
tokens in the corpus; the final iteration is used for eval-
uation purposes. Since Gibbs sampling is a stochas-
tic algorithm, we run all models multiple times (three,
except where stated otherwise) and report average val-
ues for all evaluation measures, as well as confidence
intervals. We run our experiments using a variety of
sentence type features, ranging from the coarse ques-
tion/declarative (Q/D) distinction to the full five types.
For reasons of space we do not report all results here,
instead confining ourselves to representative samples.

5.3 BHMM-B: Type-specific Sub-Models
When separate sub-models are used for each sen-
tence type, as in the BHMM-B, where both transition
and emission probabilities are conditioned on sentence
type, the hidden states (tags) in each sub-model do
not correspond to each other, e.g., a hidden state 9 in
one sub-model is not the same state 9 in another sub-
model. Consequently, when evaluating the tagged out-
put, each sentence type must be evaluated separately
(otherwise the evaluation would equate declaratives-
tag-9 with questions-tag-9).

2The results presented in this paper are all evaluated on
the dev set; preliminary test set results on the Eve corpus
show the same patterns.
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Model VM VC VH VI MA
wh-questions
BHMM: 63.0 (1.0) 59.8 (0.4) 66.6 (1.8) 1.63 (0.03) 70.7 (2.7)
BHMM-B: 58.7 (2.0) 58.2 (2.1) 59.2 (2.0) 1.74 (0.09) 59.7 (2.0)
Other Questions
BHMM: 65.6 (1.4) 62.7 (1.3) 68.7 (1.5) 1.62 (0.06) 74.5 (0.5)
BHMM-B: 64.4 (3.6) 62.6 (4.4) 66.2 (2.8) 1.65 (0.19) 70.8 (2.5)
Declaratives
BHMM: 60.9 (1.3) 58.7 (1.1) 63.3 (1.6) 1.84 (0.06) 73.5 (0.8)
BHMM-B: 58.0 (1.2) 55.5 (1.1) 60.7 (1.5) 1.99 (0.06) 69.0 (1.5)

Table 2: Results for BHMM-B on W/Q/D sentence types (dev set evaluation) in the Manchester corpus, compared
to the standard BHMM. The confidence interval is indicated in parentheses. Note that lower VI is better.

Model VM VC VH VI MA
BHMM: 59.4 (0.2) 56.9 (0.2) 62.3 (0.2) 1.96 (0.01) 72.2 (0.2)
Q/D: 61.2 (1.2) 58.6 (1.2) 64.0 (1.4) 1.88 (0.06) 72.1 (1.5)
W/Q/D: 61.0 (1.7) 59.0 (1.5) 63.0 (2.0) 1.86 (0.08) 69.6 (2.2)
F/I/D/Q/W: 61.7 (1.7) 58.9 (1.8) 64.8 (1.6) 1.80 (0.09) 70.5 (1.3)

Table 3: Results for BHMM-E on the Eve corpus (dev set evaluation), compared to the standard BHMM. The
confidence interval is indicated in parentheses.

Table 2 shows representative results for the W/Q/D
condition on the Manchester corpus, separated into wh-
questions, other questions, and declaratives. For each
sentence type, the BHMM-B performs significantly
worse than the BHMM. The wh-questions sub-model,
which is trained on the smallest subset of the input cor-
pus, performs the worst across all measures except VI.
This suggests that lack of data is why these sub-models
perform worse than the standard model.

5.4 BHMM-E: Type-specific Emissions

Having demonstrated that using entirely separate sub-
models does not improve tagging performance, we turn
to the BHMM-E, in which emission probability distri-
butions are sentence-type specific, but transition prob-
abilities are shared between all sentence types.

The results in Table 3 show that BHMM-E does re-
sult in slightly better tagging performance as evaluated
by VI (lower VI is better) and VM and its components.
Matched accuracy does not capture this same trend. In-
specting the clusters found by the model, we find that
clusters for the most part do match gold categories. The
tokens that do not fall into the highest matching gold
categories are not distributed randomly, however; for
instance, nouns and pronouns often end up in the same
cluster. VI and VM capture these secondary matches
while MA does not. Some small gold categories (e.g.
the single word infinitival-to and negation-not cate-
gories) are often merged by the model into a single
cluster, with the result that MA considers nearly half
the cluster as misclassified.

The largest increase in performance with regards to
the standard BHMM is obtained by adding the distinc-
tion between declaratives and questions. Thereafter,
adding the wh-question, fragment and imperative sen-
tence types does not worsen performance, but also does

not significantly improve performance on any measure.

5.5 BHMM-T: Type-specific Transitions

Lastly, the BHMM-T shares emission probabilities
among sentence types and uses sentence type specific
transition probabilities.

Results comparing the standard BHMM with the
BHMM-T with sentence-type-specific transition prob-
abilities are presented in Table 4. Once again, VM
and VI show a clear trend: the models using sen-
tence type information outperform both the standard
BHMM and models splitting according to utterance
length (shorter/longer than average). MA shows no sig-
nificant difference in performance between the differ-
ent models (aside from clearly showing that utterance
length is an unhelpful feature). The fact that the MA
measure shows no clear change in performance is likely
a fault of the measure itself; as explained above, VI and
VM take into account the distribution of words within
a category, which MA does not.

As with the BHMM-E, the improvements to VM and
VI are obtained by distinguishing between questions
and declaratives, and then between wh- and other ques-
tions. Both of these distinctions are marked by intona-
tion in English. In contrast, distinguishing fragments
and imperatives, which are less easily detected by in-
tonation, provides no obvious benefit in any case. Us-
ing sentence length as a feature degrades performance
considerably, confirming that improvements in perfor-
mance are due to sentence types capturing useful infor-
mation about the tagging task, and not simply due to
splitting the input in some arbitrary way.

One reason for the improvement when adding the
wh-question type is that the models are learning to
identify and cluster the wh-words in particular. If we
evaluate the wh-words separately, VM rises from 32.3
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Model VM VC VH VI MA
Eve
BHMM: 59.4 (0.2) 56.9 (0.2) 62.3 (0.2) 1.96 (0.01) 72.2 (0.2)
Q/D: 60.9 (0.5) 58.3 (0.4) 63.7 (0.6) 1.89 (0.02) 72.7 (0.3)
W/Q/D: 62.5 (1.2) 60.0 (1.3) 65.2 (1.0) 1.81 (0.06) 72.9 (0.8)
F/I/D/Q/W: 62.2 (1.5) 59.5 (1.6) 65.2 (1.3) 1.77 (0.08) 71.5 (1.4)
Length: 57.9 (1.2) 55.3 (1.1) 60.7 (1.3) 2.04 (0.06) 69.7 (2.0)
Manchester
BHMM: 60.2 (0.9) 57.6 (0.9) 63.1 (1.0) 1.92 (0.05) 72.1 (0.7)
Q/D: 61.5 (0.7) 59.2 (0.6) 63.9 (0.9) 1.84 (0.03) 71.6 (1.5)
W/Q/D: 62.7 (0.2) 60.6 (0.2) 65.0 (0.3) 1.78 (0.01) 71.2 (0.6)
F/I/D/Q/W: 62.5 (0.4) 60.3 (0.5) 64.9 (0.4) 1.79 (0.02) 71.3 (0.9)
Length: 58.1 (0.7) 55.6 (0.8) 60.8 (0.6) 2.02 (0.04) 71.0 (0.6)

Table 4: Results on the Eve and Manchester corpora for the various sentence types in the BHMM and BHMM-T
models. The confidence interval is indicated in parentheses.

in the baseline BHMM to 41.5 in the W/Q/D condition
with the BHMM-T model and 46.8 with the BHMM-
E model. Performance for the non-wh-words also im-
proves in the W/Q/D condition, albeit less dramati-
cally: from 61.1 in the baseline BHMM to 63.6 with
BHMM-T and 62.0 with BHMM-E. The wh-question
type enables the models to pick up on the defining char-
acteristics of these sentences, namely wh-words.

We predicted the sentence-type specific transition
probabilities in the BHMM-T to be more useful than
the sentence-type specific emission probabilities in the
BHMM-E. The BHMM-T does perform slightly better
than the BHMM-E, however, the effect is small. Word
or tag order may be the most overt difference between
questions and declaratives in English, but word choice,
especially the use of wh-words varies sufficiently be-
tween sentence types for sentence-type specific emis-
sion probabilities to be equally useful.

6 Crosslinguistic Experiments

In the previous section we found that sentence type
information improved syntactic categorisation in En-
glish. In this section, we evaluate the BHMM’s perfor-
mance on a range of languages other than English, and
investigate whether sentence type information is use-
ful across languages. To our knowledge this is the first
application of the BHMM to non-English data.

Nearly all human languages distinguish between
yes/no-questions and declaratives in intonation; ques-
tions are most commonly marked by rising intonation
(Hirst and Cristo, 1998). wh-questions do not always
have a distinct intonation type, but they are signalled
by the presence of members of the small class of wh-
words.

The CHILDES collection includes tagged corpora
for Spanish and Cantonese: the Ornat corpus (Ornat,
1994) and the Lee Wong Leung (LWL) corpus (Lee
et al., 1994) respectively. To cover a greater variety of
word order patterns, a Dutch corpus of adult dialogue
(not CDS) is also tested. We describe each corpus in
turn below; Table 5 describes their relative sizes.

Total Ds all Qs wh-Qs
Spanish 8759 4825 3934 1507
|w| 4.29 4.41 4.14 3.72

Cantonese 12544 6689 5855 2287
|w| 4.16 3.85 4.52 4.80

Dutch 8967 7812 1155 363
|w| 6.16 6.19 6.00 7.08

Table 5: Counts of sentence types in the training sets
for Spanish. Cantonese and Dutch. (Test and dev sets
are approximately 10% of the size of training.) |w| is
the average length in words of utterances of this type.
D: declaratives, Qs: questions, wh-Qs: wh-questions.

6.1 Spanish
The Ornat corpus is a longitudinal study of a single
child between the ages of one and a half and nearly
four years, consisting of 17 files. Files 08/09 are used
testing/development.

We collapse the Spanish tagset used in the Ornat cor-
pus in a similar fashion to the English corpora. There
are 11 tags in the final set: adjectives, adverbs, con-
juncts, determiners, nouns, prepositions, pronouns, rel-
ative pronouns, auxiliaries, verbs, and other.

Spanish wh-questions are formed by fronting the
wh-word (but without the auxiliary verbs added in
English); yes/no-questions involve raising the main
verb (again without the auxiliary inversion in English).
Spanish word order in declaratives is generally freer
than English word order. Verb- and object-fronting is
more common, and pronouns may be dropped (since
verbs are marked for gender and number).

6.2 Cantonese
The LWL corpus consists of transcripts from a set of
children followed over the course of a year, totalling
128 files. The ages of the children are not matched, but
they range between one and three years old. Our train-
ing set consists of the first 500 utterances of all train-
ing files, in order to create a data set of similar size as
the other corpora used. Files from children aged two
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years and five months are used as the test set; files from
two years and six months are the development set files
(again, the first 500 utterances from each of these make
up the test/dev corpus).

The tagset used in the LWL is larger than the En-
glish corpus. It consists of 20 tags: adjective, ad-
verb, aspectual marker, auxiliary or modal verb, clas-
sifier, communicator, connective, determiners, genitive
marker, preposition or locative, noun, negation, pro-
nouns, quantifiers, sentence final particle, verbs, wh-
words, foreign word, and other. We remove all sen-
tences that are encoded as being entirely in English but
leave single foreign, mainly English, words (generally
nouns) in a Cantonese context.

Cantonese follows the same basic SVO word order
as English, but with a much higher frequency of topic-
raising. Questions are not marked by different word or-
der. Instead, particles are inserted to signal questioning.
These particles can signal either a yes/no-question or a
wh-question; in the case of wh-questions they replace
the item being questioned (e.g., playing-you what?),
without wh-raising as in English or Spanish. Despite
the use of tones in Cantonese, questions are marked
with rising final intonation.

6.3 Dutch
The Corpus of Spoken Dutch (CGN) contains Dutch
spoken in a variety of settings. We use the “spontaneous
conversation” component, consisting of 925 files, since
it is the most similar to CDS. However, the utterances
are longer, and there are far fewer questions, especially
wh-questions (see Table 5).

The corpus does not have any meaningful timeline,
so we designated all files with numbers ending in 0 as
test files and files ending in 9 as dev files. The first
60 utterances from each file were used, to create train-
ing/test/dev sets similar in size to the other corpora.

The coarse CGN tagset consists of 11 tags, which
we used directly: adjective, adverb, conjunction, deter-
miner, interjection, noun, number, pronoun/determiner,
preposition, and verb.

Dutch follows verb-second word order in main
clauses and SOV word order in embedded clauses.
Yes/no-questions are created by verb-fronting, as in
Spanish. wh-questions involve a wh-word at the begin-
ning of the utterance followed by the verb in second
position.

6.4 Results
We trained standard BHMM, BHMM-T and BHMM-E
models in the same manner as with the English corpora.
Given the poor performance of the BHMM-B, we did
not test it here.

Due to inconsistent annotation and lack of familiar-
ity with the languages we tested only two sentence type
distinctions, Q/D and W/Q/D. Punctuation was used
to distinguish between questions and declaratives. wh-
questions were identified by using a list of wh-words
for Spanish and Dutch; for Cantonese we relied on the
wh-word tag annotation.

Results are shown in Table 6. Since the corpora
are different sizes and use tagsets of varying sizes, VI
and MA results are not comparable between corpora.
VM (and VC and VH) are more robust, but even so
cross-corpora comparisons should be made carefully.
The English corpora VM scores are significantly higher
(around 10 points higher) than the non-English corpora
scores.

In Cantonese and Dutch, the W/Q/D BHMM-T
model performs best; in both cases significantly bet-
ter than the BHMM. In Cantonese, the separation of
wh-questions improves tagging significantly in both the
BHMM-T and BHMM-E models, whereas simply sep-
arating questions and declaratives helps far less. In
the Dutch corpus, wh-questions improved only in the
BHMM-T, not in the BHMM-E.

The Spanish models have higher variance, due to the
small size of the corpus. Due to the high variance, there
are no significant differences between any of the con-
ditions; it is also difficult to spot a trend.

7 Future Work
We have shown sentence type information to be use-
ful for syntactic tagging. However, the BHMM-E and
BHMM-T models are successful in part however be-
cause they also share information as well as split it;
the completely split BHMM-B does not perform well.
Many aspects of tagging do not change significantly
between sentence types. Within a noun phrase, the or-
dering of determiners and nouns is the same whether
it is in a question or an imperative, and to a large ex-
tent the determiners and nouns used will be the same
as well. Learning these patterns over as much input as
possible is essential. Therefore, the next step in this line
of work will be to add a general (corpus-level) model
alongside type-specific models. Ideally, the model will
learn when to use the type-specific model (when tag-
ging the beginning of questions, for instance) and when
to use the general model (when tagging NPs). Such a
model would make use of sentence-type information in
a better way, hopefully leading to further improvements
in performance. A further, more sophisticated model
could learn the useful sentence types distinctions auto-
matically, perhaps forgoing the poorly performing im-
perative or fragment types we tested here in favor of a
more useful type we did not identify.

8 Conclusions
We set out to investigate a hitherto unused source of
information for models of syntactic category learning,
namely intonation and its correlate, sentence type. We
showed that this information is in fact useful, and in-
cluding it in a Bayesian Hidden Markov Model im-
proved unsupervised tagging performance.

We found tagging performance increases if sentence
type information is used to generate either transition
probabilities or emission probabilities in the BHMM.
However, we found that performance decreases if sen-
tence type information is used to generate both transi-

7



Model VM VC VH VI MA
Spanish
BHMM: 49.4 (1.8) 47.2 (1.9) 51.8 (1.8) 2.27 (0.09) 61.5 (2.1)
BHMM-E Q/D: 49.4 (1.5) 47.0 (1.4) 52.1 (1.7) 2.28 (0.06) 60.9 (2.6)
BHMM-E W/Q/D: 48.7 (2.5) 46.4 (2.4) 51.2 (2.6) 2.31 (0.11) 60.2 (3.0)
BHMM-T Q/D: 49.0 (1.7) 46.7 (1.6) 51.6 (1.7) 2.30 (0.07) 60.9 (2.5)
BHMM-T W/Q/D: 49.5 (2.5) 47.2 (2.3) 52.1 (2.8) 2.27 (0.11) 61.0 (3.0)
Cantonese
BHMM: 49.4 (0.8) 44.5 (0.7) 55.4 (1.0) 2.60 (0.04) 67.2 (1.0)
BHMM-E Q/D: 50.7 (1.6) 45.4 (1.5) 57.5 (1.7) 2.55 (0.09) 69.0 (1.0)
BHMM-E W/Q/D: 52.3 (0.3) 46.9 (0.3) 59.3 (0.4) 2.46 (0.02) 69.4 (0.9)
BHMM-T Q/D: 50.3 (0.9) 45.0 (0.9) 57.0 (1.0) 2.57 (0.05) 68.4 (0.8)
BHMM-T W/Q/D: 52.2 (0.8) 46.8 (0.9) 59.1 (0.7) 2.47 (0.05) 69.9 (1.9)
Dutch
BHMM: 48.4 (0.7) 47.1 (0.8) 49.7 (0.7) 2.38 (0.04) 62.3 (0.3)
BHMM-E Q/D: 48.4 (0.4) 47.3 (0.4) 49.7 (0.5) 2.37 (0.02) 62.2 (0.3)
BHMM-E W/Q/D 47.6 (0.3) 46.3 (0.4) 48.8 (0.2) 2.41 (0.02) 61.2 (1.1)
BHMM-T Q/D: 47.9 (0.5) 46.7 (0.4) 49.1 (0.5) 2.40 (0.02) 61.5 (0.4)
BHMM-T W/Q/D: 49.6 (0.2) 48.5 (0.2) 50.8 (0.2) 2.31 (0.10) 64.1 (0.2)

Table 6: Results for BHMM, BHMM-E, and BHMM-T on non-English corpora.

tion and emission probabilities (which is equivalent to
training a separate BHMM for each sentence type).

To test the generality of our findings, we carried out a
series of cross-linguistic experiments, integrating sen-
tence type information in unsupervised tagging mod-
els for Spanish, Cantonese, and Dutch. The results for
Cantonese and Dutch mirrored those for English, show-
ing a small increase in tagging performance for models
that included sentence type information. For Spanish,
no improvement was observed.
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Abstract

Natural language as well as other commu-
nication forms are constrained by cogni-
tive function and evolved through a social
process. Here, we examine whether hu-
man memory may be uniquely adapted to
the social structures prevalent in groups,
specifically small-world networks. The
emergence of domain languages is simu-
lated using an empirically evaluated ACT-
R-based cognitive model of agents in a
naming game played within communi-
ties. Several community structures are ex-
amined (grids, trees, random graphs and
small-world networks). We present pre-
liminary results from small-scale simula-
tions, showing relative robustness of cog-
nitive models to network structure.

1 Introduction

A language, even if shared among the members
of a community, is hardly static. It is constantly
evolving and adapting to the needs of its speak-
ers. Adaptivity in natural language has been found
at various linguistic levels. Models of dialogue
describe how interlocutors develop representation
systems in order to communicate; such systems
can, for instance, be observed using referring ex-
pressions such as the wall straight ahead that iden-
tify locations in a maze. Experiments have shown
that communities converge on a common standard
for such expressions (Garrod and Doherty, 1994).

Models of the horizontal transmission of cul-
tural information within generations show on a
much larger scale how beliefs or communicative
standards spread within a single generation of hu-
mans. Recently, language change has accelerated
through the use of communication technologies,
achieving changes that used to take generations
in years or even months or weeks. However, the

structure of electronic networks mimics that of
more traditional social networks, and even com-
munication via mass media follows a power-law-
driven network topology.

The individual agents that are effecting the lan-
guage change depend on their cognitive abilities
such as memory retrieval and language processing
to control and accept novel communication stan-
dards. Do the local, cognitive constraints at the
individual level interact with the structure of large-
scale networks? Both social structure and individ-
ual cognitive systems have evolved over a long pe-
riod of time, leading to the hypothesis that certain
network structures are more suitable than others to
convergence, given the specific human cognitive
apparatus. Some properties of human cognition
are well established, e.g., in cognitive frameworks
(Anderson et al., 2004). Was human cognition
shaped by social networks? Why are memory pa-
rameters the way they are? Social network struc-
tures may hold an answer to this question. If so,
we should find that naturally occurring networks
structures are uniquely suited to human learning,
while others will perform less well when human
learners are present.

The environment may have been influenced by
individual cognition as well. Why are social net-
works structured the way they are? Human mem-
ory and possibly human learning strategies are
the result of an evolutionary process. Social net-
work structures can be explained by models such
as Preferential Attachment (Barabasi and Albert,
1999), yet, even that is tied to evolved distribu-
tions of preferences in human agents. Dall’Asta
et al. (2006) argue that the dynamic of agreement
in small-world networks shows, at times, proper-
ties that ease the (cognitive) memory burden on
the individuals. It is possible that the human mem-
ory apparatus and social preferences governing
network structures have co-evolved. Such a the-
ory would, again, suggest the hypothesis underly-
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ing this study: that network structure and human
memory are co-dependent.

2 Modeling Language Change

Network structure, on a small scale, does influ-
ence the evolving patterns of communication. The
dichotomy between individual and community-
based learning motivated experiments by Garrod
et al. (2007) and Fay et al. (2010), where partic-
ipants played the Pictionary game. In each trial
of this naming game, each participant is paired up
with another participant. One of them is then to
make a drawing to convey a given concept out of
a small set of known concepts; the other one is to
select the concept from that list without engaging
in verbal communication. Over time, participants
develop common standards codifying those con-
cepts: they develop a system of meaning-symbol
pairs, or, signs. We take this system as the lex-
ical core of the shared language. The conver-
gence rate and the actual language developed dif-
fered as a function of the structure of the small
participant communities: Fay (2010) either asked
the same pairs of participants to engage in the
activity repeatedly, or matched up different pairs
of participants over time. Fay and Garrod’s Pic-
tionary experiments served as the empirical basis
for a cognitive process model developed by (Reit-
ter and Lebiere, 2009). Our model has agents pro-
pose signs by combining more elementary signs
from their divergent knowledge bases, and also
adopt other agent’s proposals of signs for later re-
use. The model, designed to match Fay’s com-
munities, was studied in a condition involving
groups of eight agents, with two network struc-
tures: maximally disjoint with the same pairs of
agents throughout the simulation, and maximally
connected, with interactions between all possible
pairs of agents.

Reitter and Lebiere’s (2009) cognitive model re-
flects the Pictionary game. The model explains
the convergence as a result of basic learning and
memory retrieval processes, which have been well
understood and made available for simulation in a
cognitive modeling framework, ACT-R Anderson
et al. (2004). Thus, properties of human memory
and of the agent’s learning strategies dictate how
quickly they adopt signs or establish new signs:
processes such as learning, forgetting and noise to-
gether with their fundamental parameters that are
within well-established ranges provide strong con-

straints on the behavior of each agent and in turn
the evolution of their communication within the
network. This approach acknowledges that cul-
tural evolution is constrained by individual learn-
ing; each agent learns according to their cognitive
faculty (cf., Christiansen and Chater, 2008). With
non-cognitive models, language change has been
simulated on a larger scale as well (e.g., Kirby and
Hurford, 2002; Brighton et al., 2005).

It is because adaptation according to experi-
ence is determined by human learning behav-
ior that simulation in validated learning frame-
works is crucial. Griffiths and Kalish (2007)
for instance model language evolution through
iteration among rational learners in a Bayesian
framework; the purpose of the present project is
to tie the simulation of language evolution to a
concrete experiment and a more process-oriented
cognitive architecture than the Bayesian frame-
work. ACT-R’s learning mechanisms extend the
Bayesian view with at least a notion of recency.
Work on language processing has pointed out its
relationship to memory retrieval from within the
ACT-R framework, both for language comprehen-
sion (Budiu and Anderson, 2002; Lewis and Va-
sishth, 2005; Crescentini and Stocco, 2005; Ball
et al., 2007) and for language production (Reitter,
2008). The individual language faculty as a result
of biological evolution and adaptation to cultural
language has been the focus of psycholinguis-
tic models proposing specialized mechanisms (the
Chomskian viewpoint); our model does not pro-
pose a specialized mechanism but rather declara-
tive memory as store for lexical information, and
procedural cognitive processes as regulators of
certain communicative functions. Our multi-agent
model sees part of the linguistic process as an in-
stantiation of general cognition: the composition
and retrieval of signs follows general cognitive
mechanisms and can be formulated within cogni-
tive frameworks such as ACT-R (Anderson et al.,
2004) or SOAR (Laird and Rosenbloom, 1987).

In this study, we adapted the 2009 model and
simulated language convergence in several larger-
scale networks. We investigate the relationship
between human memory function in the retrieval
of linguistic items and the structure of social net-
works on which humans depend to communicate.
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3 Network structures

Differences in naturally occurring social networks
are hardly as extreme as in Fay’s experiment.
Some agents will be connected to a large number
of other ones, while many agents will have just a
few connections each. Concretely, the number of
interaction partners of a randomly chosen commu-
nity member is not normally distributed and cen-
tered around a mean. It shows a (Zipfian) power
law distribution, with a number of hubs attracting
many network neighbors, and a long tail of sub-
jects interacting with just a few other ones each.
Social networks are small world networks: the av-
erage distance between any two nodes in the net-
works is low, since many of them are connected to
hubs. Non-organically connected communication
and command networks follow other normals–tree
graphs for instance. However, natural communica-
tion standards develop in networks that have very
specific properties that can be observed in most or-
ganically developed networks.

Realistic social networks commonly show very
specific properties. Social networks, in which
links symbolize communication pathways or some
form of social acquaintance, frequently exhibit the
small world property. The mean minimum dis-
tance between any two nodes is relatively low, and
the clustering coefficient is high (Watts and Stro-
gatz, 1998).

Other forms of networks include tree hierar-
chies with a constant or variable branching factor
(directed acyclic graphs). Such networks ressem-
ble communication and command hierarchies in
military or business organizations. N-dimensional
grid networks have nodes with constant degrees,
which are connected to each of their two neigh-
bors along each dimension in a lattice.

Much work on information or belief propaga-
tion, or decision-making in networks has used
large artificial networks modeled after social ones;
nodes in such networks are commonly simple
agents that make decisions based on input fed to
them by their neighbor nodes and pass on infor-
mation. These often state-less agents do not nec-
essarily employ learning or adaptivity, and when
they do, learning does not reflect known cognitive
properties of human memory. The mechanisms
governing learning and retrieval in human mem-
ory have been studied in detail, leading to formal
models of process that detail the units that may be
stored in and retrieved from memory, the retrieval

time and accuracy depending on the frequency and
recency of prior rehearsals, on contextual cues that
may facilitate retrieval, and on individual differ-
ences. Cognitive agents can serve as a more real-
istic basis for network simulations (Sun, 2001).

Frequency, recency, contextual cues and chunk-
ing of the stored information determine retrieval
probability, which is crucial when novel idioms
are required to express meaning in communica-
tion. The process leads to the choice of one of
several available synonyms. Our model sees this
decision-making process as a matter of memory
retrieval: given the desired meaning, which sign
(word or drawing, compound noun or drawings)
can be used to express it. This process is implicit
(not consciously controlled), and it follows re-
cent suggestions from cognitive psychology: Pick-
ering and Garrod’s (2004) Interactive Alignment
Model proposes that explicit negotiation and sepa-
rate models of the interlocutor’s mental state aren’t
necessary, as long as each speaker is coherent and
adapts to their interlocutors, as speakers are known
to do on even simple, linguistic levels (lexical,
syntactic). This shifts the weight of the task from
a sophisticated reasoning device to the simpler,
more constrained implicit learning mechanism of
the individual.

The social network controls the interactions that
the agents can experience. Each interaction is an
opportunity to develop new signs and adapt the ex-
isting communication systems. It can be shown
that even separate pairs of agents develop spe-
cialized communication systems, both empirically
(Garrod and Doherty, 1994; Reitter and Moore,
2007; Kirby and Hurford, 2002) and in the specific
model used here.When communication partners
change, convergence towards a common system
and the final transmission accuracy is slower (Fay
et al., 2008). At this point it is unclear how the
structure of the communication network and the
learning process interact. Given that some types
of networks show a wide distribution of degrees,
where some nodes communicate much more often
and with a wide variety of neighbors, while others
communicate less often, recency and frequency of
memory access will vary substantially. Other com-
munication networks may reflect command hier-
archies in organizations, which are constructed to
ensure, among other things, more predictable in-
formation propagation.

We hypothesize that the human memory ap-
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paratus and preferred social network structures
have co-evolved to be uniquely suited to create
a macro-organism that adapts its communication
structures and reasoning mechanisms to novel sit-
uations. There is limited opportunity to test such a
hypothesis under controlled conditions with a suf-
ficiently large human network; however, cognitive
models that have been developed to explain and
predict human performance in isolated cognitive
situations can be leveraged to study the develop-
ment of sign systems.

In a simulated network with cognitive mod-
els representing agents at the network nodes,
and communication between agents along network
links, we expect that the social network structures
lead to better, if not optimal, adaptivity during the
establishment of a communication system. We ex-
pect that scale-free small world networks do best,
outperforming tree hierarchies, random networks
and regular grids (lattices).

3.1 Architecture

ACT-R’s memory associates symbolic chunks of
information (sets of feature-value pairs) with sub-
symbolic, activation values. Learning occurs
through the creation of such a chunk, which is
then reinforced through repeated presentation, and
forgotten through decay over time. The symbolic
information stored in chunks is available for ex-
plicit reasoning, while the subsymbolic informa-
tion moderates retrieval, both in speed and in re-
trieval probability. The assumption of rationality
in ACT-R implies that retrievability is governed
by the expectation to make use of a piece of in-
formation at a later point. Important to our ap-
plication, retrieval is further aided by contextual
cues. When other chunks are in use (e.g., parlia-
ment), they support the retrieval of related chunks
(building).

The properties of memory retrieval in terms of
time and of retrieval success are governed by the
activation of a chunk that is to be retrieved. Three
components of activation are crucial in the context
of this model: base-level activation, spreading ac-
tivation and transient noise (ε). Base-level activa-
tion is predictive of retrieval probability indepen-
dent of the concurrent context. It is determined by
the frequency and recency of use of the particular
chunk, with tj indicating the time elapsed since
use k of the chunk. d indicates a base-level decay
parameter, usually 0.5):

HOSPITAL

PARAMEDIC

FIRE STATION

Figure 1: Example of a small ontology with ab-
stract concepts (spelled-out words) and concrete
ones (drawings).

Ai = log
pres∑
k=1

t−d
k +

cues∑
j

wjSji + ε

Retrieval is contextualized by cues available
through spreading activation. It is proportional
to the strengths of association (Sji) of all of the
cues with the target chunk. While the base-level
term (first term of the sum) can be seen as a prior,
spreading activation models the conditional proba-
bility of retrieval given the available cues. Finally,
ε is sampled from a logistic distribution shaped by
canonical parameters. Ai must surpass a minimum
retrieval threshold.

The model is implemented using the ACT-UP
toolbox, which makes the components of the ACT-
R theory are directly accessible. The cognitive
model does not specify other model components
(perceptual, manual, procedural), as they are nei-
ther subject to evaluation nor considered to make a
significant contribution to learning or convergence
effects.

3.2 Communication model
We assume that the communication system, or
language, is a system of signs. Concretely, it is
a set of tuples (signs), each associating a mean-
ing with a set of up to three symbols (a simpli-
fying assumption). If the communication system
uses natural language, symbols consist of spoken
or written words. The communication system es-
tablished by the participants of Garrod’s and Fay’s
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experiments uses drawings as symbols–the princi-
ple stays the same. Agents start out with a knowl-
edge base containing signs for concrete concepts
that are immediately representable as drawings or
nouns; the target concepts to be conveyed by the
participants, however, are more abstract and re-
quire the combination of such concrete concepts.
A concept such as hospital, for instance, could in-
volve the drawings for house, ambulance, and a
sad face. A participant could choose among many
ways to express hospital.

The goal of our cognitive models is to com-
municate meaning from one agent to another one.
Put in natural language-oriented terminology, the
director role is the speaker, a role that involves
selecting the right concrete concepts that can ex-
press a given target concepts; the matcher role (lis-
tener) involves decoding the concrete drawings (or
words) to retrieve the target.

A single ACT-R model implements the director
and matcher roles. As a director, the model es-
tablishes new combinations of drawings for given
target concepts. As a matcher, the model makes
guesses. In each role, the model revises its internal
mappings between drawings and target concepts.
The model is copied to instantiate a community of
agents, one for each node in the network.

The simplest form of representing a communi-
cation system in ACT-R memory chunks is as a set
of signs. Each sign pairs a concept with a set of
drawings. Competing signs can be used to assign
multiple drawings for one conceptTo reflect se-
mantic relationships, we need to introduce a sub-
symbolic notion of relatedness. We use ACT-R’s
spreading activation mechanism and weights be-
tween concepts to reflect relatedness. Spreading
activation facilitates retrieval of a chunk if the cur-
rent context offers cues related to the chunk. Re-
latedness is expressed as a value in log-odds space
(Sji values).

When the model is faced with the task to draw
a given concept such as Russell Crowe (one of the
concepts in the experiment) or Hospital (as in Fig-
ure 1) that has no canonical form as a drawing,
a related but concrete concept is retrieved from
declarative memory (such as Syringe in the exam-
ple). In drawing-based communication, this would
be a concept that can be drawn, while in natural-
language based communication, this is an existing
drawing expressing a similar, partial or otherwise
related concept. We request two other such con-

cepts, reflecting the desire of the communicator
to come up with a distinctive rather than just fit-
ting depiction of the target concept. The case of a
model recognizing a novel combination of draw-
ings is similar; we retrieve the concept using the
drawings as cues that spread activation, making
the target concept the one that is the most related
one to the drawings.

After drawings have been produced or recog-
nized and mapped to a target, the target or guessed
concept, along with the component drawings, is
stored symbolically in memory as a chunk for
later reuse (domain sign). These signs differ from
the pre-existing concepts in the network, although
they also allow for the retrieval of suitable draw-
ings given a concept, and for a concept given some
drawings. When drawing or recognizing at a later
stage, the memorized domain signs are strictly
preferred as a strategy over the retrieval of related
concepts. The system of domain signs encodes
what is agreed upon as a language system between
two communicators; they will be reused readily
during drawing when interacting with a new part-
ner, but they will be of only limited use when at-
tempting to recognize a drawing combination that
adheres to somebody else’s independently devel-
oped communication system.

Thus, the model has two avenues to express and
recognize an abstract concept: by associative re-
trieval and by idiomatic domain concept. A mes-
sage constructed by domain concept retrieval is
often decoded by the matcher by association, and
vice versa.

The identification accuracy of the model shows
characteristics observed in empirical work (Fay et
al. 2008). See Reitter and Lebiere (subm) for a de-
tailed description of the model and its evaluation.

3.3 Knowledge

Agents start out with shared world knowledge.
This is expressed as a network of concepts, con-
nected by weighted links (Sji). The distribution
of link strengths is important in this context, as it
determines how easily we can find drawing combi-
nations that reliably express target concepts. Thus,
the Sji were sampled randomly from an empir-
ical distribution: log-odds derived from the fre-
quencies of collocations found in text corpus data.
From the Wall Street Journal corpus we extracted
and counted pairs of nouns that co-occurred in the
same sentence (e.g., “market”, “plunge”). As ex-
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Figure 2: Identification accuracy for isolated
pairs and communities: (a) human data as pro-
vided by Fay (p.c.), (b) simulation. One-tailed
standard-error based 95% confidence intervals
(upper bounds for communities, lower bounds for
pairs) for human data; two-tailed 95% via boot-
strapping for simulations. As in the human data,
both community pairs and isolated pairs converge
most in the early rounds, but community pairs lose
much accuracy when switching partners.

pected, the frequencies of such collocations are
distributed according to a power law.

Such knowledge is, however, not fully shared
between agents. Each agent has their own knowl-
edge network resulting from life experience. This
difference is essential to the difficulty of the task:
if all agents came to the same conclusions about
the strongest representation of target concepts,
there would be little need to establish the domain
language. We control the noise applied to the
link strengths between concepts j and i for agent
M (SM

ji ) by combining the common ground Sji

(shared between all agents) with a random sample
NM

ji in a mixture model: SM
ji = (1 − n)Sji +

nNM
ji ; sign identification accuracy was found to

be stable for n up to about 0.4; we set it to 0.3 for
Simulation 1.

4 Simulation 1

Networks of individual cognitive agents were cre-
ated to differentiate performance between four dif-
ferent network structures. Random networks
contain N nodes with randomly assigned links

between them, on average d links for each node
(Erdős and Rényi, 1959). n-dimensional Grids
contain N nodes with a constant numer of links
d per node, with links between neighbors along
each dimension. The width w is kept the same
along each dimension, i.e. there are w nodes per
row. We use 6-dimensional lattices. Trees are di-
rected acyclic graphs with 1 link leading up, and
d − 1 links (branching factor) leading down the
hierarchy of a total of N nodes. Scale-free net-
works are constructed using the preferential at-
tachment method as follows (Barabasi and Albert,
1999). N nodes are created and each is connected
to one randomly selected other node. Then, two
links< a, b > and< a′, b′ > are chosen randomly
out of the existing set of links, and a new link
< a, b′ > is added, until the mean degree d (links
per node) is reached. Preferential attachment en-
sures that nodes with a high number of links ac-
quire further links more quickly than other nodes
(the rich get richer). This yields a power-law dis-
tribution of degrees. Our scale-free networks dis-
play small world properties.

For the first Simulation, we control N at 85 and
d at 5 1. 35 iterations were simulated in each trial;
20 trials were run. During each round, each agent
(network node) plays one game (16 concepts) with
one of its neighbors. The order of neighbors is
shuffled initially, but constant across the rounds.
A variable Round coded iterations from 1to35.

Results Figure 3 shows the learning curve for
agent pairs in the four networks. Agents in all net-
works converge. Confidence intervals obtained via
bootstrapping indicated no apparent differences at
any specific iteration. A linear model was fit-
ted estimating the effects of network type over-
all (as a baseline) for each of the four types. It
also fitted interactions of iteration (1–35) with the
network types, which indicate significant learn-
ing effects as follows. For each network type,
we found a significant learning effect (effect of
Round) (β 0.002, p < 0.001).

Planned comparisons of the learning rate in
Small World networks revealed no difference with
either of the other three network types (p > 0.3).

1We found that networks need to be sufficiently large to
display meaningful differences in community structure. The
sizes were chosen to be computationally feasible (4h/CPU
core per network).
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Figure 3: Identification accuracy between con-
nected agents for communities of different net-
work structures.

5 Simulation 2

The success of a community is not only deter-
mined by how successfully individuals communi-
cate in their local environment, that is, with their
network neighbors. Communities require commu-
nicative success outside of well-acquainted agents.
Agents’ languages would ideally converge on a
global scale. One way to test this is to have ran-
domly paired agents play the Pictionary game at
regular intervals throughout the game and thus
measure identification accuracy outside of the net-
work that defines the social structure.

This simulation was identical to Simulation 1,
except that we scaled up the simulation to examine
whether the lack of effect was possibly due to size
or density of the nodes (N = 512, d = 6, noise
level: 0.2, repetitions: 20). In this simulation, we
measured ID accuracy between pairs of randomly
chosen agents after each round. For three network
types, Grid, Small World and Random we found
significant interactions with round, i.e. significant
convergence, (all β > 0.016, z > 2.1, p < 0.05).
For the network type Tree we found no significant
interaction (β = 0.012, z = 1.55, p = 0.12).2

2All regressions in this simulation where (generalized)
mixed-effects models, with ID accuracy as response via logit
link, Round as predictor, and Condition as factor for four net-
work types. A random intercept was fitted, grouped by repeti-
tion (1−20), to account for repeated measures. The predictor
was centered; no substantial collinearity remained. The anal-
ysis of Simulation 1 was a simple linear model; ID accuracy
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Figure 4: (Aggregate) Identification accuracy be-
tween random agent pairs for communities of dif-
ferent network structures.

To test the initial hypothesis, we re-coded the
conditions with a SmallWorld factor, contrasting
the small world networks with all other conditions.
We found an effect of Round (β = 0.017, z =
3.66, p < 0.001), indicating convergence, but no
interaction with SmallWorld (β = −0.00027, z =
−0.03, p = 0.98).3

Results Figure 4 shows network-global conver-
gence. Again, a linear model was fitted to estimate
the learning rate in different network types (inter-
action of network type and iteration) (baseline in-
tercepts were fitted for each network type). We
found significant interactions with iteration for the
following network types: Grid (β = 0.004, p <
0.001), Small World (β = 0.003, p < 0.01), and
Random (β = 0.003, p < 0.005), but not for Tree
(p = 0.991).

Planned comparisons revealed an interaction of
network type and iteration for Tree compared to
Small World (β = −0.003, p < 0.05), but not
for Grid nor Random compared to Small World
(p > 0.35). This indicates slower across-network
convergence for trees than for small worlds. It also
suggests that convergence across the network does
not differ much between grids, random networks
and small worlds.

was, for all levels, not near either extreme (µ = 0.77).
3Further, unreported, experiments, showed a similar pic-

ture with a smaller network as in Simulation 1.
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6 Discussion

We find that convergence is relatively stable across
the four network types. Analyzing the differences
between the networks, we find that the average de-
gree, which was controlled for grids, random net-
works and small worlds, was substantially lower
for trees (d = 1.9) due to the large number of
leaves with degree 1. This (or the correlated al-
gebraic connectivity of the network) may prove to
be a deciding correlate with cross-network conver-
gence. Other metrics, such as the clustering coef-
ficient (Watts and Strogatz, 1998), which gives an
indication of the degree of neighborhood cohesion

We see these results still as preliminary. More
work needs to be done to investigate how well
learning scales with network growth, and how net-
work analytics such as clustering coefficients af-
fect the dispersion of information.

Further work will explore range of networks
and the possibly unique suitability of human learn-
ing mechanisms to succeed in such networks. We
will explore the (subsymbolic) parameters govern-
ing adaptation, and to what extend the quantitative
parameters we find universal to humans are sub-
stantially optimized to deal with the small-world
networks and pareto degree-distributions found in
human communities.

7 Conclusion

Cognition may appear to be adapted to the so-
cial structures prevalent in communities of flocks,
packs and human teams. There are many reasons
why such social structures themselves could have
evolved; if cognitive constraints play a role, we ex-
pect it to be only a small factor among many. The
present simulation results certainly do not support
this view: they are much more compatible with
a humans-as-generalists theory that proposes that
humans have evolved to handle a variety of net-
work structures well, or that their recency- and
frequency-based learning mechanism is not spe-
cialized.

Learning, if adapted to social structure in any
way, may go beyond the current, mechanistic
and implicit mechanisms implemented in ACT-R
and comparable theories: learning may rely on
more explicit strategies, analyzing one’s interac-
tion partners and their current knowledge, and it
needs to judge information according to its sources
(trust). Meta-cognition could also play a role in
determining when a set of signs is substantially

novel and better than the current system, and thus
worth enduring the cost of switching from a settled
set of language conventions.

We have evaluated only a small, initial part of a
co-evolution theory we proposed. Also, the prob-
lem we describe may be best operationalized at
a higher abstraction level: Consensus problems
and information spread have been intensively stud-
ied (e.g., Latora and Marchiori, 2001; Wu et al.,
2004). Comparing community convergence in a
number of differently-structured networks, so far
we see little evidence supporting our hypothesis,
namely that cognition (memory) has specialized to
accommodate social structures as defined by con-
temporary network science, and that those struc-
tures accommodate cognitive properties. Instead,
we find that the simulated cognitive agents con-
verge in their communication systems quite well
regardless of the network structures, at least as
long as those networks are relatively small and of
similar average degrees.
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Abstract

In this paper we investigate the manner in
which the human language comprehension
system adapts to shifts in probability dis-
tributions over syntactic structures, given
experimentally controlled experience with
those structures. We replicate a classic
reading experiment, and present a model
of the behavioral data that implements a
form of Bayesian belief update over the
course of the experiment.

1 Introduction

One of the central insights to emerge from ex-
perimental psycholinguistics over the last half
century is that human language comprehension
and production are probability-sensitive. Dur-
ing language comprehension, language users ex-
ploit probabilistic information in the linguistic sig-
nal to make inferences about the speaker’s most
likely intended message. In syntactic compre-
hension specifically, comprehenders exploit statis-
tical information about lexical and syntactic co-
occurrence statistics. For instance, (1) is temporar-
ily ambiguous at the noun phrase the study, since
the NP can be parsed as either the direct object
(DO) of the verb acknowledge or as the subject
NP of a sentence complement (SC).

(1) The reviewers acknowledged the study...
• DO: ... in the journal.
• SC: ... had been revolutionary.

The ambiguity in the SC continuation is resolved
at had been, which rules out the direct object in-
terpretation of the study. Reading times at had
been—the so-called point of disambiguation—are
correlated with a variety of lexical-syntactic prob-
abilities. For instance, if the probability of a SC
is low, given the verb, subjects are garden-pathed
and will display longer reading times at had been.

Conversely, if the probability of a SC is high, the
material at the point of disambiguation is rela-
tively unsurprising (i.e. conveys less information),
and reading times will be short. Readers are also
sensitive to the probability of the post-verbal NP
occurring as the direct object of the verb. This is
often discussed in terms of plausibility—in (1), the
study is a plausible direct object of acknowledge
(relative to, say, the window), which will also con-
tribute to longer reading times in the event of a SC
continuation (Garnsey et al., 1997).

Thus, humans make pervasive use of proba-
bilistic cues in the linguistic signal. A question
that has received very little attention, however, is
how language users maintain or update their rep-
resentations of the probability distributions rele-
vant to language use, given new evidence—a phe-
nomenon we will call adaptation. That is, while
we know that language users have access to lin-
guistic statistics, we know little about the dynam-
ics of this knowledge in language users: is the
probabilistic information relevant to comprehen-
sion derived from experience during a critical pe-
riod of language acquisition, or do comprehenders
update their knowledge on the basis of experience
throughout adulthood? A priori, both scenarios
seem plausible—given the sheer number of cues
relevant to comprehension, it would be advanta-
geous to limit the resources devoted to acquiring
this knowledge; on the other hand, any learner’s
linguistic experience is bound to be incomplete, so
the ability to adapt to novel distributional patterns
in the linguistic input may prove to be equally use-
ful. The goal of this paper is to explore this is-
sue and to take an initial step toward providing a
computational framework for characterizing adap-
tation in language processing.

1.1 Adaptation in Sentence Comprehension

Both over time and across situations, humans are
exposed to linguistic evidence that, in principle,
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ought to lead to shifts in our representations of the
relevant probability distributions. An efficient lan-
guage processing system is expected to take new
evidence into account so that behavior (decisions
during online production, predictions about up-
coming words, etc.) will be guided by accurate es-
timates of these probability distributions. At least
at the level of phonetic perception and produc-
tion, there is evidence that language users quickly
adapt to the statistical characteristics of the am-
bient language. For instance, over the course of
a single interaction, the speech of two interlocu-
tors becomes more acoustically similar, a phe-
nomenon known as spontaneous phonetic imita-
tion (Goldinger, 1998). Perhaps even more strik-
ingly, Clayards et al. (2008) demonstrated that,
given a relatively small number of tokens, compre-
henders shift the degree to which they rely on an
acoustic cue as the variance of that cue changes,
reflecting adaptation to the distributions of proba-
bilistic cues in speech perception.

At the level of syntactic processing, belief up-
date/adaptation has only recently been addressed
(Wells et al., 2009; Snider and Jaeger, in prep). In
this study, we examine adaptation at the level of
syntactic comprehension. We provide a computa-
tional model of short- to medium-term adaptation
to local shifts in the statistics of the input. While
the Bayesian model presented can account for the
behavioral data, the quality of the model depends
on how control variables are treated. We discuss
the theoretical and methodological implications of
this result.

Section 2 describes the behavioral experiment,
a slight modification of the classic reading experi-
ment reported in Garnsey et al. (1997). The study
reported in section 3 replicates the basic findings
of (Garnsey et al., 1997). In sections 4 and 5
we outline a Bayesian model of syntactic adapta-
tion, in which distributions over syntactic struc-
tures are updated at each trial based on the ev-
idence in that trial, and discuss the relationship
between the model results and control variables.
Section 6 concludes.

2 Behavioral Experiment

2.1 Participants
Forty-six members of the university community
participated in a self-paced reading study for pay-
ment. All were native speakers of English with
normal or corrected to normal vision, based on

self-report.

2.2 Materials

Subjects read a total of 98 sentences, of which 36
were critical items containing DO/SC ambiguities,
as in (1). These 36 sentences comprise a subset of
those used in Garnsey et al. (1997). The stim-
uli were manipulated along two dimensions: first,
verbs were chosen such that the conditional prob-
ability of a SC, given the verb, varied. In Garnsey
et al. (1997), this conditional probability was es-
timated from a norming study, in which subjects
completed sentence fragments containing DO/SC
verbs (e.g. the lawyer acknowledged...). We adopt
standard psycholinguistic terminology and refer
to this conditional probability as SC-bias. The
verbs used in the critical sentences in Garnsey et
al. (1997) were selected to span a wide range of
SC-bias values, from .01 to .9. Each sentence con-
tained a different DO/SC verb. In addition to SC-
bias, half of the sentences presented to each sub-
ject included the complementizer that, as in (2).

(2) The reviewers acknowledged that the
study had been revolutionary.

Sentences with a complementizer were included
as an unambiguous baseline (Garnsey et al. 1997).
The presence of a complementizer was counter-
balanced, such that each subject saw half of the
sentences with a complementizer and all sen-
tences occurred with and without a complemen-
tizer equally often across subjects. All of the criti-
cal sentences contained a SC continuation. The 36
critical items were interleaved with 72 fillers that
included simple transitives and intransitives.

2.3 Procedure

Subjects read critical and filler sentences in a self-
paced moving window display (Just et al., 1982),
presented using the Linger experimental presen-
tation software (Rohde, 2005). Sentences were
presented in a noncumulative word-by-word self-
paced moving window. At the beginning of each
trial, the sentence appeared on the screen with all
non-space characters replaced by a dash. Using
their dominant hands, subjects pressed the space
bar to view each consecutive word in the sen-
tence. Durations between space bar presses were
recorded. At each press of the space bar, the
currently-viewed word reverted to dashes as the
next word was converted to letters. A yes/no com-
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prehension question followed all experimental and
filler sentences.

2.4 Analysis
In keeping with standard procedure, we used
length-corrected residual per-word reading times
as our dependent measure. Following Garnsey et
al. (1997), we define the point of disambiguation
in the critical sentences as the two words follow-
ing the post-verbal NP (e.g. had been in (1) and
(2)). All analyses reported here were conducted on
residual reading times at this region. For a given
subject, residual reading times more than two stan-
dard deviations from that subject’s mean residual
reading time were excluded.

3 Study 1

Residual reading times at the point of disambigua-
tion were fit to a linear mixed effects regression
model. This model included the full factorial de-
sign (i.e. all main effects and all interactions) of
logged SC-bias (taken from the norming study re-
ported in Garnsey et al. 1997) and complemen-
tizer presence. Additionally, the model included
random intercepts of subject and item. This was
the maximum random effect structure justified by
the data, based on comparison against more com-
plex models.1 All predictors in the model were
centered at zero in order to reduce collinearity.
P-values reported in all subsequent models were
calculated using MCMC sampling (where N =
10,000).

3.1 Results
This model replicated the findings reported by
Garnsey et al. (1997). There was a significant
main effect of complementizer presence (β =
−3.2, t = −2.5, p < .05)—reading times at
the point of disambiguation were lower when
the complementizer was present. Additionally,
there was a significant two-way interaction be-
tween complementizer presence and logged SC-
bias (β = 3.0, t = 2.5, p < .05)—SC-bias has a
stronger negative correlation with reading times in
the disambiguating region when the complemen-
tizer is absent, as expected. Additionally, Gar-
nsey et al. (1997) found a main effect of SC-bias.
For us, this main effect did not reach significance

1For a detailed description of the procedure used,
see http://hlplab.wordpress.com/2009/05/14/random-effect-
should-i-stay-or-should-i-go/

(β = −1.2, t = −1.11, p = .5), possibly owing to
the fact that we tested a much smaller sample than
Garnsey et al. (1997) (51 compared to 82 partici-
pants).

4 Study 2: Bayesian Syntactic
Adaptation

Reading times at the point of disambiguation in
these stimuli reflect, among other things, sub-
jects’ estimates of the conditional probability
p(SC|verb) (Garnsey et al. 1997), which we have
been calling SC-bias. Thus, we model the task fac-
ing subjects in this experiment as one of Bayesian
inference, where subjects are, when reading a sen-
tence containing the verb vi, inferring a posterior
probability P(SC|vi), i.e. the probability that a
sentence complement clause will follow a verb vi.
According to Bayes rule, we have:

p(SC|vi) =
p(vi|SC)p(SC)

p(vi)
(1)

In Equation (1), we use the relative frequency
of vi (estimated from the British National Corpus)
as the estimate for p(vi). The first term in the nu-
merator, p(vi|SC), is the likelihood, which we es-
timate by using the relative frequency of vi among
all verbs that can take a sentence complement as
their argument. These values are taken from the
corpus study by Roland et al. (2007). Roland et al.
(2007) report, among other things, the number of
times a SC occurs as the argument of roughly 200
English verbs. These values are reported across a
number of corpora. We use the values from the
BNC to compute p(vi|SC).

The prior probability of a sentence complement
clause, p(SC), is the estimate of interest in this
study. We hypothesize that, under the assumptions
of the current model, subjects update their esti-
mate for p(SC) based on the evidence presented
in each trial. As a result, the posterior probability
varies from trial to trial, not only because the verb
used in each stimulus is different, but also because
the belief about the probability of a sentence com-
plement is being updated based on the evidence in
each trial. We employ the beta-binomial model to
simulate this updating process, as described next.

4.1 Belief Update
We adopt an online training paradigm involving
an ideal observer learning from observations. Af-
ter observing a sentence containing a DO/SC verb,
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we predict that subjects will update both the likeli-
hood p(vi|SC) for that verb, as well as the proba-
bility p(SC). Because each verb occurs only once
for a given subject, the effect of updating the first
quantity is impossible to measure in the current ex-
perimental paradigm. We therefore focus on mod-
eling how subjects update their belief of p(SC)
from trial to trial.

We make the simplifying assumption that the
only possible argument that DO/SC verbs can take
is either a direct object or a sentence complement
clause. Further, subjects are assumed to have an
initial belief about how probable a sentence com-
plement is, on a scale of 0 to 1. Let θ denote
this probability estimate, and p(θ) the strength of
this estimate. From the perspective of an ideal
observer, p(θ) will go up for θ > 0.5 when a
DO/SC verb is presented with a sentence comple-
ment as its argument. This framework assumes
that subjects do not compute θ by merely relying
on frequency (otherwise, θ will be simply the ra-
tio between SC and DO structures in a block of
trials), but they have a distribution P (θ), where
each possible estimate of θ is associated with a
probability indicating the confidence on that es-
timate. In order to make our results comparable
to existing models, however, we use the expected
value of P (θ) in each iteration of training as point
estimates. Therefore, for one subject, we have
36 estimated θ̂ values, each corresponding to the
changed belief after seeing a sentence containing
SC in an experiment of 36 trials. Because none
of the filler items included DO/SC verbs, we as-
sume that filler trials have no effect on subjects’
estimates of P (θ).

Since all stimuli in our experiment have the SC
structure, the general expectation is the distribu-
tion P (θ) will shift towards the end where θ = 1.
Our belief update model tries to capture the shape
of this shift during the course of the experiment.
Using Bayesian inference, we can describe the up-
dating process as the following, where θi repre-
sents a particular belief of the value θ.

p(θ = θi|obs.) =
p(obs.|θ = θi)p(θ = θi)

p(obs.)

=
p(obs.|θ = θi)p(θ = θi)∫ 1

0
p(obs.|θ)p(θ) dθ

(2)

This posterior probability is hypothesized to re-
flect how likely a subject would consider the prob-

ability of SC to be θi after being exposed to one
experimental item. We discretized θ to 100 evenly
spaced θi values, ranging from 0 to 1. Thus, the
denominator can be calculated by marginalizing
over the 100 θi values. The two terms in the nu-
merator in Equation (2) are estimated in the fol-
lowing manner.

Likelihood function p(obs.|θ = θi) is modeled
by a binomial distribution, where the parameters
are θi (the probability of observing a SC clause)
and 1 − θi (the probability of observing a direct
object), and where the outcome is the experimen-
tal item presented to the subject. Therefore:

p(obs.|θ = θi) =
(nsc + ndo)!

nsc!ndo!
θnsc
i (1− θi)ndo

(3)
In the current experiment, ndo is always 0 since

all stimuli contain the SC argument. In addition,
between-trial reading time differences are mod-
elled at one item a step for each subject so that nsc

is always 1 in each trial. It is in theory possible to
set nsc to other numbers.

The prior In online training, the posterior of the
previous iteration is used as the prior for the cur-
rent one. Nevertheless, the prior p(θ = θi) for
the very first iteration of training needs to be es-
timated. Here we assume a beta distribution with
parameters α and β. The probability of the prior
then is:

p(θ = θi) =
θα−1
i (1− θi)β−1

B(α,β)

Intuitively, α and β capture the number of times
subjects have observed the SC and DO outcomes,
respectively, before the experiment. In the context
of our research, this model assumes that subjects’
beliefs about p(SC) and p(DO) are based on α−1
observations of SC and β − 1 observations of DO
prior to the experiment.

The values of the parameters of the beta distri-
bution were obtained by searching through the pa-
rameter space with an objective function based on
the Bayesian information criterion (BIC) score of
a regression model containing the log of the pos-
terior computed using the updated prior p(SC),
complementizer presence, and the two-way inter-
action. The BIC (Schwarz, 1978) is a measure
of model quality that weighs the models empirical
coverage against its parsimony (BIC = 2ln(L)+
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k ∗ ln(n), where k is the number of parameters in
the model, n the number of data points, and L is
the models data likelihood). Smaller BIC indicate
better models. The α and β values yielding the
lowest BIC score are used.

In estimating α and β, we considered all pairs of
non-negative integers such that both values were
below 1000. The values of α and β used here were
1 and 177, respectively. These values do not im-
ply that subjects have seen only 1 SC and 177 DOs
prior to the experiment, but that only this many ob-
servations inform subjects’ prior beliefs about this
distribution. The relationship between the choice
of the parameters of the beta distribution, α and
β, and the BIC of the model used in the parameter
estimation is shown in Figure 1.

Beta

A
lp
ha

B
IC

Figure 1: The relationship between the BIC of the
model used in the parameter estimation step and
values of α and β in the beta distribution

Because we model subjects’ estimates of
p(SC|vi) in terms of Bayesian inference, with a
continuously updated prior, p(SC), the value of
p(SC|vi) depends, in our model, on both verb-
specific statistics (i.e. the likelihood p(vi|SC) and
the probability of the verb p(vi)) and the point in
the experiment at which the trial containing that
verb is encountered. We can visualize this rela-
tionship in Figure 2, which shows the values given
by the model of p(SC|vi) for four particular dif-
ferent verbs, depending on the point in the experi-
ment at which the verb is seen.

The approach we take is hence fundamentally
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Figure 2: The relationship, for four of the verbs,
between the value of p(SC|vi) given by the model
as a function of when in the experiment vi is en-
countered

different from the approach commonly taken in
psycholinguistics, which is to use static estimates
of quantities such as p(SC|vi) derived from cor-
pora or norming studies.

4.2 Analysis
To test whether the model-derived values of
p(SC|vi) are a good fit for the behavioral data,
we fit residual reading times at the point of dis-
ambiguation using linear mixed effects regression.
The model included main effects of p(SC|vi)—as
given by the model just described—and comple-
mentizer presence, as well as the two-way inter-
action between these two predictors. Additionally,
there were random intercepts of subject and item.
p(SC|vi) was logged and centered at zero.

4.3 Results
There was a highly significant main effect of
the posterior probability p(SC|vi) yielded by the
beta-binomial model (β = −40, t = −21.2, p <
.001), as well as a main effect of complemen-
tizer presence (−4.5, t = −3.7, p < .001).
The two-way interaction between complementizer
presence and the posterior probability from the
beta-binomial model did not reach significance
(β = 0.5, t = .5, p > .05). The reason is likely
that, in the analysis presented for Study 1, we can
interpret the interaction as indicating that when

22



SC-bias is high, the complementizer has less of
an effect; in our model, the posterior probabil-
ity p(SC|vi) is both generally higher and has less
variance than the same quantity when based on
corpus- or norming study estimates, since the prior
probability p(SC) is continuously increasing over
the course of the experiment. This would have the
effect of eliminating or at least obscuring the in-
teraction with complementizer presence.

The posterior p(SC|vi) has a much stronger
negative correlation with residual reading times
than the measure of SC-bias used in Study 1 (β =
−40 as opposed to β = −1.2).

4.4 Discussion

So far, we have replicated a classic finding in the
sentence processing literature (Study 1), provided
evidence that subjects’ estimates of the conditional
probability p(SC|vi) change based on evidence
throughout the experiment, and that this process
is captured well by a model which implements a
form of incremental Bayesian belief update. We
take this as evidence that the language comprehen-
sion system is adaptive, in the sense that language
users continually update their estimates of proba-
bility distributions over syntactic structures.

5 Syntactic Adaptation vs. Motor
Adaptation

The results of the model presented in section 4
are amenable to (at least) two explanations. We
have hypothesized that, given exposure to new ev-
idence about probability distributions over syn-
tactic structures in English, subjects update their
beliefs about these probability distributions, re-
flected in reading times—a phenomenon we refer
to as syntactic adaptation. An alternative explana-
tion, however, is one that appeals to motor adap-
tation, rather than syntactic adaptation. Specifi-
cally, it could be that subjects are simply adapt-
ing to the task—rather than to changes in syntactic
distributions—as the experiment proceeds, lead-
ing to faster reading times.

We expect the effect of motor adaptation to
be captured by presentation order, or the point
in the experiment at which subjects encounter a
given stimulus. In particular, we predict a neg-
ative correlation between presentation order and
reading times. Unfortunately, in the current ex-
periment, presentation order and p(SC|vi) derived
from the Beta-binomial model are positively cor-

related (r = .6)—the latter increases with increas-
ing presentation order, since participants only see
SC continuations. The results we observed above
could hence also be due to an effect of presentation
order.

The expected shape of a possible effect of task
adaptation is not obvious. That is, it is not clear
whether the relationship between presentation or-
der and reading times will be linear. On the one
hand, linearity would be the default assumption
prior to theoretical considerations about the dis-
tributional properties of presentation order. On
the other hand, presentation order is a lower-
bounded variable, which often are distributed ap-
proximately log-normally. Additionally, it is pos-
sible that there may be a floor effect: participants
may get used to having to press the space bar to ad-
vance to the next word and may quickly get faster
at that procedure until RTs converge against the
minimal time it takes to program the motor move-
ment to press the space bar. Such an effect would
likely lead to an approximately log-linear effect of
presentation order.

We test for an effect of motor adaptation by ex-
amining the effect of presentation order on read-
ing times, comparing the effect of linear and log-
transformed presentation order.

5.1 Controlling for Presentation Order in the
Beta-binomial model

We test for separate effects of syntactic adaptation
and motor adaptation by conducting stepwise re-
gressions with two models containing the full fac-
torial design of the Beta-binomial posterior, com-
plementizer presence, and, for the first model, a
linear effect of presentation order and, for the
second model, log-transformed presentation order.
We conducted stepwise regressions using back-
ward elimination, starting with all predictors and
removing non-significant predictors (i.e. p > .1),
one at a time, until all non-significant predictors
are deleted.

For both the model including a linear effect
of presentation order and a model including log-
transformed presentation order, the final mod-
els resulting from the stepwise regression proce-
dure included only main effects of complemen-
tizer presence and log presentation order. These
models are summarized in Figure 1, which in-
cludes coefficient-based tests for significance of
each of the predictors (i.e. whether the coefficient
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is significantly different from zero) as well as χ2-
based tests for significance (i.e. the difference be-
tween a model with that predictor and one with-
out). Comparing the two resulting models based
on the Bayesian Information Criterion, the model
containing log-transformed presentation order is a
better model than one with a linear effect of pre-
sentation order (BIClog = 37467; BICnon−log =
37510).

Pres. order untransformed

Coef. and χ2-based tests

Predictor β p χ2 p

Comp. pres. −4.3 < .05 4.9 < .05
Pres. order −.7 < .001 28.2 < .001

Pres. order log-transformed

Coef. and χ2-based tests

Predictor β p χ2 p

Comp. pres. −4.3 < .05 4.8 < .05
Pres. order −33.8 < .001 29.4 < .001

Table 1: Coefficient- and χ2-based tests for sig-
nificance of model resulting from stepwise regres-
sion

In sum, the beta-binomial derived posterior ap-
pears to have no predictive power after presenta-
tion order is controlled for. This result does not
depend on how presentation order is treated (i.e.
log-transformed or not).

5.2 The interaction between SC-bias and
presentation order

The results from the previous section suggest that
the Beta-binomial derived posterior carries no pre-
dictive power after presentation order is controlled
for. Is there any evidence at all for syntactic adap-
tation (as opposed to motor, or task, adaptation)?

To attempt to answer this, we analyzed the read-
ing data using the model reported in section 3,
with an additional main effect of presentation or-
der, as well as the interactions between presenta-
tion order and the other predictors in the model.
An overall decrease in reading times due to mo-
tor adaptation should surface as a main effect of
presentation order, as mentioned; syntactic adap-
tation, however, is predicted to show up as a two-
way interaction between SC-bias and presentation
order—since subjects only see SC continuations,
subjects should expect this outcome to become
more and more probable over the course of the ex-
periment, causing the correlation between SC-bias
and reading times to become weaker (thus we pre-

dict the interaction to have a positive coefficient).
To test for such an interaction, we performed

a stepwise regressions with two models contain-
ing the full factorial design of SC-bias, comple-
mentizer presence, and, for the first model, a lin-
ear effect of presentation order and, for the second
model, log-transformed presentation order. The
stepwise regression procedure here was identical
to the one reported in the previous section.

For both models, the remaining predictors were
main effects of presentation order, complemen-
tizer presence, and SC-bias, as well as a two-way
interaction between SC-bias and complementizer
presence and a two-way interaction between SC-
bias and presentation order. The results of these
models are given in Table 2.

Pres. order untransformed

Coef. and χ2-based tests

Predictor β p χ2 p

SC-bias −.4 = .8 11.5 < .001
Comp. pres. −4.4 < .001 18.1 < .001
Pres. order −.9 < .001 420.9 < .001
SC-bias:Comp. 2.6 < .05 5.3 < .05
SC-bias:Pres. Order .1 < .05 6.2 < .05

Pres. order log-transformed

Coef. and χ2-based tests

Predictor β p χ2 p

SC-bias −1.4 = .5 8.9 < .05
Comp. pres. −4.6 < .001 19.3 < .001
Pres. order −42.4 < .001 461.2 < .001
SC-bias:Comp. 2.6 < .05 5.2 < .05
SC-bias:Pres. Order 3.5 = .06 3.4 = .06

Table 2: Coefficient- and χ2-based tests for sig-
nificance of model resulting from stepwise regres-
sion

The main findings reported in Study 1 (i.e. a
main effect of complementizer presence and a
two-way interaction between SC-bias and com-
plementizer presence) are replicated here, and do
not depend on whether presentation order is log-
transformed. However, the interaction between
SC-bias and presentation order is less reliable
when presentation order is log-transformed, reach-
ing only marginal significance. In short, an ad-
equate account of the data requires reference to
both motor adaptation (in the form of a main effect
of presentation order, log-transformed) and syn-
tactic adaptation.

If subjects are improving at the task, and the
effect of presentation order represents a kind of
adaptation to the task of self-paced reading, we
would expect to find a main effect of presenta-
tion order on reading times at all regions. This
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is the case—a strong negative correlation between
presentation order and reading times holds across
all regions. Evidence that the observed interac-
tion is due to syntactic belief update comes from
the fact that the interaction between SC-bias and
presentation order, unlike the main effect of pre-
sentation order, is limited to the disambiguating
region of the sentence. We performed the regres-
sion reported above on residual reading times at
the main verb (e.g. acknowledge), ambiguous (e.g.
the study), and disambiguating (e.g. had been) re-
gions. These analyses revealed, as expected, main
effects of presentation order across all regions. At
the verb and ambiguous regions, however, presen-
tation order did not interact with SC-bias.

Region β p− value

Main effect of pres. order

Verb −.95 < .001
Ambig. region −.9 < .001
Disambig. region −.9 < .001

Pres. order X SC-bias interaction

Verb .09 = .24
Ambig. region .04 = .37
Disambig. region .1 < .05

Table 3: Main effect of presentation order and in-
teraction of presentation order with SC-bias at dif-
ferent regions in the critical sentences

This finding provides initial evidence that sub-
jects adapt their linguistic expectations to the evi-
dence observed throughout the experiment. How-
ever, the interaction between presentation order
and SC-bias in this analysis is amenable to an al-
ternative interpretation: interactions between pre-
sentation order and other variables could emerge
if subjects’ reaction times reach some minimum
value over the course of the experiment, causing
any other variable to become less strongly corre-
lated with the dependent measure as reaction times
approach that minimum value. Thus this interac-
tion could be an artefact of a floor effect.

To test the possibility that the SC-bias-
presentation order interaction is the result of a
floor effect, we compared the 1st, 5th, and 10th
fastest percentiles of residual reading times across
all regions. As shown in Figure 3, faster reading
times are observed at each quantile in at least one
other region. In other words, reading times in the
disambiguating region do not seem to be bounded
by motor demands associated with the task. We

hence tentatively conclude that the interaction be-
tween SC-bias and log-transformed presentation
order is not the result of a floor effect, although
this issue deserves further attention.

Figure 3: Minimum and upper boundary of 1st,
5th, and 10th percentile values of residual reading
times across all sentence regions

6 Conclusion

We hypothesized that the language comprehension
system rapidly adapts to shifts in the probability
distributions over syntactic structures on the ba-
sis of experience with those structures. To in-
vestigate this phenomenon, we modelled reading
times from a self-paced reading experiment us-
ing a Bayesian model of incremental belief up-
date. While an initial test of the Beta-binomial
model was encouraging, the predictions of the
Beta-binomial model are highly correlated with
presentation order in the current data set. This
means that it is hard to distinguish between adap-
tation to the task of self-paced reading and syntac-
tic adaptation. Indeed, model comparison suggests
that the Bayesian model does not explain a signif-
icant amount of the variance in reading times once
motor adaptation (as captured by stimulus presen-
tation order) is accounted for. In a secondary anal-
ysis, we did, however, find preliminary evidence
of syntactic adaptation. That is, while the Beta-
binomial model does not seem to capture syntac-
tic belief update adequately, there is evidence that
comprehenders continuously update their syntac-
tic distributions.
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Teasing apart the effects of motor adaptation
and linguistic adaptation will require experimen-
tal designs in which these two factors are not as
highly correlated as in the present study. Ongoing
work addresses this issue.
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Abstract

Hierarchical Hidden Markov Model

(HHMM) parsers have been proposed as

psycholinguistic models due to their broad

coverage within human-like working

memory limits (Schuler et al., 2008) and

ability to model human reading time

behavior according to various complexity

metrics (Wu et al., 2010). But HHMMs

have been evaluated previously only with

very wide beams of several thousand

parallel hypotheses, weakening claims to

the model’s efficiency and psychological

relevance. This paper examines the effects

of varying beam width on parsing accu-

racy and speed in this model, showing that

parsing accuracy degrades gracefully as

beam width decreases dramatically (to 2%
of the width used to achieve previous top

results), without sacrificing gains over a

baseline CKY parser.

1 Introduction

Probabilistic parsers have been successful at ac-

curately estimating syntactic structure from free

text. Typically, these systems work by consider-

ing entire sentences (or utterances) at once, using

dynamic programming to obtain globally optimal

solutions from locally optimal sub-parses.

However, these methods usually do not attempt

to conform to human-like processing constraints,

e.g. leading to center embedding and garden path

effects (Chomsky and Miller, 1963; Bever, 1970).

For systems prioritizing accurate parsing perfor-

mance, there is little need to produce human-like

errors. But from a human modeling perspective,

the success of globally optimized whole-utterance

models raises the question of how humans can ac-

curately parse linguistic input without access to

this same global optimization. This question cre-

ates a niche in computational research for models

that are able to parse accurately while adhering as

closely as possible to human-like psycholinguistic

constraints.

Recent work on incremental parsers includes

work on Hierarchical Hidden Markov Model

(HHMM) parsers that operate in linear time by

maintaining a bounded store of incomplete con-

stituents (Schuler et al., 2008). Despite this seem-

ing limitation, corpus studies have shown that

through the use of grammar transforms, this parser

is able to cover nearly all sentences contained in

the Penn Treebank (Marcus et al., 1993) using a

small number of unconnected memory elements.

But this bounded-memory parsing comes at a

price. The HHMM parser obtains good coverage

within human-like memory bounds only by pur-

suing an ‘optionally arc-eager’ parsing strategy,

nondeterministically guessing which constituents

can be kept open for attachment (occupying an ac-

tive memory element), or closed for attachment

(freeing a memory element for subsequent con-

stituents). Although empirically determining the

number of parallel competing hypotheses used in

human sentence processing is difficult, previous

results in computational models have shown that

human-like behavior can be elicited at very low

levels of parallelism (Boston et al., 2008b; Brants

and Crocker, 2000), suggesting that large num-

bers of active hypotheses are not needed. Previ-

ously, the HHMM parser has only been evaluated

on large beam widths, leaving this aspect of its

psycholinguistic plausibility untested.

In this paper, the performance of an HHMM

parser will be evaluated in two experiments that
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vary the amount of parallelism allowed during

parsing, measuring the degree to which this de-

grades the system’s accuracy. In addition, the

evaluation will compare the HHMM parser to an

off-the-shelf probabilistic CKY parser to evaluate

the actual run time performance at various beam

widths. This serves two purposes, evaluating one

aspect of the plausibility of this parsing frame-

work as a psycholinguistic model, and evaluating

its potential utility as a tool for operating on un-

segmented text or speech.

2 Related Work

There are several criteria a parser must meet

in order to be plausible as a psycholinguistic

model of the human sentence-processing mecha-

nism (HSPM).

Incremental operation is perhaps the most obvi-

ous. The HSPM is able to process sentences in-

crementally, meaning that at each point in time of

processing input, it has some hypothesis of the in-

terpretation of that input, and each subsequent unit

of input serves to update that hypothesis.

The next criterion for psycholinguistic plausi-

bility is processing efficiency. The HSPM not

only operates incrementally, but in standard op-

eration it does not lag behind a speaker, even if,

for example, the speaker continues speaking at ex-

tended length without pause. Standard machine

approaches, such as chart parsers based on the

CKY algorithm, operate in worst-case cubic run

time on the length of input. Without knowing

where an utterance or sentence might end, such an

algorithm will take more time with each succes-

sive word and will eventually fall behind.

The third criterion is a reasonable limiting of

memory resources. This constraint means that the

HSPM, while possibly considering multiple hy-

potheses in parallel, is not limitlessly so, as evi-

denced by the existence of garden path sentences

(Bever, 1970; Lewis, 2000). If this were not the

case, garden-path sentences would not cause prob-

lems, as reaching the disambiguating word would

simply result in a change in the favored hypothe-

sis. In fact, garden path sentences typically cannot

be understood on a first pass and must be reread,

indicating that the correct analysis is attainable

and yet not present in the set of parallel hypotheses

of the first pass.

While parsers meeting these three criteria can

claim to not violate any psycholinguistic con-

straints, there has been much recent work in

testing psycholinguistically-motivated parsers to

make forward predictions about human sentence

processing, in order to provide positive evidence

for certain probabilistic parsing models as valid

psycholinguistic models of sentence processing.

This work has largely focused on correlating mea-

sures of parsing difficulty in computational models

with delays in reading time in human subjects.

Hale (2001) introduced the surprisal metric for

probabilistic parsers, which measures the log ra-

tio of the total probability mass at word t− 1
and word t. In other words, it measures how

much probability was lost in incorporating the

next word into the current hypotheses. Boston et

al. (2008a) show that surprisal is a significant pre-

dictor of reading time (as measured in self-paced

reading experiments) using a probabilistic depen-

dency parser. Roark et al. (2009) dissected parsing

difficulty metrics (including surprisal and entropy)

to separate out the effects of syntactic and lexical

difficulties, and showed that these new metrics are

strong predictors of reading difficulty.

Wu et al. (2010) evaluate the same Hierarchical

Hidden Markov Model parser used in this work in

terms of its ability to reproduce human-like results

for various complexity metrics, including some of

those mentioned above, and introduce a new met-

ric called embedding difference. This metric is

based on the idea of embedding depth, which is

the number of elements in the memory store re-

quired to hold a given hypothesis. Using more

memory elements corresponds to center embed-

ding in phrase structure trees, and presumably cor-

relates to some degree with complexity. Average

embedding for a time step is computed by com-

puting the weighted average number of required

memory elements (weighted by probability) for all

hypotheses on the beam. Embedding difference is

simply the change in this value when the next word

is encountered.

Outside of Wu et al., the most similar work

from a modeling perspective is an incremen-

tal parser implemented using Cascaded Hidden

Markov Models (CHMMs) (Crocker and Brants,

2000). This model is superficially similar to the

Hierarchical Hidden Markov Models described

below in that it relies on multiple levels of interde-

pendent HMMs to account for hierarchical struc-

ture in an incremental model. Crocker and Brants

use the system to parse ambiguous sentences (such
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as the athlete realized his goals were out of reach)

and examine the relative probabilities of two plau-

sible analyses at each time step. They then show

that the shifting of these two probabilities is con-

sistent with empirical evidence about how humans

perceive these sentences word by word.

However, as will be described below, the

HHMM has advantages over the CHMM from

a psycholinguistic modeling perspective. The

HHMM uses a limited memory store contain-

ing only four elements which is consistent with

many estimates of human short term memory lim-

its (Cowan, 2001; Miller, 1956). In addition to

modeling memory limits, the limited store acts as

a fixed-depth stack that ensures linear asymptotic

parsing time, and a grammar transform allows for

wide coverage of speech and newspaper corpora

within that limited memory store (Schuler et al.,

2010).

3 Hierarchical Hidden Markov Model

Parser

Hidden Markov Models (HMMs) have long been

used to successfully model sequence data in which

there is a latent (hidden) variable at each time step

that generates the observed evidence at that time

step. These models are used for such applications

as part-of-speech tagging, and speech recognition.

Hierarchical Hidden Markov Models (HH-

MMs) are an extension of HMMs which can rep-

resent sequential data containing hierarchical rela-

tions. In HHMMs, complex hidden variables may

output evidence for several time steps in sequence.

This process may recurse, though a finite depth

is required to make any guarantees about perfor-

mance. Murphy and Paskin (2001) showed that

this model could be framed as a Dynamic Bayes

Network (DBN), so that inference is linear on the

length of the input sequence.

In the HHMM parser used here, the complex

hidden variables are syntactic states that gener-

ate sub-sequences of other syntactic states, even-

tually generating pre-terminals and words. This

section will describe how the trees must be trans-

formed, and then mapped to HHMM states. This

section will then continue with a formal definition

of an HHMM, followed by a description of how

this model can parse natural language, and finally

a discussion of what different aspects of the model

represent in terms of psycholinguistic modeling.

3.1 Right-Corner Transform

In order to parse with an HHMM, phrase struc-

ture trees need to be mapped to a hierarchical se-

quence of states of nested HMMs. Since Mur-

phy and Paskin showed that the run time complex-

ity of the HHMM is exponential on the depth of

the nested HMMs, it is important to minimize the

depth of the model for optimal performance. In

order to do this, a tree transformation known as

a right-corner transform is applied to the phrase

structure trees comprising the training data, to

transform right-expanding sequences of complete

constituents into left-expanding sequences of in-

complete constituents Aη/Aµ, consisting of an in-

stance of an active constituent Aη lacking an in-

stance of an awaited constituent Aµ yet to be rec-

ognized. This transform can be defined as a syn-

chronous grammar that maps every context-free

rule expansion in a source tree (in Chomsky Nor-

mal Form) to a corresponding expansion in a right-

corner transformed tree:1

• Beginning case: the top of a right-expanding

sequence in an ordinary phrase structure tree

is mapped to the bottom of a left-expanding

sequence in a right-corner transformed tree:

Aη

Aη·0

α

Aη·1

β

⇒

Aη

Aη/Aη·1

Aη·0

α

β

(1)

• Middle case: each subsequent branch in

a right-expanding sequence of an ordinary

phrase structure tree is mapped to a branch in

a left-expanding sequence of the transformed

tree:

Aη

α Aη·µ

Aη·µ·0

β

Aη·µ·1

γ

⇒

Aη

Aη/Aη·µ·1

Aη/Aη·µ

α

Aη·µ·0

β

γ

(2)

• Ending case: the bottom of a right-expanding

sequence in an ordinary phrase structure tree

1Here, η and µ are tree node addresses, consisting of se-
quences of zeros, representing left branches, and ones, repre-
senting right branches, on a path from the root of the tree to
any given node.
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Figure 1: Sample right-corner transform of

schematized tree before (a) and after (b) applica-

tion of transform.

is mapped to the top of a left-expanding se-

quence in a right-corner transformed tree:

Aη

α Aη·µ

aη·µ

⇒

Aη

Aη/Aη·µ

α

Aη·µ

aη·µ

(3)

The application of this transform is exemplified in

Figure 1.

3.2 Hierarchical Hidden Markov Models

Right-corner transformed trees are mapped to ran-

dom variables in a Hierarchical Hidden Markov

Model (Murphy and Paskin, 2001).

A Hierarchical Hidden Markov Model

(HHMM) is essentially a factored version of

a Hidden Markov Model (HMM), configured to

recognize bounded recursive structures (i.e. trees).

Like HMMs, HHMMs use Viterbi decoding to

obtain sequences of hidden states ŝ1..T given

sequences of observations o1..T (words or audio

features), through independence assumptions

in a transition model ΘA and an observation

model ΘB (Baker, 1975; Jelinek et al., 1975):

ŝ1..T
def
= argmax

s1..T

T
∏

t=1

PΘA
(st | st−1) · PΘB

(ot | st)

(4)

HHMMs then factor the hidden state transitionΘA

into a reduce and shift phase (Equation 5), then

into a bounded set of depth-specific operations

(Equation 6):

PΘA
(st|st–1) =

∑

rt

PΘR
(rt|st–1)·PΘS

(st|rt st–1)

(5)

def
=

∑

r1..D
t

D
∏

d=1

PΘR,d
(rd

t | r
d+1
t sd

t–1s
d–1
t–1 )·

PΘS,d
(sd

t |r
d+1
t rd

t sd
t–1s

d–1
t )

(6)

which allow depth-specific variables to reduce

(through ΘR-Rdn,d), transition (ΘS-Trn,d), and ex-

pand (ΘS-Exp,d) like tape symbols in a pushdown

automaton with a bounded memory store, depend-

ing on whether the variable below has reduced

(rd
t ∈RG) or not (r

d
t 6∈RG):

2

PΘR,d
(rd

t | r
d+1
t sd

t−1s
d−1
t−1 )

def
=

{

if rd+1
t 6∈RG : Jrd

t =r⊤K

if rd+1
t ∈RG : PΘR-Rdn,d

(rd
t | r

d+1
t sd

t−1 sd−1
t−1 )

(7)

PΘS,d
(sd

t | r
d+1
t rd

t sd
t−1s

d−1
t )

def
=







if rd+1
t 6∈RG, rd

t 6∈RG : Jsd
t =sd

t−1K

if rd+1
t ∈RG, rd

t 6∈RG : PΘS-Trn,d
(sd

t | r
d+1
t rd

t sd
t−1s

d−1
t )

if rd+1
t ∈RG, rd

t ∈RG : PΘS-Exp,d
(sd

t | s
d−1
t )

(8)

where s0
t = s⊤ and rD+1

t = r⊥ for constants s⊤

(an incomplete root constituent), r⊥ (a complete

lexical constituent) and r⊤ (a null state resulting

from reduction failure) s.t. r⊥∈RG and r⊤ 6∈RG.

Right-corner transformed trees, as exemplified

in Figure 1(b), can then be aligned to HHMM

states as shown in Figure 2, and used to train an

HHMM as a parser.

Parsing with an HHMM simply involves pro-

cessing the input sequence, and estimating a most

likely hidden state sequence given this observed

input. Since the output is to be the best possible

parse, the Viterbi algorithm is used, which keeps

track of the highest probability state at each time

step, where the state is the store of incomplete syn-

tactic constituents being processed. State transi-

tions are computed using the models above, and

each state at each time step keeps a back pointer to

the state it most probably came from. Extracting

the highest probability parse requires extracting

2Here, J·K is an indicator function: JφK = 1 if φ is true, 0
otherwise.
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Figure 2: Mapping of schematized right-corner

tree into HHMM memory elements.

the most likely sequence, deterministically map-

ping that sequence back to a right-corner tree, and

reversing the right-corner transform to produce an

ordinary phrase structure tree.

Unfortunately exact inference is not tractable

with this model and dataset. The state space is

too large to manage for both space and time rea-

sons, and thus approximate inference is carried

out, through the use of a beam search. At each

time step, only the top N most probable hypoth-

esized states are maintained. Experiments de-

scribed in (Schuler, 2009) suggest that there does

not seem to be much lost in going from exact in-

ference using the CKY algorithm to a beam search

with a relatively large width. However, the op-

posite experiment, examining the effect of going

from a relatively wide beam to a very narrow beam

has not been thoroughly studied in this parsing ar-

chitecture.

4 Optionally Arc-eager Parsing

The right-corner transform described in Sec-

tion 3.1 saves memory because it transforms any

right-expanding sequence with left-child subtrees

into a left-expanding sequence of incomplete con-

stituents, with the same sequence of subtrees as

right children. The left-branching sequences of

siblings resulting from this transform can then be

composed bottom-up through time by replacing

each left child category with the category of the

resulting parent, within the same memory element

(or depth level). For example, in Figure 3(a) a

left-child category NP/NP at time t=4 is composed

with a noun new of category NP/NNP (a noun

phrase lacking a proper noun yet to come), result-

ing in a new parent category NP/NNP at time t=5
replacing the left child category NP/NP in the top-

most d=1 memory element.

This in-element composition preserves ele-

ments of the bounded memory store for use in pro-

cessing descendants of this composed constituent,

yielding the human-like memory demands re-

ported in (Schuler et al., 2008). But whenever

an in-element composition like this is hypothe-

sized, it isolates an intermediate constituent (in

this example, the noun phrase ‘new york city’)

from subsequent composition. Allowing access

to this intermediate constituent — for example,

to allow ‘new york city’ to become a modifier

of ‘bonds’, which itself becomes an argument of

‘for’ — requires an analysis in which the interme-

diate constituent is stored in a separate memory

element, shown in Figure 3(b). This creates a lo-

cal ambiguity in the parser (in this case, from time

step t=4) that may have to be propagated across

several words before it can be resolved (in this

case, at time step t=7). This is essentially an am-

biguity between arc-eager (in-element) and arc-

standard (cross-element) composition strategies,

as described by Abney and Johnson (1991). In

contrast, an ordinary (purely arc-standard) parser

with an unbounded stack would only hypothesize

analysis (b), avoiding this ambiguity.3

The right-corner HHMM approach described

in this paper relies on a learned statistical model

to predict when in-element (arc-eager) compo-

sitions will occur, in addition to hypothesizing

parse trees. The model encodes a mixed strategy:

with some probability arc-eager or arc-standard

for each possible expansion. Accuracy results on

a right-corner HHMM model trained on the Penn

Wall Street Journal Treebank suggest that this kind

of optionally arc-eager strategy can be reliably sta-

tistically learned.

By placing firm limits on the number of open

incomplete constituents in working memory, the

Hierarchical HMM parser maintains parallel hy-

potheses on the beam which predict whether each

constituent will host a subsequent attachment or

not. Empirical results described in the next section

3It is important to note that neither the right-corner nor
left-corner parsing strategy by itself creates this ambiguity.
The ambiguity arises from the decision to use this option-
ally arc-eager strategy to reduce memory store allocation in
a bounded memory parser. Implementations of left-corner
parsers such as that of Henderson (2004) adopt a arc-standard
strategy, essentially always choosing analysis (b) above, and
thus do not introduce this kind of local ambiguity. But in
adopting this strategy, such parsers must maintain a stack
memory of unbounded size, and thus are not attractive as
models of human parsing in short-term memory (Resnik,
1992).
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Figure 3: Alternative analyses of ‘strong demand for new york city ...’: a) using in-element composition,

compatible with ‘strong demand for new york city is ...’ (in which the demand is for the city); and b)

using cross-element (or delayed) composition, compatible with either ‘strong demand for new york city

is ...’ (in which the demand is for the city) or ‘strong demand for new york city bonds is ...’ (in which a

forthcoming referent — in this case, bonds — is associated with the city, and is in demand). In-element

composition (a) saves memory but closes off access to the noun phrase headed by ‘city’, and so is not

incompatible with the ‘...bonds’ completion. Cross-element composition (b) requires more memory,

but allows access to the noun phrase headed by ‘city’, so is compatible with either completion. This

ambiguity is introduced at t=4 and propagated until at least t=7. An ordinary, non-right-corner stack

machine would exclusively use analysis (b), avoiding ambiguity.

show that this added demand on parallelism does

not substantially degrade parsing accuracy, even at

very narrow beam widths.

5 Experimental Evaluation

The parsing model described in Section 3 has

previously been evaluated on the standard task

of parsing the Wall Street Journal section of the

Penn Treebank. This evaluation was optimized

for accuracy results, and reported a relatively wide

beam width of 2000 to achieve its best results.

However, most psycholinguistic models of the hu-

man sentence processing mechanism suggest that

if the HSPM does work in parallel, it does so with

a much lower number of concurrent hypotheses

(Boston et al., 2008b). Viewing the HHMM pars-

ing framework as a psycholinguistic model, a nec-

essary (though not sufficient) condition for it being

a valid model is that it be able to maintain rela-

tively accurate parsing capabilities even at much

lower beam widths.

Thus, the first experiments in this paper evalu-

ate the degradation of parsing accuracy depending

on beam width of the HHMM parser. Experiments

were conducted again on the WSJ Penn Treebank,

using sections 02-21 to train, and section 23 as the

test set. Punctuation was included in both train-

ing and testing. A set of varied beam widths were

considered, from a high of 2000 to a low of 15.

This range was meant to roughly correspond to

the range of parallelism used in other similar ex-

periments, using 2000 as a high end due to its us-

age in previous parsing experiments. However, it

should be noted that in fact the highest value of

2000 is already an approximate search – prelim-

inary experiments showed that exhaustive search

with the HHMM would require more than 100000

elements per time step (exact values may be much

higher but could not be collected because they ex-

hausted system memory).

The HHMM parser was compared to a custom

built (though standard) probabilistic CKY parser

implementation trained on the CNF trees used as

input to the right-corner transform, so that the

CKY parser was able to compete on a fair foot-

ing. The accuracy results of these experiments are

shown in Figure 4.

These results show fairly graceful decline in

parsing accuracy with a beam width starting at

2000 elements down to about 50 beam elements.

This beam width is much less than 1% of the ex-

haustive search, though it is around 1% of what

might be considered the highest reasonable beam

width for efficient parsing. The lowest beam

widths attempted, 15, 20, and 25, result in ac-

curacy below that of the CKY parser. The low-

est beam width attempted, 15, shows the sharpest

decline in accuracy, putting the HHMM system

nearly 8 points below the CKY parser in terms of

accuracy.

This compares reasonably well to results by

32



 70

 72

 74

 76

 78

 80

 82

 84

 0  100  200  300  400  500

L
a
b
e
le

d
 F

-S
c
o
re

Beam Width

Figure 4: Plot of parsing accuracy (labeled F-

score) vs. beam widths for an HHMM parser

(curved line). Top line is HHMM accuracy with

beam width of 2000 (upper bound). The bottom

line is CKY parser results. Points correspond to

beam widths of 15, 20, 25, 50, 100, 250, and 500.

Brants and Crocker (2000) showing that an in-

cremental chart-parsing algorithm can parse accu-

rately with pruning down to 1% of normal memory

usage. While that parsing algorithm is difficult to

compare directly to this HHMM parser, the reduc-

tion in beam width in this system to 50 beam el-

ements from an already approximated 2000 beam

elements shows similar robustness to approxima-

tion. Accuracy comparisons should be taken with

a grain of salt due to additional annotations per-

formed to the Treebank before training, but the

HHMM parser with a beam width of 50 obtains

approximately the same accuracy as the Brants

and Crocker incremental CKY parser pruning to

3% of chart size. At 1% pruning, Brants and

Crocker achieved around 75% accuracy, which

falls between the HHMM parser at beam widths

of 20 and 25.

Results by Boston et al. (2008b) are also dif-

ficult to compare directly due to a difference in

parsing algorithm and different research priority

(that paper was attempting to correlate parsing dif-

ficulty with reading difficulty). However, that pa-

per showed that a dependency parser using less

than ten beam elements (and as few as one) was

just as capable of predicting reading difficulty as

the parser using 100 beam elements.

A second experiment was conducted to eval-

uate the HHMM for its time efficiency in pars-

ing. This experiment is intended to address two

questions: Whether this framework is efficient
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Figure 5: Plot of parsing time vs. sentence length

for HHMM and CKY parsers.

enough to be considered a viable psycholinguis-

tic model, and whether its parsing time and accu-

racy remain competitive with more standard cu-

bic time parsing technologies at low beam widths.

To evaluate this aspect, the HHMM parser was

run at low beam widths on sentences of varying

lengths. The baseline was the widely-used Stan-

ford parser (Klein and Manning, 2003), run in

‘vanilla PCFG’ mode. This parser was used rather

than the custom-built CKY parser from the pre-

vious experiment, to avoid the possibility that its

implementation was not efficient enough to pro-

vide a realistic test. The HHMMparser was imple-

mented as described in the previous section. These

experiments were run on a machine with a single

2.40 GHz Celeron CPU, with 512 MB of RAM. In

both implementations the parser timing includes

only time spent actually parsing sentences, ignor-

ing the overhead incurred by reading in model files

or training.

Figure 5 shows a plot of parsing time versus

sentence length for the HHMM parser for a beam

width of 20. Sentences shorter than 10 words were

not included for visual clarity (both parsers are ex-

tremely fast at that length). At this beam width,

the performance of the HHMM parser (labeled F-

score) was 74.03%, compared to 71% for a plain

CKY parser. As expected, the HHMM parsing

time increases linearly with sentence length, while

the CKY parsing time increases super-linearly.

(However, due to high constants in the run time

complexity of the HHMM, it was not a priori clear

that the HHMM would be faster for any sentence

of reasonable length.)
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The results of this experiment show that the

HHMM parser is indeed competitive with a proba-

bilistic CKY parser, in terms of parsing efficiency,

even while parsing with higher accuracy. At sen-

tences longer that 26 words (including punctua-

tion), the HHMM parser is faster than the CKY

parser. This advantage is clear for segmented text

such as the Wall Street Journal corpus. However,

this advantage is compounded when considering

unsegmented or ambiguously segmented text such

as transcribed speech or less formal written text, as

the HHMM parser can also make decisions about

where to put sentence breaks, and do so in linear

time.4

6 Conclusion and Future Work

This paper furthers the case for the HHMM as a

viable psycholinguistic model of the human pars-

ing mechanism by showing that performance de-

grades gracefully as parallelism decreases, provid-

ing reasonably accurate parsing even at very low

beam widths. In addition, this work shows that

an HHMM parser run at low beam widths is com-

petitive in speed with parsers that don’t work in-

crementally, because of its asymptotically linear

runtime.

This is especially surprising given that the

HHMM uses parallel hypotheses on the beam to

predict whether constituents will remain open for

attachment or not. Success at low beam widths

suggests that this optionally arc-eager prediction

is something that is indeed relatively predictable

during parsing, lending credence to claims of psy-

cholinguistic relevance of HHMM parsing.

Future work should explore further directions

in improving parsing performance at low beam

widths. The lowest beam value experiments

presented here generally parsed fairly accurately

when they completed, but were already encounter-

ing problems with unparseable sentences that neg-

atively affected parser accuracy. The large accu-

racy decrease between beam sizes of 20 and 15 is

likely to be mostly due to the lack of any correct

analysis on the beam when the sentence is com-

pleted.

It should be noted, however, that no adjustments

were made to the parser’s syntactic model with

these beam variations. This syntactic model was

optimized for accuracy at the standard beam width

4It does this probabilistically as a side effect of the pars-
ing, by choosing an analysis in which r0

t ∈ RG (for any t).

of 2000, and thus contains some state splittings

that are beneficial at wide beam widths, but at

low beam widths are redundant and prevent oth-

erwise valid hypotheses from being maintained on

the beam. For applications in which speed is a

priority, future research can evaluate tradeoffs in

accuracy that occur at different beam widths with

a coarser-grained syntactic representation that al-

lows for more variation of hypotheses even on

very small beams.
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Abstract

This paper examines how grammatical and
memory constraints explain gradience in
superiority violation acceptability. A com-
putational model encoding both categories
of constraints is compared to experimental
evidence. By formalizing memory capac-
ity as beam-search in the parser, the model
predicts gradience evident in human data.
To predict attachment behavior, the parser
must be sensitive to the types of nominal
intervenors that occur between a wh-filler
and its head. The results suggest memory
is more informative for modeling violation
gradience patterns than grammatical con-
straints.

1 Introduction

Sentences that include two wh-words, as in Exam-
ple (1), are often considered difficult by English
speakers.

(1) *Diego asked what1 who2 read?

This superiority effect holds when a second wh-
word, who in this example, acts as a barrier to at-
tachment of the first wh-word and its verb (Chom-
sky, 1973).

The difficulty is ameliorated when the wh-
words are switched to which-N, or which-Noun,
form as in Examples (2) and (3) (Karttunen, 1977;
Pesetsky, 1987). This is confirmed by experimen-
tal evidence (Arnon et al., To appear; Hofmeister,
2007).

(2) ?Diego asked which book who read?
(3) ?Diego asked what which girl read?

Memory is often implicated as the source of this
gradience, though it is unclear which aspects of
memory best model experimental results. This
computational model encodes grammatical and

memory-based constraints proposed in the liter-
ature to account for the phenomenon. The re-
sults demonstrate that as memory resources are in-
creased, the parser can model the human pattern if
it is sensitive to the types of nominal intervenors.
This supports memory-based accounts of superi-
ority violation (SUV) gradience.

2 Explanations for SUV gradience

This section details grammatical and reductionist
explanations for SUV gradience, motivating the
encoding of various constraints in the computa-
tional model.

2.1 Grammatical explanations

Grammatical accounts of gradience rely on intrin-
sic discourse differences between phrases that al-
low for SUVs and those that do not. In this work,
which-N phrases are examples of the former, and
so-called bare wh-phrases (including who and
what) the latter1. Rizzi (1990) incorporates ideas
from Pesetsky’s D-Linking, or discourse-linking,
hypothesis (1987) into a grammatical account of
SUV gradience, Relativized Minimality. He ar-
gues that referential phrases like which-N refer
to a pre-established set in the discourse and are
not subject to the same constraints on attachment
as non-referential phrases, like what. Which book
delimits a set of possible discourse entities, books,
and is more restrictive than what, which could in-
stead delimit sets of books, cats, or abstract en-
tities. The Relativized Minimality hypothesis ac-
counts for SUV gradience on the basis of this cate-
gorical separation on wh-phrases in the discourse.

1Both bare phrases and which-N phrases could have the
appropriate discourse conditions to allow for superiority vio-
lations, and vice versa. However, to relate the theory’s pre-
dictions to the experiment modeled here, I use a categorical
split between which-N and bare wh-phrases.
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2.2 Reductionist explanations
Many grammatical accounts, particularly those
that are grounded in cognitive factors, incorporate
some element of processing or memory in their ex-
planations (Phillips, Submitted). Reductionist ac-
counts are different; their proponents do not be-
lieve that superiority requires a grammatical ex-
planation. Rather, SUVs that appear ungrammat-
ical, such as Example (1), are the result of severe
processing difficulty alone.

These accounts attribute processing difficulty to
memory: severe memory resource limitations ac-
count for ungrammatical sentences in SUVs, and
increased memory resources allow for more ac-
ceptable sentences. This is the central idea be-
hind Hofmeister’s Memory Facilitation Hypothe-
sis (2007):

Memory Facilitation Hypothesis
Linguistic elements that encode more informa-
tion (lexical, semantic, syntactic, etc.) facili-
tate their own subsequent retrieval from memory
(Hofmeister, 2007, p.4)2.

This memory explanation is central to activation-
based memory hypotheses previously proposed
in the psycholinguistic literature, such as CC-
READER (Just and Carpenter, 1992), ACT-R
(Lewis and Vasishth, 2005), and 4CAPS (Just and
Varma, 2007). This work considers activation,
and manipulates memory resources by varying the
number of analyses the parser considers at each
parse step.

Table 1 lists memory factors that may contribute
to SUV gradience. They are sensitive to the mem-
ory resources available during syntactic parsing,
but account for memory differently. Below I de-
scribe these variations.

2.2.1 Distance and the DLT
Distance, as measured by the number of words
between, for example, a wh-word and its verb,
has been argued to affect sentence comprehen-
sion (Wanner and Maratsos, 1978; Rambow and
Joshi, 1994; Gibson, 1998). Experimental evi-
dence supports this claim, but there exist a num-
ber of anomalous results that resist explanation in
terms of distance alone (Gibson, 1998; Hawkins,
1999; Gibson, 2000). For example, it is not the
case that processing difficulty increases solely as

2Recent work by Hofmeister and colleagues attributes the
advantage to a decrease in memory interference rather than
retrieval facilitation (Submitted), but the spirit of the work
remains the same.

a function of the number of words in a sentence.
However, it is possible that SUV gradience could
be affected by this simple metric.

The Dependency Locality Theory (DLT) (Gib-
son, 2000) is a more linguistically-informed mea-
sure of distance. The DLT argues that an accurate
model of sentence processing difficulty is sensitive
to the number and discourse-status (given or new)
of nominal intervenors that occur across a particu-
lar distance. The DLT’s sensitivity to discourse-
newness integrates aspects of D-linking: which
book, for example, requires that books already be a
part of the discourse, though what does not (Gun-
del et al., 1993; Warren and Gibson, 2002). The
DLT has been demonstrated to model difficulty in
ways that simple distance alone can not (Grodner
and Gibson, 2005).

This study also considers a stronger version of
the DLT, Intervenors. Intervenors considers both
the number and part-of-speech (POS) of nominal
intervenors between a wh-word and its head. This
feature is sensitive to nuanced differences between
nominal intervenors, providing a more accurate
model of the Memory Facilitation Hypothesis.

2.2.2 Stack memory
Distance can also be measured in terms of the
parser’s internal resources. The computational
model described here incorporates a stack mem-
ory. Although stacks are not accurate models of
human memory (McElree, 2000), this architec-
tural property may provide insight into how mem-
ory affects SUV gradience.

2.2.3 Activation and interference
Sentence processing difficulty has been attributed
to the amount of time it takes to retrieve a word
from memory. Lewis & Vasishth (2005) find sup-
port for this argument by applying equations from
a general cognitive model, ACT-R (Adaptive Con-
trol of Thought-Rational) (Anderson, 2005), to a
sentence processsing model. Their calculation of
retrieval time, henceforth retrieval, is sensitive to a
word’s activation and its similarity-based interfer-
ence with other words in memory (Gordon et al.,
2002; Van Dyke and McElree, 2006). Activation,
Interference, and the conjunction of the two in the
form of Retrieval, are considered in this work.

The grammatical and memory-based accounts
described above offer several explanations for
SUV gradience. They can be represented along a
continuum, where the type of information consid-
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Hypothesis Sensitive to
Distance String distance between words.
DLT Number of nominal intervenors.
Intervenors POS of nominal intervenors.
Stack Memory Elements currently in parser memory.
Baseline Activation Amount structure is activated in memory.
Interference Amount of competition from similar words in memory.
Retrieval Retrieval time of word from memory.

Table 1: Memory-based sentence processing theories.

ered in memory varies from the simple (Distance)
to complex (Retrieval), as in (4).

(4) Distance < DLT < Intervenors < Stack Memory
< Activation < Interference < Retrieval

Despite this representation, in this work I con-
sider each as an independent theory. Together,
they form the hypothesis set in the model, se-
lected because they represent the major explana-
tions posited for gradience in SUVs and related
phenomena, like islands.

The computational model not only formalizes
the memory accounts, but also provides a frame-
work for memory-based factors that require a
computational model, such as retrieval. The re-
sults determine memory factors that best account
for SUV gradience patterns.

3 Methodology

The test set for SUV gradience is the experimental
results from Arnon et al. (To appear). The experi-
ment tests gradience across four conditions, shown
in Examples (5)-(8).

(5) Pat wondered what who read. (bare.bare)

(6) Pat wondered what which student read.
(bare.which)

(7) Pat wondered which book who read. (which.bare)

(8) Pat wondered which book which student read.
(which.which)

The conditions substitute the wh-type of both wh-
fillers and wh-intervenors in the island context.
In Example (5) both the filler and intervenor are
bare (the bare.bare condition), whereas in Exam-
ple (8), both the filler and intervenor are which-Ns
(which.which). Examples (6) and (7) provide the
other possible configurations.

Arnon and colleagues find which.which to be
the fastest condition. Figure 1 depicts these re-
sults. The other conditions are more difficult,

Figure 1: Reading time is fastest in the
which.which condition (Arnon et al., To appear,
p.5).

at varying levels: the which.bare condition is
less difficult than the bare.which condition, and
both are less difficult than the bare.bare condi-
tion. These results roughly pattern with accept-
ability judgments discussed in syntactic literature
(Pesetsky, 1987).

Corpora for superiority processing results do
not exist. Further, few studies on SUVs incorpo-
rate the same structures, techniques, and experi-
mental conditions. Although Arnon et al. consid-
ered 20 lexical variations, the unlexicalized parser
can not distinguish these variations. Therefore, the
parser is only evaluated on these four sentences;
however, they are taken to represent classes of
structures that generalize to all SUV gradience in
English.

3.1 The parsing model

The computational model is based on Nivre’s
(2004) dependency parsing algorithm. The al-
gorithm builds directed, word-to-word analyses
of test input following the Dependency Gram-
mar syntactic formalism (Tesnière, 1959; Hays,
1964). Figure 2 depicts the full dependency anal-
ysis of the which.which condition from Example
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Figure 2: A dependency analysis of the
which.which condition.

(8), where heads point to their dependents via arcs.
The Nivre parser assembles dependency struc-

ture incrementally by passing through parser states
that aggregate four data structures, shown in Table
2. The stack σ holds parsed words that require fur-
ther analysis, and the list τ holds words yet to be
parsed. h and d encode the current list of depen-
dency relations.

σ A stack of already-parsed unreduced words.
τ An ordered input list of words.
h A function from dependent words to heads.
d A function from dependent words to arc types.

Table 2: Parser configuration.

The parser transitions from state to state via four
possible actions. Shift and Reduce manipulate
σ. LeftArc and RightArc build dependencies
between σ1 (the element at the top of the stack)
and τ1 (the next input word); LeftArc makes
σ1 the dependent, and RightArc makes σ1 the
head.

The parser determines actions by consulting a
probability model derived from the Brown Corpus
(Francis and Kucera, 1979). The corpus is con-
verted to dependencies via the Pennconverter tool
(Johansson and Nugues, 2007). The parser is then
simulated on these dependencies, providing a cor-
pus of parser states and subsequent actions that
form the basis of the training data. Because the
parser is POS-based, this corpus is manipulated in
two ways to sensitize it to the differences in the
experimental conditions. First, the corpus is given
finer-grained POS tags for each of the wh-words,
described in Table 3.

Secondly, which-N dependencies are encoded
as DPs (determiner phrases) and are headed by
the wh-phrase (Abney, 1987). This ensures the
parser differentiates a wh-word retrieval from a
simple noun retrieval, which is necessary for sev-
eral of the memory-based constraints. Other noun
phrases are headed by their nouns. The corpus is

Original POS Wh Example
WP WP-WHAT what
WP WP-WHO who
WDT WDT-WHICH which book
WDT WDT-WHAT what book
IN IN-WHETHER whether
WRB WRB how/why/when

Table 3: POS for wh fillers and intervenors.

Figure 3: The relevant attachment is between
which and read.

not switched to a fully DP analysis to preserve as
many of the original relationships as possible.

I extend the Nivre algorithm to allow for beam
search within the parser state space. This allows
the parser to consider different degrees of paral-
lelism k, and manipulate the amount of memory
allotted to incremental parse states. This manipu-
lation serves as a model of variation in an individ-
ual’s memory as a sentence is parsed.

3.2 Evaluation

To determine how well the accounts model the ex-
perimental data, I consider the likelihood of the
parser resolving the island-violating dependency
between wh-fillers and their verbs in the Arnon et
al. data. In terms of the dependency parser, the test
determines whether the parser creates a LeftArc
attachment in a state where which or what is σ1

and read is τ1 . The dependency structure associ-
ated with this parser state is depicted in Figure 3
for the which.which condition.

This evaluation is categorical rather than statis-
tical: SUV-processing is based on the decision to
form an attachment in a superiority-violating con-
text, given four experimental sentences. While fu-
ture work will incorporate more experiments for
robust statistical analysis, this work focuses on a
small subset that generalizes to the greater phe-
nomenon.

3.3 Encoding constraints

The parser determines actions on the basis of prob-
abilistic models, or features. In this work, I en-
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code each of the grammatical and memory-based
explanations as its own feature. I normalize the
weights from the LIBLINEAR (Lin et al., 2008)
SVM classification tool to determine probabilities
for each parser action (LeftArc, RightArc,
Shift, Reduce) . The features are sensitive to
specific aspects of the current parser state, allow-
ing an examination of whether the features sug-
gest the superiority violating LeftArc action in
the context depicted in Figure 3. The prediction is
that attachment will be easiest in the which.which
condition and impossible in the other conditions
when memory resources are limited (k=1), as in
Table 4.

Condition b.b b.w w.b w.w
Attachment N N N Y

Table 4: LeftArc attachments given Arnon et al.
(To appear) results. Y = Yes, N=No.

Table 5 depicts the full list of grammatical and
memory-based features considered in this study,
which are detailed below.

3.3.1 Grammatical constraint
In Relativized Minimality, referential noun
phrases override superiority violations, whereas
non-referential noun phrases do not. This con-
straint is included as a probabilistic feature of
the parser, RELMIN, specified in Table 5. The
condition holds if a non-referential NP (what) is
in σ1 (RELMIN=Yes). But the violation condition
does not hold (RELMIN=No) if a non-referential
NP (which) is in σ1 . The feature categorically
separates which-N and bare wh-phrases to capture
the Relativized Minimality predictions for these
experimental sentences. The probabilistic feature
also adds a grammatical gradience component to
the model, which is not proposed by the original
hypothesis.

3.3.2 Memory constraints
The parser encodes each of the memory accounts
provided in Table 1 as probabilistic features. DIS-
TANCE, the simplest feature, determines parser ac-
tions on the basis of how far apart σ1 and τ1 are
in the string.

DLT and INTERVENORS require parser sen-
sitivity to the nominal intervenors between σ1

and τ1 according to Gibson’s DLT specification
(2000). Table 6 provides a list of the nominal inter-
venors considered. Gibson’s hierarchy is extended

to include nominal wh-words to more accurately
model the experimental conditions.

Intervenor POS Example
NN book
NNS books
PRP they
NNP Pat
NNPS Americans
WP-WHAT what
WP-WHO who
WDT-WHICH which book
WDT-WHAT what book

Table 6: POS for nominal intervenors.

The sequence of STACKNEXT features are sen-
sitive to the parser’s memory, in the form of the
POS of elements at varying depths of the stack.
These features are found to have high overall ac-
curacy in the Nivre parser (Nivre, 2004) and in hu-
man sentence processing modeling (Boston et al.,
2008).

ACTIVATION, INTERFERENCE, and RE-
TRIEVAL predictions are based on the sequence
of Lewis & Vasisth (2005) calculations provided
in Equations 1-4. These equations require some
notion of duration, which is calculated as a func-
tion of parser actions and word retrieval times.
Table 7 describes this calculation, motivated by
the production rule time in Lewis & Vasisth’s
ACT-R model.

Transition Time
LEFT 50 ms + 50 ms + Retrieval Time
RIGHT 50 ms + 50 ms + Retrieval Time
SHIFT 50ms
REDUCE 0ms

Table 7: How time is determined in the parser.

Because only words at the top of the stack can
be retrieved, the following will be described for
σ1 . Retrieval time for σ1 is based on its activation
A, calculated as in Equation 1.

Ai = Bi +
�

j

W jSji (1)

Total activation is the sum of two quantities, the
word’s baseline activation Bi and similarity-based
interference for that word, calculated in the sec-
ond addend of the equation. The baseline activa-
tion, provided in Equation 2, increases with more
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Feature Feature Type Includes
Grammar
RELMIN Yes/No σ1 wh−word :: intervenorswh−word(σ1 ...τ1 )
Memory
DISTANCE String Position τ1 − σ1

DLT Count intervenorsnom(σ1 ...τ1 )
INTERVENORS POS intervenorsnom(σ1 ...τ1 )
STACK1NEXT POS σ1 :: τ1

STACK2NEXT POS σ1 :: σ2 :: τ1

STACK3NEXT POS σ1 :: σ2 :: σ3 :: τ1

ACTIVATION Value baselineActivation(σ1 )
INTERFERENCE Value interference(σ1 )
RETRIEVAL Time (ms.) retrievalTime(σ1 )

Table 5: Feature specification. :: indicates concatenation.

recent retrievals at time tj . This implementation
follows standard ACT-R practice in setting the de-
cay rate d to 0.5 (Lewis and Vasishth, 2005; An-
derson, 2005).

Bi = ln




n�

j=1

tj
−d



 (2)

σ1 ’s activation can decrease if competitors, or
other words with similar grammatical categories,
have already been parsed. In Equation (1), W j de-
notes weights associated with the retrieval cues j
that are shared with these competitors, and Sji

symbolizes the strengths of association between
cues j and the retrieved item i (σ1 ). For this
model, weights are set to 1 because there is only
one retrieval cue j in operation: the POS. The
strength of association Sji is computed as in Equa-
tion 3.

Sji = Smax − ln(fanj ) (3)

The fan, fanj , is the number of words that have
the same grammatical category as cue j, the POS.
The maximum degree of association between sim-
ilar items in memory is Smax which is set to 1.5
following Lewis & Vasishth.

To get the retrieval time, in milliseconds, of σ1 ,
the activation value calculated in Equation 1 is in-
serted in Equation 4. The implementation follows
Lewis & Vasishth in setting F to 0.14.

T i = Fe−Ai (4)

The time T i is the quantity the parser is sensi-
tive to in determining attachments based on the

RETRIEVAL feature. Because it is possible that
SUVs are better modeled by only part of the re-
trieval equation, such as baseline activation or in-
terference, the implementation also considers AC-
TIVATION and INTERFERENCE features. The fea-
tures are sensitive to the quantities in the addends
in Equation 1, Bi and

�
j

W jSji respectively.

4 Results

The results focus on whether the parser chooses
a LeftArc attachment when it is in the config-
uration depicted in Figure 3 given the grammati-
cal and memory constraints listed in Table 5. Ta-
ble 8 depicts the outcome, where Y signifies a
LeftArc attachment is preferred and N that it is
not.

Only one feature correctly patterns with the ex-
perimental evidence: INTERVENORS. It allows a
LeftArc in the which.which condition, and dis-
allows the arc in other conditions. The INTER-
VENORS feature also patterns with the experimen-
tal evidence as more memory is added. Table 9 de-
picts the LeftArc attachment for increasing lev-
els of k with this feature. At k=1, the parser only
chooses the attachment for the which.which con-
dition. At k=2, the parser chooses the attachment
for both which.which and which.bare. At k=3, it
chooses the attachment for all conditions. This
mimics the decreases in difficulty evident in Fig-
ure 1, and provides support for reductionist theo-
ries: if memory is restricted (k=1), only the easi-
est attachment is allowed. As memory increases,
more attachments are possible.

INTERVENORS is sensitive to the nominal in-

41



Condition b.b b.w w.b w.w
Experiment N N N Y
Grammar
RELMIN=YES N N N N
RELMIN=NO N N N N
Memory
DISTANCE N N N N
DLT N N N N
INTERVENORS N N N Y
STACK1NEXT N N N N
STACK2NEXT Y N Y N
STACK3NEXT Y Y Y Y
ACTIVATION N N N N
INTERFERENCE Y N N N
RETRIEVAL Y N N N

Table 8: LeftArc attachments for the experi-
mental data.

Condition b.b b.w w.b w.w
INTERVENORS K=1 N N N Y
INTERVENORS K=2 N N Y Y
INTERVENORS K=3 Y Y Y Y

Table 9: INTERVENORS allows more attachments
as k increases.

tervenors between which and read. RETRIEVAL,
INTERFERENCE, and particularly DLT, should
also be sensitive to these intervenors. Despite their
similarity, none of these features are able to model
the attachment behavior in the experimental data.

The STACK3NEXT feature differs from the
other features in that it allows the LeftArc at-
tachment to occur in any of the conditions. Al-
though this does not match the interpretation of
the experimental results followed in this paper, it
leaves open the possibility that the feature could
model the data according to a different measure of
parsing difficulty, such as surprisal (Hale, 2001).

The RELMIN constraint is not able to model the
experimental results for gradience.

5 Discussion

The results demonstrate that modeling the exper-
imental data for SUV gradience requires a parser
that can vary memory resources as well as be sen-
sitive to the types of the nominal intervenors cur-
rently in memory. The gradience is modeled by
increasing memory resources, in the form of in-
creases in the beam-width. This demonstrates the

usefulness of varying both the types and amounts
of memory resources available in a computational
model of human sentence processing.

The positive results from the INTERVENORS
feature confirms the discourse accessibility hierar-
chy encoded in the DLT (Gundel et al., 1993; War-
ren and Gibson, 2002), but only when wh-words
are included as nominal intervenors. The results
also suggest that it is the type, and not just the
number of intervenors as suggested by the DLT,
that is important.

Further, the INTERVENORS feature does not
pattern with the DLT hypothesis. DLT assumes
that increasing the number of nominal inter-
venors causes sentence processing difficulty (Gib-
son, 2000; Warren and Gibson, 2002). Here, the
number of intervenors is increased, but sentence
processing is relatively easier. This effect is ex-
plained by the intrinsic difference between the
DLT and INTERVENORS features: INTERVENORS
provides more information to the parser, in the
form of the POS of all intervenors. This indicates
that certain intervenors help, rather than hinder,
the retrieval process.

The negative results demonstrate that other rep-
resentations of memory do not model SUV gra-
dience. If we consider this along the continuum
from (4), those features that take into account less
information than INTERVENORS (DISTANCE and
DLT) are too restrictive. Of those features that
are more complex than INTERVENORS, many are
too permissive, or permit the wrong attachments.
This pattern is also visible in the STACKNEXT
features: STACK1NEXT is too restrictive, while
STACK3NEXT too permissive. STACK2NEXT un-
fortunately permits the wrong attachments. This
pattern in the continuum indicates that an interme-
diate amount of memory information is required
to adequately model these results.

INTERFERENCE, which also considers competi-
tors in the intervening string, would seem likely
to pattern with the INTERVENORS results. In
fact, similarity-based interference and retrieval
have previously been argued to account for these
gradience patterns (Hofmeister et al., Submitted).
However, the only words considered as competi-
tors with which for both features in this model
are other wh-words. For the which.which con-
dition, for example, INTERFERENCE would only
consider the second which a competitor. IN-
TERVENORS, on the other hand, considers book,
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which, and student as possible intervenors. This
suggests that the INTERFERENCE measure in re-
trieval would be more accurate if it considered
more competitors, a consideration for future work.

Hofmeister (2007) suggests that it is not a sin-
gle memory factor, but a number of factors, that
contribute to SUV gradience. Some features, such
as INTERFERENCE or DLT, may be more accurate
when they are considered in addition to other fea-
tures. It is also likely that probabilistic models that
include many features will be more robust than
single-feature models, particularly when tested on
similar phenomena, like islands. I leave these pos-
sibilities to future work.

Although the variable beam-width INTER-
VENORS feature patterns well with the Arnon et
al. results, it does not capture the reading time dif-
ference between the bare.bare and the bare.which
conditions; both are unavailable at k=2 and avail-
able at k=3. Although this may indicate a prob-
lem with the feature itself, it is also possible that a
more gradient evaluation technique is needed. As
suggested in Section 4, determining accuracy on
the basis of attachment alone may be insufficient
to correctly model the full experimental evidence
in terms of reading times. This is an empirical
question that can be tested with this computational
model. In future work, I consider the role of parser
difficulty, via linking hypotheses such as surprisal,
in modeling the experimental data.

The interpretation of Relativized Minimality
used here as a grammatical constraint could not
derive the experimental results. LeftArc is not
preferred when the parser is in a SUV context
(RELMIN=Yes)–an expected result as attachments
should not occur in SUV contexts. However, the
which.which, which.bare, and the bare.which con-
ditions are not violations because they include
non-referential NPs. Even with the RELMIN=NO
feature, the parser does not select LeftArc at-
tachments, suggesting grammatical gradience is
not useful in modeling the SUV gradience results.

This model does not attempt to capture exper-
imental evidence that SUVs and similar phenom-
ena, like islands, are better modeled by grammati-
cal constraints (Phillips, 2006; Sprouse et al., Sub-
mitted). Not only does this work only focus on one
kind of grammatical constraint for SUV gradience,
but the results reported here do not reveal whether
the intervention effect itself is better modeled by
grammatical or reductionist factors. Rather, the

results demonstrate that the gradience in the inter-
vention effect is better modeled by memory than
by the gradient grammatical feature. Future work
with this computational model will allow for an
examination of those memory factors and gram-
matical factors most useful in exploring the source
of the intervention effect itself.

6 Conclusion

This study considers grammatical and memory-
based explanations for SUV gradience in a hu-
man sentence processing model. The results sug-
gest that gradience is best modeled by a parser
that can vary memory resources while being sen-
sitive to the types of nominal intervenors that have
been parsed. Grammatical and other memory con-
straints do not determine correct attachments in
the SUV environment. The results argue for a the-
ory of language that accounts for SUV gradience
in terms of specific memory factors.
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Abstract
We formally derive a mathematical model
for evaluating the effect of context rele-
vance in language production. The model
is based on the principle that distant con-
textual cues tend to gradually lose their
relevance for predicting upcoming linguis-
tic signals. We evaluate our model against
a hypothesis of efficient communication
(Genzel and Charniak’s Constant Entropy
Rate hypothesis). We show that the devel-
opment of entropy throughout discourses
is described significantly better by a model
with cue relevance decay than by previ-
ous models that do not consider context ef-
fects.

1 Introduction

In this paper, we present a study on the effect
of context relevance decay on the entropy of lin-
guistic signals in natural discourses. Context rele-
vance decay refers to the phenomenon that contex-
tual cues that are distant from an upcoming event
(e.g. production of a new linguistic signal) are less
likely to be relevant to the event, as discourse con-
tents that are close to one another are likely to be
semantically related. One can also view the words
and sentences in a discourse as time steps, where
distant context becomes less relevant simply due
to normal forgetting over time (e.g. activation de-
cay in memory). The present study investigates
how this decaying property of discourse context
might affect the development of entropy of lin-
guistic signals in discourses. We first introduce
the background on efficient language production
and then propose our hypothesis.

1.1 Background on Efficient Language
Production

The metaphor “communication channel”, bor-
rowed from Shannon’s information theory (Shan-

non, 1948), can be conceived of as an abstract en-
tity that defines the constraints of language com-
munication (e.g. ambient noise, distortions in ar-
ticulation). For error free communication to occur,
the ensemble of messages that a speaker may utter
must be encoded in a system of signals whose en-
tropy is under the capacity of the communication
channel. Entropy of these signals, in this context,
correlates with the average number of upcoming
messages that the speaker can choose from for a
particular signal (e.g. a word to be spoken) given
preceding discourse context. In other words, if
the average number of choices given any linguis-
tic signal exceeds the channel capacity, it cannot
be guaranteed that the receiver can correctly infer
the originally intended message. Such transmis-
sion errors will reduce the efficiency of language
communication.

Keeping the entropy of linguistic signals be-
low the channel capacity alone is not efficient, for
one can devise a code where each signal corre-
sponds to a distinct message. With a unique choice
per signal, this encoding achieves an entropy of
zero at the cost of requiring a look-up table that
is too large to be possible (cf. Zipf (1935), who
makes a similar argument for meaning and form).
In fact, the most efficient code requires language
users to encode messages into signals of the en-
tropy bounded by the capacity of the channel. One
implication of this efficient encoding is that over
time, the entropy of the signals is constant. One
of the first studies to investigate such constancy
is Genzel and Charniak (2002), in which the au-
thors proposed the Constant Entropy Rate (CER)
hypothesis: in written text, the entropy per sig-
nal symbol is constant across sentence positions in
discourses. That is, if we view sentence positions
as a measure of time steps, then the entropy per
word at each step should be the same in order to
achieve efficient communication (word is selected
as the unit of signal, although it does not have to
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be case; cf. Qian and Jaeger (2009)).

The difficulty in testing this direct prediction is
computationally specifying the code used by hu-
man speakers to obtain a context-sensitive esti-
mate of the entropy per word. An ngram model
overestimates the entropy of upcoming messages
by relying on only the preceding n-1 words within
a sentence, while in reality the upcoming message
is also constrained by extra-sentential context that
accumulates within a discourse. The more extra-
sentential context that the ngram model ignores,
the higher estimate for entropy will be. Hence,
the CER hypothesis indirectly predicts that the
entropy of signals, as estimated by ngrams, will
increase across sentence positions. While some
studies have found the predicted positive correla-
tion between sentence position and the per-word
entropy of signals estimated by ngrams, most of
them assumed the correlation to be linear (Genzel
and Charniak, 2002; Genzel and Charniak, 2003;
Keller, 2004; Piantadosi and Gibson, 2008). How-
ever, in previous work, we found that a log-linear
regression model was a better fit for empirical data
than a simple linear regression model based on
data of 12 languages (Qian and Jaeger, under re-
view). Why this would be case remained a puzzle.

Our research question is closely related to this
indirect prediction of the Constant Entropy Rate
hypothesis. Intuitively, the number of possible
messages that a speaker can choose from for an
upcoming signal in a discourse is often restricted
by the presence of discourse context. Contex-
tual cues in the preceding discourse can make the
upcoming content more predictable and thus ef-
fectively reduces signal entropy. As previously
mentioned, however, different contextual cues, de-
pending on how long ago they were provided, have
various degrees of effectiveness in reducing sig-
nal entropy. Thus we ask the question whether
the decay of context relevance could explain the
sublinear relation between entropy and discourse
progress that has been observed in previous stud-
ies.

We formally derive two nonlinear models for
testing our Relevance Decay Hypothesis (intro-
duced next). In addition to the constant entropy as-
sumption in CER, our model assumed that the rel-
evance of early sentences in the discourse system-
atically decays as a function of discourse progress.
Our models provide the best fit to the distribution
of entropy of signals, suggesting the availability

of discourse context can affect the planning of the
rest of a discourse.

1.2 Relevance Decay Hypothesis

We hypothesize the sublinear relation between the
entropy of signals, when estimated out of dis-
course context (hereafter, out-of-context entropy
of signals) using an ngram model, and sentence
position (Piantadosi and Gibson, 2008; Qian and
Jaeger, under review) is due to the role of dis-
course context (hereafter, context). Consider the
following example. Assume that context at the kth
sentence position comes from the 1 . . . k − 1 sen-
tences in the past. If k is large enough, context
from the early sentences 1 . . . i (i � k) is essen-
tially no longer relevant. Rather, the nearby k − i
sentences are contributing most of the discourse
context. As a result, the constraint on the entropy
of signals at sentence position k is mostly due to
the nearby window of k − i sentences. Then if we
look ahead to the (k + 1)th sentence position and
follow the same steps of reasoning, context at that
point also mostly comes from the nearby window
of k− i sentences (i.e. (k+ 1)− (i+ 1) = k− i).
Hence, for later sentence positions, the difference
in available context is minimal. Consequently,
their out-of-context entropy of signals increases
at a very small rate. On the other hand, when k
is fairly small, to the extent that the k − i win-
dow covers the entire preceding discourse, all of
the 1 . . . k − 1 sentences are contributing relevant
context. As k increases, the number of preced-
ing sentences increases, which results in a more
significant change in relevant context, but the rel-
evance of each individual sentence decreases with
its distance to k, which results in a sublinear pat-
tern of relevant context with respect to sentence
position overall. As we will show, the relation of
out-of-context entropy of signals to sentence posi-
tion follows from the relation of relevant context
to sentence position, exhibiting a sublinear form
as well.

The problem of interest here is to specify how
quickly the relevance of a preceding sentence de-
cays as a function of its distance to a target sen-
tence position k. We experimented with two forms
of decay functions – power law decay and expo-
nential decay. It has been established that many
types of human behaviors can be well described by
the power function (Wixted and Ebbesen, 1991),
so we mainly focus on building a model under the
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Language Training Data Test Data

in words in sentences in words in sentences per position

Danish 154,514 5,640 8,048 270 18
Dutch 50,309 3,255 2,105 90 6
English 597,698 23,295 31,276 1155 77
French 229,461 9,300 11,371 435 29
Italian 97,198 4,245 4,524 225 15
Mandarin Chinese 145,127 4,875 4,310 150 10
Norwegian 89,724 4,125 2,973 150 10
Portuguese 170,342 5,340 9,044 240 16
Russian 398,786 18,075 20,668 930 62
Spanish (Latin-American) 1,363,560 41,160 67,870 2,070 138
Spanish (European) 255,366 7,485 8,653 240 16
Swedish 266,348 11,535 13,369 555 37

Table 1: Number of words and sentences in the training and test data for each of the twelve languages.
The last column gives the number of sentences at each sentence position (which is identical to the number
of documents contained in the corpora).

power law, and examine if the model under the ex-
ponential law yields any difference. Under the as-
sumptions of true entropy rate is constant across
sentences, we predict that our models will bet-
ter characterize the changes in estimated entropy
of signals than general regression models that are
blind to the role of context.

2 Methods

2.1 Data

We used the Reuters Corpus Volume 1 and 2
(Lewis et al., 2004). The corpus contains about
810,000 English news articles and over 487,000
news articles in thirteen languages. Because of in-
consistent annotation, we excluded the data from
three languages, Chinese, German, and Japanese.
For Chinese, we substituted the Treebank Cor-
pus (Xue et al., 2005) for the Reuters data, leav-
ing us with twelve languages: Danish, Dutch,
English, French, Italian, Mandarin Chinese, Nor-
wegian, Portuguese, Russian, European Spanish,
Latin-American Spanish, and Swedish. In order
to estimate out-of-context entropy per word (i.e.
per signal symbol) for each sentence position, ar-
ticles were divided into a training set (95% of all
stories) for training language models and a test set
(the remaining 5%) for analysis (see Table 1 for
details). Out-of-context entropy per word was es-
timated by computing the average log probability
of sentences at that position, normalized by their
lengths in words (i.e. for an individual sentence
token s, the term to be averaged is − log p(s)

length(s) bits per
word). Standard trigram language models were
used to compute these probabilities (Clarkson and

Rosenfeld, 1997). The majority of the 12 lan-
guages belong to the Indo-European family, while
Mandarin Chinese is a Sino-Tibetan language.

2.2 Modeling Relevance Decay of Context
Formally, we define the relevance of context in the
same unit as entropy of signals – bits per word.
Let r0 denote the entropy of signals that efficiently
encode the ensemble of messages a speaker can
choose from for any sentence position, a constant
under the assumption of CER. According to Infor-
mation Theory, r0 is equivalent to the uncertainty
associated with any sentence position if context is
considered. Thus, in error free communication,
linguistic signals presented at the kth sentence po-
sition are said to have resolved the uncertainty at
k and therefore are r0-bit relevant at the kth sen-
tence position. Then, at the (k+i)th sentence posi-
tion, these linguistic signals have become context
by definition and their relevance has decayed to
some r bits. Our models start from defining the
value of r as a function of the distance between
context and a target sentence position.

2.2.1 Power-law Decay Model
If the relevance of a cue q (e.g. a preceding sen-
tence), which is originally r0-bit relevant at po-
sition kq, decays at the rate following the power
function, its remaining relevance at target sentence
position k is:

relevancepow(k, q) = r0(k − kq + 1)−λ (1)

In Equation (1), k > kq and λ is the decay rate.
This means at position k, the relevance of the cue
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from the (k−1)th sentence is r0∗2−λ-bit relevant;
the relevance of the cue from the (k−2)th sentence
is r0 ∗ 3−λ-bit relevant, and so on. As a result, the
relevance of discourse-specific context at position
k is the marginalization of all cues up to qk−1:

contextpow(k) = r0

∑
qi∈{q1...qk−1}

(k − kqi + 1)−λ (2)

The general trend predicted by Equation (2)
is that discourse-specific context increases more
rapidly at the beginning of a discourse and much
more slowly towards the end due to the relevance
decay of distant cues. Rewriting Equation (2) in
a closed-form formula so that a model can be fit-
ted to data is not a trivial task without knowing the
rate λ, but the paradox is that λ has to be estimated
from the data. As a workaround, we approximated
the value of Equation (2) by computing a definite
integral of Equation (1), where ∆i is a shorthand
for k − kq + 1:

contextpow(k) ≈
∫ k

1
r0∆i−λd∆i

= r0(
k1−λ − 1

1− λ
) (3)

Equation (3) uses an integral to approximate the
sum of a series defined as a function. The result
is usually acceptable as long as λ is greater than
1 so that the series defined by Equation 1 is con-
vergent (this assumption is empirically supported;
see Figure 5). Note that Equation (3) produces
the desirable effect that upon encountering the
first sentence of a discourse, no discourse-specific
contextual cues are available to the speaker (i.e.
context(1) = 0).

Now that we know the maximum relevance of
context at sentence position k, we can predict the
amount of out-of-context entropy of signals r(k)
based on the idea of uncertainty again. There are
new linguistic signals that are r0-bit relevant in
context at any sentence position. In addition, we
now know context(k) bits of relevant context are
also available. Thus, the sum of r0 and context(k)
defines the maximum amount of out-of-context
uncertainty that can be resolved at sentence posi-
tion k. Therefore, the out-of-context entropy of
signals at k is at most:

rpow(k) = context(k) + r0 (4)

= r0
k1−λ − 1

1− λ
+ r0

Whether speakers will utilize all available con-
text as predicted by Equation (4) is another de-
bate. Here we adopt the view that speakers are
maximally efficient in that they do make use of
all available context. Thus, we make the predic-
tion that out-of-context entropy of signals, as ob-
served empirically from data, can be described by
this model. Figure 1 shows the behavior of this
function with various parameter sets.
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Figure 1: Schematic plots of the behavior of out-
of-context entropy of signals assuming the decay
of the relevance of context is a power function.

2.2.2 Exponential Decay Model
The second model assumes the relevance of con-
text decays exponentially. Following the same no-
tations as before, the relevance of a cue q at posi-
tion k is:

relevanceexp(k, q) = r0e
−λ(k−kq) (5)

The major difference between the power func-
tion and the exponential one is that the relevance
of a contextual cue drops more slowly in the expo-
nential case (Anderson, 1995). The relevance of
all discourse-specific context for a speaker at k is:

contextexp(k) = r0

k−1∑
i=1

e−λi (6)
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Equation (6) is the sum of a geometric progres-
sion series. We can write Equation (6) in a closed-
form:

contextexp(k) =
r0

eλ − 1
(1− e−(k−1)λ) (7)

As a result, the out-of-context entropy of signals
is:

rexp(k) =
r0

eλ − 1
(1− e−(k−1)λ) + r0 (8)

Figure 2 schematically shows the behavior of
this function. One can notice this function con-
verges against a ceiling more quickly than the
power function. Thus, this model makes a slightly
different prediction from the power law model.
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Figure 2: Schematic plots of the behavior of out-
of-context entropy of signals assuming the decay
of the relevance of context is an exponential func-
tion.

2.3 Nonlinear Regression Analysis

To test whether the proposed models (i.e. Equa-
tions 4 and 8) better characterize the data, we
built nonlinear regression models with document-
specific random effects, where the out-of-context
entropy of signals, rij , is regressed on sentence
position, kj . Based on the power law model, we
have

rij = (β1+b1i)
kj

1−β2 − 1

1− β2
+(β1+b1i)+εij (9)

where β1 corresponds to r0, the theoretical con-
stant entropy of signals under an ideal encod-
ing. b1i represents the document-specific devia-
tions from the overall mean. β2 corresponds to λ,
the mean rate at which the relevance of a past cue
decays, which is unfortunately not considered for
random effects for the practical purpose of making
computation feasible in the current work. Finally,
εij represents the errors independently distributed
as N (0, σ2), orthogonal to document specific de-
viations.

For the exponential model, the nonlinear model
is the following (symbols have the same interpre-
tations as in Equation 9):

rij =
(β1 + b1i)

eβ2 − 1
(1−e−(kj−1)β2)+(β1+b1i)+εij

(10)
Fitting data with the above nonlinear models

requires starting estimates for fixed-effect coeffi-
cients (i.e. β1s and β2s). Unfortunately, there are
no principled methods for selecting these values.
We heuristically selected 6 for β1 and 2 for β2 as
starting values for the power law model, and 4 and
0.5 as starting values for the exponential model.

3 Results

We examined the quality of the models and the pa-
rameters in the models: r0, the within-context en-
tropy rate, and λ, the rate of context decay.

3.1 Model Quality Comparison

The CER hypothesis indirectly predicts that out-
of-context entropy of signals of sentence positions
(bits per word) should increase throughout a dis-
course. The two models go one step further to
predict specific sublinear increase patterns, based
on the speaker’s considerations of the relevance of
past contextual cues. We compared the quality of
models in terms of Bayesian Information Criterion
(BIC) within languages. A lower BIC score indi-
cates a better fit. As shown by Figure 3, we find
our models best explain the data in 9 out of the 12
languages, reporting lower BIC scores than both
the linear and log-linear models as reported in our
previous work (Qian and Jaeger, under review).
For Danish, English and Italian, although neither
of our models produced a better score than the log-
linear model, the relative difference is small: 0.54
on average (comparing to BIC scores on the order
of 102 to 103).
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Danish Dutch English French Italian Mandarin Norwegian Portuguese Russian E.Spanish L.Spanish Swedish
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Figure 3: Our models yield superior BIC scores in most languages. The y-axis shows the differences
between BIC scores of individual models for a language and mean BIC of the models for that language
(E.Spanish = European Spanish; L.Spanish = Latin-American Spanish).

Specifically, in terms of BIC scores, the power-
law model is better than the linear model (t(11) =
−3.98, p < 0.01), and the log-linear model
(t(11) = −3.10, p < 0.05). The exponen-
tial model is also better than the linear model
(t(11) = −3.98, p < 0.01), and the log-linear
model (t(11) = −3.18, p < 0.01). The power-
law model and the exponential model are not sig-
nificantly different from each other (t(11) = 0.5,
p > 0.5).

3.2 Interpretation of Parameters
Constant Entropy of Signals r0. Both models
are constructed in such a way that the first param-
eter r0, in theory, corresponds to the theoretical
within-context entropy of signals of sentence po-
sitions. This parameter refers to how many bits per
word are needed to encode the ensemble of mes-
sages at a sentence position when context is taken
into account. The CER hypothesis directly pre-
dicts that this rate should be constant throughout
a discourse. Although we are unable to test this
prediction directly, it is nevertheless interesting to
compare whether these two independently devel-
oped models yield the same estimates for this pa-
rameter in each language.

Figure 4 shows encouraging results. Not only
the estimates made by the power model are well
correlated with those by the exponential model,
but also the slope of this correlation is equal to 1
(t(10) = 1.01, p < 0.0001). Since there are no
reasons a priori to suspect that these two models
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Figure 4: Estimates of r0 correlate between both
models with a slope of 1.

would give the same estimates, this is a first step to
confirming the entropy per word in sentence pro-
duction is indeed a tractable constant throughout
discourses.

Among all languages, r0 has a mean of 5.0
bits in both models, and a variance of 0.46 in
the power-law model and 0.48 in the exponential
model, both remarkably small. The similarity in
r0 between languages may lead one to speculate
whether the amount of uncertainty per word in dis-
courses is largely the same regardless of the actual
language used by the speakers. On the other hand,
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the differences in r0 may reveal the specific prop-
erties of different languages. Meanwhile, precau-
tions need to be taken in interpreting those esti-
mates given that the corpora are of different sizes,
and the ngram model is simplistic in nature.

Decay Rate λ. The second parameter λ corre-
sponds to the rate of relevance decay in both mod-
els. Since the base relevance r0 varies between
languages, λ can be more intuitively interpreted as
to indicate the percentage of the original relevance
of a contextual cue still remains in n positions. In
the power-law model, for example, the context in-
formation from a previous sentence in Danish, on
average, is only 11.6% (2−3.10 = 0.116) as rele-
vant. Hence, the relevance of a contextual cue de-
creases rather quickly for Danish. Table 2 shows
this is in fact the general picture for all languages
we tested.

Language Relevance of Context in Discourse (%)

1 pos. before 2 pos. before 3 pos. before

Danish 11.6 3.3 1.4
Dutch 10.4 2.8 1.1
English 0.1 0.0 0.0
French 8.5 2.0 0.7
Italian 10.2 2.7 1.0
Mandarin 7.7 1.7 0.6
Norwegian 18.9 7.1 3.6
Portuguese 5.5 1.0 0.3
Russian 12.7 3.8 1.6
E. Spanish 0.8 0.0 0.0
L. Spanish 2.7 0.3 0.1
Swedish 5.8 1.1 0.3

Table 2: In the power model, relevance of a con-
textual cue decays rather quickly for each lan-
guage.

The picture of λ looks a little different in the
exponential model. The relevance percentage on
average is significantly higher, which confirms an
earlier point that the power function decreases
more quickly than the exponential function. Table
3 shows a summary for the 12 languages.

One may note that the decay rate varies greatly
between languages under the prediction of both
models. However, these number are only approxi-
mations since the entropy estimated by the ngram
language model is far from psychological real-
ity. Furthermore, it is unlikely that speakers of
one language would exhibit the same decay rate
of context relevance in their production, let alone
speakers of different languages, who may be sub-
ject to language-specific constraints during pro-

Language Relevance of Context in Discourse (%)

1 pos. before 2 pos. before 3 pos. before

Danish 30.1 9.1 2.7
Dutch 28.7 8.2 2.4
English 9.6 0.9 0.1
French 26.7 7.1 1.9
Italian 28.7 8.2 2.4
Mandarin 25.7 6.6 1.7
Norwegian 42.3 17.9 7.6
Portuguese 22.5 5.1 1.1
Russian 34.6 12.0 4.2
E. Spanish 14.2 2.0 0.3
L. Spanish 18.6 3.5 0.6
Swedish 23.7 5.6 1.3

Table 3: In the exponential model, relevance of a
contextual cue decays more slowly.

duction. Therefore, the variation in estimates of
λ seems reasonable.

Correlation between r0 and λ. Interestingly, r0
and λ are highly correlated (r2 = 0.39, p < 0.05
in the power model, Figure 5; r2 = 0.47, p < 0.01
in the exponential model, Figure 6): a high rel-
evance decay rate tends to be coupled with high
within-context entropy of signals. This unan-
ticipated observation is in fact compatible with
the account of efficient language production: a
high within-context entropy of signals indicates
the base relevance of a contextual cue (i.e. r0)
is high. It is then useful for its relevance to de-
cay more quickly to allow the speaker to inte-
grate context from other cues. Otherwise, the to-
tal amount of relevant context may presumably
overload working memory. However, our cur-
rent results come from only cross-linguistic sam-
ples. Cross-validation in within-language samples
is needed for confirming this hypothesis.

3.3 The Bigger Picture

Having obtained the estimates for r0 and λ, we are
now in a position to examine how out-of-context
entropy of signals increases as a function of sen-
tence positions, given the estimates of these two
parameters. As shown in Figure 7, the predictions
from both models are qualitative similar except
that 1) when the decay rate in the power-law model
is low, out-of-context entropy of signals converges
more slowly than in the exponential model (Figure
7, right panel); 2) when the decay rate in the power
model is high, it almost converges as quickly as
the exponential model, and only minor differences
exist in their predictions (Figure 7, left panel).
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Figure 5: The rate of relevance decay is corre-
lated with within-context entropy of signals in the
power-law model.
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Figure 6: The rate of relevance decay is correlated
with within-context entropy of signals in the expo-
nential model.

Because of the nonlinearity in our models, it
is not possible to report the results in an intuitive
manner as in “an increase in sentence position cor-
responds to an increase ofX bits of out-of-context
entropy per word”. Instead, we can analytically
solve for the derivative of the predicted out-of-
context entropy of signals with respect to sentence
position (Equation 4 and 8). This gives us:

rpower(k)′ = r0k
−λ (11)

for the power-law model, showing the rate of in-
crease in predicted out-of-context entropy of sig-
nals is a monotonically decreasing power function,
and
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Figure 7: Predicted out-of-context entropy of sig-
nals by the power-law model (solid) and the expo-
nential model (dashed) in Dutch and Norwegian,
with the actual distributions plotted on the back-
ground.

rexp(k)′ =
r0λ

eλ − 1
(e−(k−1)λ) (12)

for the exponential model, showing the rate of in-
crease is a monotonically decreasing exponential
function. These mathematical properties indeed
match our observations in Figure 7.

4 Discussion and Future Work

The models introduced in this paper try to answer
this question: if the relevance of a contextual cue
for predicting an upcoming linguistic signal de-
cays over the course of a discourse, how much un-
certainty (entropy) is associated with each individ-
ual sentence position? We have shown under that
models that incorporate (power law or exponen-
tial) cue relevance decay in most cases describe
the relation of out-of-context entropy of signals
to sentence position are better accounted for than
previously suggested models.

We are continuing to investigate along this line.
Specifically, we are interested in finding the role of
semantic memory in affecting the relevance decay
of context. To test that, we plan to implement a
probabilistic topic model, in which topic continu-
ity between a preceding sentence and an upcom-
ing sentence is quantitatively measured. Thus, the
decay of contextual cues can be based on the esti-
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mated semantic relatedness between sentences, in
addition to the abstract notion of rate as used in
this paper.

Finally, our relevance decay model can be ap-
plied to the domain of language processing as
well. For instance, the distance between a con-
textual cue and the target word may affect how
quickly a comprehender can process the informa-
tion conveyed by the word. We plan to address
these question in future work.

5 Conclusion

We have presented a new approach for examin-
ing the distribution of entropy of linguistic sig-
nals in discourses, showing that not only the out-
of-context entropy of signals increases sublinearly
with sentence position, but also the sublinear trend
is better explained by our nonlinear models than
by log-linear models of previous work. Our mod-
els are built on the assumption that the relevance
of a contextual cue for predicting a linguistic sig-
nal in the future decays with its distance to the tar-
get, and predict the relation of out-of-context en-
tropy of signals to sentence position in discourses.
These results indirectly lend support to the hypoth-
esis that speakers maintain a constant entropy of
signals across sentence positions in a discourse.
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Abstract

When subjects describe concepts in terms
of their characteristic properties, they often
produce composite properties, e. g., rabbits
are said to have long ears, not just ears. We
present a set of simple methods to extract
the modifiers of composite properties (in
particular: parts) from corpora. We achieve
our best performance by combining evi-
dence about the association between the
modifier and the part both within the con-
text of the target concept and independently
of it. We show that this performance is rel-
atively stable across languages (Italian and
German) and for production vs. perception
of properties.

1 Introduction

Subject-generated concept descriptions in terms of
properties of different kinds (category: rabbits are
mammals, parts: they have long ears, behaviour:
they jump, . . . ) are widely used in cognitive sci-
ence as proxies to feature-based representations of
concepts in the mind (Garrard et al., 2001; McRae
et al., 2005; Vinson and Vigliocco, 2008). These
feature norms (as collections of subject-elicited
properties are called in the relevant literature) are
used in simulations of cognitive tasks and experi-
mental design. Moreover, vector spaces that have
subject-generated properties as dimensions have
been shown to be a good complement or alternative
to traditional semantic models based on corpus col-
locates (Andrews et al., 2009; Baroni et al., 2010).

Since the concept–property pairs in feature
norms resemble the tuples that relation extraction
algorithms extract from corpora (Hearst, 1992; Pan-
tel and Pennacchiotti, 2006), recent research has
attempted to extract feature-norm-like concept de-
scriptions from corpora (Almuhareb, 2006; Baroni
et al., 2010; Shaoul and Westbury, 2008). From

a practical point of view, the success of this en-
terprise would mean being able to produce much
larger norms without the need to resort to expensive
and time-consuming elicitation experiments, lead-
ing to wider cognitive simulations and possibly bet-
ter vector space models of semantics. From a the-
oretical point of view, a corpus-based system that
produces human-like concept descriptions might
provide cues of how humans themselves come up
with such descriptions.

However, the corpus-based models proposed for
this task up to this point overlook the fact that sub-
jects very often produce composite properties: Sub-
jects state that rabbits have long ears, not just ears;
cars have four wheels; a calf is a baby cow, etc.
Composite properties are not multi-word expres-
sions in the usual sense. There is nothing special
or idiomatic about long ears. It is just that we
find it to be a remarkable fact about rabbits, worth
stating in their description, that their ears are long.
In the norms described in section 3, around one
third of the part descriptions are composite. Note
that while our focus is on feature norms, a similar
point about the importance of composite properties
could be made for other knowledge repositories of
importance to computational linguistics, such as
WordNet (Fellbaum, 1998) and ConceptNet (Liu
and Singh, 2004), approximately 68,000 (36%) of
the entries and 1,300 (32%) of the part entries being
composites, respectively.

In this paper, we tackle the problem of gener-
ating composite properties from corpus data by
simplifying it in various ways. First, we focus
on part properties only, because they are com-
monly encountered in feature norms, and because
they are are commonly composite (cf. section 3).
Second, we assume that an early step in the pro-
cess of property extraction has already generated
a list of simple parts, perhaps using an existing
whole–part relation extraction algorithm (Girju et
al., 2006). Finally, we focus on composite parts
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with an adjective–noun structure – together with
numeral–noun cases, these constitute the near to-
tality of composite parts in the norms described
in section 3. Having thus delimited the scope of
our exploration, we will adopt the following ter-
minology: concept for the target nominal concept
(rabbit), part for the (nominal) part property (ear)
and modifier for the adjective that makes the part
composite (long).

We present simple methods that, given a list of
concept–part pairs and a POS-tagged and lemma-
tised corpus, rank and extract candidate modifiers
for the parts when predicated of the concepts. We
exploit the co-occurrence patterns of the part with
the modifier both near the concept and in other con-
texts (both kinds of co-occurrences turn out to be
helpful). We first test our methods on German fea-
ture norms, and then we show that they generalise
well by applying them to similar data in Italian, and
to the same set of German concept–part pairs when
evaluated by asking new subjects to rate the top
ranked modifiers generated by the ranking meth-
ods. This also leads to a more general discussion
of differences between modifiers produced by sub-
jects in the elicitation experiment and those that are
rated acceptable in perception, and the significance
of this for corpus-based property generation.

The paper is structured as follows. After shortly
reviewing some related work in section 2, in sec-
tion 3, we describe our feature norms focusing in
particular on composite properties. In section 4,
we describe our methods to harvest modifiers from
a corpus and report the extraction experiments,
whereas section 5 concludes by discussing direc-
tions for further work.

2 Related Work

We are not aware of other attempts to extract
concept-dependent modifiers of properties. We
review instead related work in feature norm col-
lection and prediction, and mention some rele-
vant literature on the extraction of significant co-
occurrences from corpora.

Feature-based concept description norms have
been collected in psychology for decades. Among
the more recent publicly available norms of this
sort, there are those collected by Garrard et al.
(2001), Vinson and Vigliocco (2008) and McRae
et al. (2005). The latter was the main methodologi-
cal inspiration for the bilingual norms we rely on
(see section 3 below). The norms of McRae and

colleagues include descriptions of 541 concrete
concepts corresponding to English nouns. The 725
subjects that rated these concepts had to list their
features on a paper questionnaire. The produced
features were then normalised and classified into
categories such as part and function by the exper-
imenters. The published norms include, among
other kinds of information, the frequency of pro-
duction of each feature for a concept by the sub-
jects.

Almuhareb (2006) was the first to attempt to
reproduce subject-generated features with text min-
ing techniques. He computed precision and re-
call measures of various pattern-based feature ex-
traction methods using Vinson and Vigliocco’s
norms for 35 concepts as a gold standard. The
best precision was around 16% at about 11% re-
call; maximum recall was around 60% with less
than 2% precision, confirming how difficult the
task is. Importantly for our purposes, Almuhareb
removed the modifier from composite features be-
fore running the experiments (1 wheel converted
to wheel), thus eschewing the main characteris-
tic of subject-generated concept descriptions that
we tackle here. Shaoul and Westbury (2008) and
Baroni et al. (2010) used corpus-based semantic
space models to predict the top 10 features of 44
concepts from the McRae norms. The best model
(Baroni et al.’s Strudel) guesses on average 24% of
the human-produced features, again confirming the
difficulty of the task. And, again, the test set was
pre-processed to remove modifiers of composite
features, thus sidestepping the problem we want
to deal with. It is worth remarking that, by remov-
ing modifiers, previous authors are making the task
easier in terms of feature extraction procedure (be-
cause the algorithms only need to look for single
words), but they also create artificial “salient” fea-
tures that, once the modifier has been stripped of,
are not that salient anymore (what distinguishes a
monocycle from a tricycle is that one has 1 wheel,
the other 3, not simply having wheels). It is con-
ceivable that a method to assign sensible modifiers
to features might actually improve the overall qual-
ity of feature extraction algorithms.

Following a very long tradition in computational
linguistics (Church and Hanks, 1990), we use co-
occurrence statistics for words in certain contexts
to hypothesise a meaningful connection between
the words. In this respect, what we propose is not
different from common methods to extract and rank
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collocations, multi-word expressions or semanti-
cally related terms (Evert, 2008). From a technical
point of view, the innovative aspect of our task is
that we do not just look for co-occurrences between
two items, but for co-occurrences in the context of
a third element, i. e., we are interested in modifier–
part pairs that are related when predicated of a
certain concept. The method we apply to the ex-
traction of modifier–part pairs when they co-occur
with the target concept in a large window is similar
to the idea of looking for partially untethered con-
textual patterns proposed by Garera and Yarowsky
(2009), that extract name–pattern–property tuples
where the pattern and the property must be adja-
cent, but the target name is only required to occur
in the same sentence.

3 Composite Parts in Feature Norms

Our empirical starting point are the feature norms
collected in parallel from 73 German and 69 Ital-
ian subjects by Kremer et al. (2008), following a
methodology similar to that of McRae et al. (2005).
The norms pertain to 50 concrete concepts from 10
classes such as mammals (e. g., dog), manipulable
tools (e. g., comb), etc. The concept–part pairs in
these norms served on the one hand as input to our
algorithm – on the other hand, its output (the set of
selected modifiers from the corpus) could be evalu-
ated against those modifiers that were produced by
the subjects. Furthermore, the bilingual nature of
the norms allows us to tune our algorithm on one
language (German), and evaluate its performance
on the other (Italian), to assess its cross-lingual
generalisation capability.

To confirm that speakers actually frequently pro-
duce properties composed of part and modifier, ob-
serve that in the German data (10,010 descriptive
phrases in total), of the 1,667 parts produced, 625
(more than one third) were composite parts, and
404 were composed of an adjective and a noun, the
target of this research work. Looking at the distinct
parts that were elicited, 92 were always produced
with a modifier, 280 only without modifier, and 122
both with and without modifier. That is, for about
43% of the parts at least some speakers used a com-
posite expression of adjective and noun. This high
proportion motivates our work and is not surpris-
ing, given that, for describing a specific concept,
one will tend to come up with whatever makes this
concept special and distinguishes it from other con-
cepts – which (considering parts) sometimes is the

part itself (elephant: trunk) and sometimes some-
thing special about the shape, colour, size, or other
attributes of the part (elephant: big ears).

The data set for modifier extraction and subse-
quent method evaluation comprises all the concept–
modifier–part triples (e. g., onion: brown peel) pro-
duced by at least one subject, taken from the Ger-
man and the Italian norms. The German (Italian)
speakers described 41 (30) different concepts by
using at least one out of 80 (45) different parts in
combination with one out of 62 (50) different mod-
ifiers, totalling to 229 (127) differently combined
triples.

4 Experiments

This section describes the approach we explored for
ranking and extracting modifiers of composite parts
and evaluates the performance of 6 different extrac-
tion methods in terms of the production norms.
Acceptance rate data from a follow-up judgement
experiment complete the evaluation.

4.1 Ranked Modifier Lists

Based on the idea that the co-occurrence of words
in a text corpus reflects to some extent how strong
these words are associated in speakers’ minds
(Spence and Owens, 1990), our extraction approach
works on the lemmatised and POS-tagged German
WaCky1 web corpus of about 1.2 billion tokens.

Modifier–Part Frequencies

Using the CQP2 tool, corpus frequencies were col-
lected for all co-occurrences of adjectives with
those part nouns that were produced in the exper-
iment described above. A possible gap of up to
3 tokens between the pair of adjective and noun
allowed to extract also adjectives that are not di-
rectly adjacent to the nouns in the corpus (but in a
sequence of adjectives, for example). For each part
noun, the 5 most frequent adjective modifiers from
the ranked modifier–part list were selected under
the assumption that the preferred usage of these
modifiers with the specific part indicates the most
common attributes which that part typically has.

1See the WaCky project at http://wacky.sslmit.
unibo.it

2Corpus Query Processor (part of the IMS Open Corpus
Workbench, see http://cwb.sourceforge.net)
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Log-Likelihood Values of Frequencies
An attempt to improve the performance of the first
method is to calculate3 the log-likelihood associ-
ation value for each modifier–part pair instead of
keeping the raw co-occurrence frequency, and se-
lect the 5 highest ranked modifiers for each part
from this list. Log-likelihood weighting should
account for typical modifiers which have a low fre-
quency but do generally not occur often in the cor-
pus, and with not many other parts – their log-likeli-
hood value will be higher, and so will be their rank
(e. g., two-sided blade in contrast to long blade).

Modifier–Part Frequencies in Concept Context
However, both of these methods do not necessarily
yield generally atypical modifiers that are however
typical of a part when it is attributed to a specific
concept. For example, birds’ beaks are typically
brown, orange or yellow, but aiming to extract mod-
ifiers for a crow’s beak, black would be one of the
desired modifiers – which does not appear at a high
frequency rank as a generic beak modifier. The
methods described so far did not take the concept
into account when generating the modifier–part
pairs, i. e., for all concepts with a specific part the
same set of modifiers would be extracted.

To address this issue, a second frequency rank
list was prepared in the same manner – with the
only difference that the part noun had to appear
within the context of the concept noun. That way,
also modifiers for specific concepts’ parts that devi-
ate from the most typical part modifiers appear at a
high rank. However, these data are sparser, which
is why we used a wide context of 40 sentences (20
sentences before and after the part) within which
the concept had to occur (i. e., a paragraph-like con-
text size in which the topic, presumably, comprises
the concept). We refer to ranked lists of modifier–
part pairs that do not take the target concept into
account as contextless lists, and to lists within the
span of a context as in-context lists.

Due to the already mentioned data sparseness
problem, not all modifiers used for a part noun in
the production norms could be extracted with the
latter method, as some of the obvious modifiers for
specific parts are just not written about. For these,
there is a higher chance that they appear, if at all, in
the contextless rank list. For example, thin bristles
does not appear in the context of broom. In the in-

3Using the UCS toolkit, described at http://www.
collocations.de/software.html#UCS

contextless concept context

rank freq modifier freq modifier

1 507 thick 16 thick
2 209 dense 14 white
3 204 soft 11 small
4 185 black 11 soft
5 175 long 9 dense

Table 1: Top 5 modifiers from frequency rank lists
for part fur and concept bear

context list, 33% of the 229 triples extracted from
the German norms were not found (in the context-
less list, only 9% modifier–part pairs are missing).
Additionally, particular concepts, parts, or concept–
part pairs (within the 40 sentence span) might be
missing from the corpus, as well. From the Ger-
man norms collection, all concepts appeared in the
corpus, but one part (a noun–noun compound), and
6 concept–part pairs (rare, colloquial part nouns)
were missing. In the evaluation to follow, all the
modifiers pertaining to these missing data from the
corpus will be counted as positives not found by
the algorithm.

The example excerpt in table 1 shows modifiers
that were selected for bear and fur, using the two
frequency rank lists described above. Although in
this example most of the modifiers (thick, dense,
soft) are found in both lists, two arguably reason-
able modifiers are just in the contextless set (black,
long), and one only in the in-context set (white).
A disadvantage of selecting modifiers from the in-
context rank list is that many modifiers have the
same low frequency, but they should nevertheless
have differing ranks. In such cases, we assigned
ranks according to alphabetic order of modifiers.

Summed Log-Rescaled Frequencies

Next, to improve performance and profit from both
information sources the above methods provide,
the in-context and contextless rank lists were com-
bined. In one variant, the scaled frequencies for
the concept–modifier–part triples appearing in both
lists were added. Scaling was necessary because
the frequencies in the contextless list are in general
much higher than in the in-context list. Further-
more, to account for the fact that at high ranks
the difference in frequency between subsequent
ranks is much higher than at lower ranks, scaling
was done by using the logarithmic values of the fre-
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quencies: For each concept–modifier–part triple, its
logarithmic frequency value was divided by the log-
arithmic value of the maximum corpus frequency
of all parts in the corpus (in the contextless list)
or of all concept–part pairs co-occurring within 40
sentences (in the case of the in-context list).

Productwise Combination of Frequencies
As an alternative back-off approach, the raw fre-
quencies were combined productwise into a new
list (for those modifier–part pairs missing in the in-
context list, the frequency of the pair in the context-
less list was taken alone, instead of multiplying it
by zero; i. e., the in-context term was max(freq, 1)).
This achieves a sort of “intersective” effect, where
modifiers that are both commonly attributed to the
part and predicated of it in the context of the tar-
get concept are boosted up in the list, according to
the intuition that a good modifier should be both
plausible for the part in general, and typical for the
concept at hand.

Cosine-Based Re-Ranking
An attempt to further improve performance is based
on the idea that parts are described by some spe-
cific types of attributes. For example, a leaf would
be characterised by its shape or consistency (e. g.,
long, stiff ), whereas for fur rather colour should be
considered (e. g., white, brown). If we are able to
cluster modifiers for their attribute type and find
out which attribute types are in particular important
for a specific part, those could get a preference in
the rank list and be moved towards the top. To
approach this in a simple way, a re-ranking method
is used which is supposed to cluster and choose the
right cluster of modifiers implicitly: The modifiers
in the (productwise-) combined list were tested for
their similarity by looking if they co-occur with
the same relative frequency with the same set of
nouns. In case of high similarity (in this respect)
of a modifier to a single other modifier, or if the
modifier was similar to a lot of modifiers, it should
be re-ranked to a higher position. In more detail,
a vector was created for each modifier, denoting
its co-occurrence frequencies with each noun in
the corpus within a window of 4 tokens (on the
left side of the noun). Random indexing helped to
reduce the vector dimensionality from 27,345 to
3,000 elements (Sahlgren, 2005). These vectors
served for calculating the cosine distances between
modifiers. Then, for each of the top 200 modifiers
in the combined frequency rank list (covering 84%

of the triples from the German norms), the cosine
distance was calculated to each of the top 100 mod-
ifiers in the contextless rank list. A constant of 1
was added to each of the computed cosines, thus
obtaining a quantity between 1 and 2. The original
combined frequency value was multiplied by this
quantity (thus leaving it unchanged when the orig-
inal cosine was 0, increasing it otherwise). From
the re-ranked list resulting from this operation, we
selected, again, the top 5 modifiers of each concept–
part pair. For example, suppose that black is among
the modifiers of a crow’s beak in the combined list.
We compute the cosine similarity of black with the
top 100 modifiers of beak (in any context), and,
for each of these cosines, we multiply the original
combined value of black by cosine+1. Since the
colour is a common attribute of beaks, the presence
of modifiers like yellow and brown, high on the con-
textless beak list, helps re-ranking black high in the
crow-specific beak list. We hope that this method
helps out concept-specific values (e. g., black for
crow) of attributes that are in general typical of a
part (colour for beak).

4.2 Performance on Composite Parts From
the Production Norms

The feature norms data represented the gold stan-
dard for the evaluation of all sets of modifiers cho-
sen by each of the described methods for the given
concept–part pairs. Note that, even if a modifier–
part pair was produced only once in the fea-
ture production norms, the corresponding concept–
modifier–part triple was included in the gold stan-
dard – which contains 41 different concepts, 80
different parts, and 62 different modifiers, totalling
to 229 concept–modifier–part triples. As in the Ger-
man corpus there are 154,935 adjective–part-noun
pairs, the random baseline (random guessing) for
finding these 229 pairs is approaching 0 (similarly
for Italian and the judgement dataset).

Figure 1 displays the performance of the meth-
ods on German in the form of a recall–precision
graph. For each rank (1–5), overall recall and inter-
polated precision values are given for all modifier–
part pairs up to this rank – note that precision at
1% recall is overrated as it is based on an arbitrary
fraction of rank 1 pairs. As expected, extracting
modifiers of parts within a concept context (the in-
context list) achieves low recall. In contrast, modi-
fiers that were extracted by querying the corpus for
parts without considering the concept context have
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Figure 1: Evaluation on German norms

a higher recall. But this method has a lower preci-
sion in general. The performance for the method
combining frequencies productwise and for the one
that re-ranks this combined list via cosine-based
smoothing are substantially better. Not only the pre-
cision is much higher at all recall levels, but also
their maximum recall values are higher than those
of the contextless lists, i. e., it was worth combin-
ing the complementing information in the two lists.
However, the performance of the cosine-based re-
ranked list compared to the productwise-combined
list is not considerably higher, as we might have
hoped. The remaining two alternative methods per-
formed much worse: the one using log-likelihood
values as ranking criterion had in general a low pre-
cision and a low recall, and the method combining
the in-context and the contextless rank list by sum-
ming up the rescaled logarithmic frequency values
performs as bad as the contextless rank list. Never-
theless, note that all methods perform distinctively
well above the baseline.

Qualitatively analysing the data collected with
the described methods did not give definite clues
about why some performed not as good as expected.
As a comprehensible example, the modifier short
for legs is at rank 5 in the contextless list, but be-
cause of the frequent co-occurrence with monkey it
rises to rank 2 in the productwise combination of
these lists, and even to rank 1 in the cosine-based
re-ranked list. An understandable bad performing
example is the modifier yellow for the eyes of an
owl: Although it appears in the in-context list at
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Figure 2: Evaluation on Italian norms

rank 2, it is a quite infrequent modifier for eyes
in general (i. e., low in the contextless list), and
thus it is not contained in the top 5 modifiers in
the productwise combined rank list. On the other
hand, it is not perfectly clear to us why, e. g., flat for
the roof of a skyscraper, which is at rank 5 in the
contextless list and at rank 6 in the combined list,
is lowered to rank 9 in the cosine-based re-ranked
list (in the in-context list, it does not appear at all).
For all methods, collected modifiers include such
of undesired attributes not describing the part, but
other, rather situational aspects, e. g., own, left, new,
protecting, and famous. Furthermore, we observed
that some modifiers are reasonable for the respec-
tive concept–part pair, but they are counted as false
because they did not occur in the production experi-
ment (that we took as the evaluation basis), e. g., for
the blade of a sword, not only large is acceptable,
but also long and wide, essentially making the same
assertion about the size of the blade. This issue is
addressed further below by creating a new evalua-
tion standard based on plausibility judgements.

To evaluate the cross-lingual performance of
the extraction approach, the Italian norms were
explored similarly to the German norms for com-
posite parts. The gold standard here comprised
127 triples (from combinations of 30 different con-
cepts, 45 parts, and 50 different modifiers). The
same methods described above were used to ex-
tract modifiers from the Italian WaCky web corpus
(more than 1.5 billion tokens), with one difference
regarding the query for adjectives near nouns: As

59



in the Italian language adjectives in a noun phrase
can be used both before and after the noun (with
differences in their meaning), and given that most
of them were produced after the noun, we collected
all adjectives occurring up to 2 words from the left
of the noun and up to 4 words to the right.

Figure 2 shows the performance curves of the
methods for the Italian data. In this evaluation, the
method using log-likelihood values and the method
combining lists via addition of logarithmic rescaled
frequencies are omitted as their performance was
not promising at all in the German data, and they
are conceptually similar to the contextless and
productwise-combination approaches, respectively.
Like in German, the in-context method yields a
low recall, in contrast to the method not consid-
ering the presence of concepts in context. Again,
cosine-based re-ranking performs very similarly to
the method using the productwise-combined list.
For the performance on the Italian data, their differ-
ence from the simple frequency rank lists is not as
large as it is for the German data, but it is clearly
visible, especially at higher recall values.

Summarising, our comparison of various corpus-
based ranking methods to the feature production
norms, both in German and Italian, suggests that
composite parts produced by subjects are best
mined in corpora by making use of both general in-
formation about typical modifiers of the parts (the
contextless rank) and more specific information
about modifiers that co-occur with the part near the
target concept. Moreover, it is better to combine
the two information sources productwise, which
suggests an intersecting effect (the most likely mod-
ifiers are both well-attested out of context and seen
near the target concept). For both languages, there
is no strong evidence that re-ranking by cosine sim-
ilarity (a method that should favour modifiers that
are values of common attributes of a part) is im-
proving on the plain combination method (although
re-ranking is not hurting, either).

By looking at the overall performance, the re-
sults are somewhat underwhelming, with precision
around 20% at around 30% recall for the best mod-
els in both languages. A natural question at this
point is whether the modifiers ranked at the top
by the best methods and treated as false positives
because they are not in the norms are nevertheless
sensible modifiers for the parts, or whether they are
truly noise. In order to explore this issue we turn
now to our next experiment.

4.3 Performance Evaluation Based on
Plausibility Judgements

The purpose of this judgement experiment was to
see which concept–modifier–part triples the ma-
jority of participants would rate as acceptable. It
allows us to investigate two topics: (i) the compari-
son of what people produce and what they perceive
as being a prominent modifier for a concept–part
pair (our algorithm might actually provide good
candidates which were just not produced, as we just
said) and (ii) a re-evaluation of the cosine-based
re-ranking method (it could be in fact better than
we thought because we only evaluated what was
produced, but did not have a definite plausibility
rating of the candidates missing in the norms).

The tested set contained the triples yielded by
our two best performing methods (productwise
combination and cosine-based re-ranking), which
were applied to the German feature norms (692
triples, comprising 41 concepts and 71 parts). From
this set, a set of triples was chosen randomly for
each of the 46 participants (recruited by e-mail
among acquaintances of the first author). The
triples were presented to participants embedded
into a natural-sounding sentence of the form “The
[part] of a [concept] is [modifier]”. Each partic-
ipant rated 333 sentences, presented on separate
lines of a text file (this set of sentences presented
comprised additional triples which were intended
for other purposes – for the current evaluation, we
used a subset of 110 of these from each partici-
pant, on the average). Participants were instructed
to read the sentences as general statements about
a concept’s part and mark them by typing a let-
ter (“w” for wonderful and “d” for dubious – to
facilitate one-handed typing and easy memorisa-
tion) at the beginning of the line, if they thought it
plausible/unlikely that someone used the sentence
to explain an aspect of the relevant part. In total,
5,525 judgements were collected; each sentence in
the set was judged on the average by 8 persons.

The performance evaluation is based on the ac-
ceptance rate of the participants: Modifiers ac-
cepted by at least 75% of the raters are consid-
ered plausible. Figure 3 shows the recall–precision
graph for the methods tested on the concept–part
pairs from the German norms. From the 692 triples
judged, around 13% were accepted by the majority
of speakers. The precision rate is comparable with
the evaluation on the basis of the modifiers pro-
duced by participants (highest recall is 1, of course,

60



0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Method Performance

recall

pr
ec

is
io

n

combination productwise (freqs)
cosine re−ranking (freq product)

Figure 3: Evaluation on judgements (German)

because all modifiers to be judged were exclusively
from the data set selected by our methods).

Again, the performance of the cosine-based re-
ranking method is similar to the performance of the
productwise-combination method. For a more ex-
act evaluation of the difference between these two,
a last test was conducted: Instead of measuring the
performance in the form of counts of modifiers that
were accepted by the majority of participants, we
used the acceptance rates of all modifiers: The ac-
ceptance rates of all judged triples were summed up
if they contained the same concept–part pair. This
means that each concept–part pair received a score
reflecting the overall acceptance of the set of modi-
fiers for that pair (e. g., for bear: fur, all acceptance
rates for bear: brown fur, bear: soft fur, . . . were
summed up). Then, the score of each concept–part
pair in the productwise-combined list was com-
pared against the score of the same pair for the
cosine-based re-ranking method, using a pairwise
t-test (this procedure is sound because the modifiers
per pair are the same for the two methods). The
test showed a significant difference (p = 0.008), but
in favour of the productwise-combination method
(score means were slightly higher). That is, cosine-
based re-ranking in the current form brings no ad-
vantage over the simpler productwise combination
of the frequency lists.

Finally, turning to the qualitative comparison of
production and perception, there was a relatively
small overlap of triples (46) contrasting with modi-
fiers only produced but not accepted (53), and mod-

ifiers accepted but not produced (42). Intuitively,
we would have expected that what was produced
will be also accepted by the majority of people.
Possibly, some participants in the judgement ex-
periment found a few of the triples produced ques-
tionable (goose: long beak) – such triples were in
our gold standard because we deliberately did not
want to exclude composite parts even if produced
by only one speaker – whereas participants produc-
ing parts for given concepts probably just did not
think of specific parts or modifiers (e. g., aeroplane:
small windows and bear: dense fur). The important
fact regarding this difference is, however, that our
method captures both kinds of modifiers.

5 Discussion

We presented several corpus-based methods that
provide a set of adjective modifiers for each con-
crete concept–part pair, to be compared to those
modifiers that are salient to human subjects. The
general approach was to generate ranked lists, and
select the 5 candidates at the top of the ranks.

The best of our methods works on the simple
(productwise-) combination of frequency informa-
tion of co-occurring adjective–noun pairs with and
without considering a wide “concept context” in
which the part noun has to occur. This method per-
formed better than the one based on co-occurrence
frequency not in concept context (generic modi-
fiers, not appropriate for every concept) and the
one based on co-occurrence frequencies in concept
context, only (low recall because of sparse data).

We evaluated the methods on feature production
norms and on plausibility judgements of generated
concept–modifier–part triples to compare produc-
tion and perception of modifiers. The performance
was similar in precision – although the qualitative
analysis showed that modifiers produced and modi-
fiers perceived did not have a large overlap. This
means our algorithm is capable of collecting both
with the same performance.

After tuning the algorithm on German norms, we
evaluated its generalisation capability to a different
language (Italian). Performance was similar. Less
satisfying at first glance is the precision value of
just around 20% at the maximum recall level (how-
ever, when compared to the baseline of below 1%
precision, this is an essentially better value) – as
well as the fact that our implementation of the intu-
itive idea to re-rank modifiers that are similar (and
should instantiate the same attribute) did not have
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a performance advantage. This is subject to further
work. Moreover, using a machine-learning method
(building a binary classifier) could be tried. An-
other idea was to crawl the web and select concept-
specific text passages to build a specialised corpus.
Possibly, we could draw then from a richer infor-
mation source. A rough attempt to do this did not
seem to yield promising results.

So far, we included only adjectives as permis-
sible modifiers. A future extension could be also
aiming for numerals (e. g., four wheels). Then, for
the simulation of human-like behaviour we imag-
ine as part of the possible future work to enable
the algorithm to decide if a part noun should be
paired with a modifier, at all – or if the part itself is
sufficient to describe a concept (big ears vs. trunk).

Regarding the evaluation, a more exact perfor-
mance measure would probably be achieved by
either having more participants producing concept
descriptions and then only selecting those modi-
fiers for the gold standard that were produced by a
majority – or letting participants in a judgement ex-
periment also judge modifiers that were produced,
to filter out the unlikely ones.

A next step in the project will be extracting
salient parts for concepts (which we assumed to
have done already for the purpose of this paper),
possibly by integrating the information we already
collected by extracting modifiers. In the end, we
would like to come up with an adaptable method
that extracts not only parts but also other types
of relations (e. g., category, behaviour, function,
etc.), which have been already addressed in re-
lated works, though. The issue we presented in
this paper, however, is new and, we think, worth
exploring.
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Abstract

This paper presents a data-driven model
of eye movement control in reading that
builds on earlier work using machine
learning methods to model saccade behav-
ior. We extend previous work by model-
ing the time course of eye movements, in
addition to where the eyes move. In this
model, the initiation of eye movements is
delayed as a function of on-line process-
ing difficulty, and the decision of where to
move the eyes is guided by past reading
experience, approximated using machine
learning methods. In benchmarking the
model against held-out previously unseen
data, we show that it can predict gaze dura-
tions and skipping probabilities with good
accuracy.

1 Introduction

Eye movements during reading proceed as an al-
ternating series of fixations and saccades with con-
siderable variability in fixation times and saccade
lengths. This variation reflects, at least to some
extent, language-related processes during reading.
Much psycholinguistic research, therefore, relies
on measures of eye movements in reading to gain
an understanding of human sentence processing.
Eye tracking recordings are routinely used to study
how readers’ eye movements respond to experi-
mental manipulation of linguistic stimuli (Clifton
et al., 2007), and corpus-based analysis of eye-
tracking data has recently emerged as a new way
to evaluate theories of human sentence process-
ing difficulty (Boston et al., 2008; Demberg and
Keller, 2008).

More detailed accounts of the workings of the
eye movement system during reading are offered
by computational models of eye movement con-
trol (see Reichle (2006b), for an overview of re-

cent models). These models receive text as in-
put and produce predictions for the placement
and duration of fixations, in approximation to hu-
man reading behavior. Because eye movements
in reading rely on a coupled cognitive-motor sys-
tem, such models provide detailed accounts for
how eye movements are controlled both by on-line
language processing and lower-level motor con-
trol. Current models such as E-Z Reader (Reichle,
2006a; Pollatsek et al., 2006; Reichle et al., 2009)
and SWIFT (Engbert et al., 2002; Engbert et al.,
2005) account for numerous of the known facts
about saccade behavior in reading. This includes
word frequency and predictability effects on fixa-
tion times, word skipping rates, and preview and
spillover effects.

A recent approach to eye-movement model-
ing, less tied to psychophysiological assumptions
about the mechanisms that drive eye movements,
is to build models directly from eye-tracking data
using machine learning techniques inspired by re-
cent work in natural language processing. Thus,
Nilsson and Nivre (2009) show how a classifier
can be trained on authentic eye-tracking data and
then used to predict the saccade behavior of in-
dividual readers on new texts. Methodologically
this differs from the standard approach in compu-
tational modeling of eye movement control, where
model parameters are often fitted to data but model
predictions are not evaluated on unseen data in or-
der to assess the generalization error of these pre-
dictions. Without questioning the validity of the
standard approach, we believe that the strict sep-
aration of training data and test data assumed in
machine learning may provide additional insights
about the properties of these models.

The model of Nilsson and Nivre (2009) is based
on a simple transition system for saccadic move-
ments, a classifier that predicts where to fixate next
and a classifier-guided search algorithm to simu-
late fixation sequences over sentences.
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One obvious limitation of the model proposed
by Nilsson and Nivre (2009) is that it does not at
all capture the temporal aspects of eye movement
behavior. Thus, for example, it says nothing about
when eye movements are initiated or when the de-
cision of where to fixate next is made during fixa-
tions. In this paper, we try to overcome this limita-
tion by placing the machine-learning approach in
a broader psychological context and detail a model
that also accounts for the timing of fixations. More
precisely, we present a model of the time course of
eye movements, where saccade timing is driven by
on-line language processing and where-decisions
are driven by the experience readers have built up
through years of reading practice.1

It is not our intention in this paper to present
a full-fledged model of eye movement control in
reading. The model is limited in scope and does
not address certain important aspects of eye move-
ment control, such as within-word fixation lo-
cations, refixations and regressions triggered by
higher-order processing. In addition, the linguistic
features influencing timing (when-decisions) and
target selection (where-decisions) are restricted to
the basic variables word length and frequency. In
this way, we hope to provide a baseline against
which richer models of language processing can
be evaluated.

The rest of this paper is structured as follows.
Section 2 provides a brief background on what is
known about the time course of eye movements
during reading. Here we introduce some com-
mon notions that will be used later on. In sec-
tion 3, we first give an overview of the model
and then describe its component processes and
how these processes interrelate. In section 4, we
present an experimental evaluation of the model
using data from the English section of the Dundee
corpus (Kennedy and Pynte, 2005). Section 5 con-
tains our conclusions and suggestions for future
research.

2 The Timing of Eye Movements

The average fixation duration in reading is about
250 ms, and most fixations last between 200-300
ms, although they may range from under 100 ms
to over 500 ms for a given reader (Rayner, 1998).
Because eye movements are a motor response re-

1This view of where-decisions being driven by experience
is similar in spirit to some earlier theories of saccade target
selection in reading, such as the probabilistic account of word
skipping proposed by Brysbaert and Vitu (1998).

quiring preparation before execution, they are ini-
tiated well before the end of the fixation. Hence,
there is a saccade latency of about 150-200 ms
from the time when a saccade is first initiated un-
til the eye movement is actually executed (Becker
and Jürgens, 1979; McPeek et al., 2000). Once
the eye movement is executed, it takes about 25-
45 ms before the eyes are fixated on a new word
again, depending on the length of the movement.

Given an average saccade latency of about 150-
200 ms, and an average fixation duration of 250
ms, it seems clear that eye movements are often
initiated within the first 100 ms of a fixation. How-
ever, as Reichle notes (Reichle et al., 2003), since
the time it takes to identify words is on the order
of 150 - 300 ms, this suggests that there is not
enough time for language processes to have any
direct on-line influence on eye movements. One
key observation to explain language influences on
eye movements, however, is the finding that read-
ers often start processing upcoming words before
they are fixated. Studies on parafoveal preview
show that the amount of time spent fixating a
word depends, among other things, on how much
parafoveal preview of the word is available prior
to the word being fixated (Balota et al., 1985; Pol-
latsek et al., 1992).

A further finding supporting the assumption that
language processes can have an early effect on
eye movements comes from the disappearing text
studies (Rayner et al., 1981; Rayner et al., 2003).
In these studies, words become masked or disap-
pear at a certain point during the fixation. De-
spite this, a word need only be on display for 50-
60 ms in order for reading to proceed quite nor-
mally. More importantly, the time the eyes re-
main fixated after a word disappears depends on
the frequency of the word. Readers remain fix-
ated on low-frequency words longer than on high-
frequency words, even though the word that was
fixated has actually disappeared. In summary,
these studies suggest that there is a robust word
frequency effect in reading as early as 60 ms after
the onset of the fixation.

3 A Model of Eye Movement Control

3.1 General Overview

The model we develop takes the basic time con-
straints associated with language processing and
motor control as a starting point. This means that
our model is driven by estimates of the time it
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takes to process words, plan an eye movement, ex-
ecute a saccade etc. In line with cognitive con-
trol models of eye movements in reading, such
as E-Z Reader, we assume that the cognitive pro-
cessing of words is the “engine” that drives eye
movements. That is, eye movements are initiated
in response to on-line language processing. Un-
like E-Z Reader, however, we do not presume a
two-stage lexical process where the completion of
a certain hypothesized first stage triggers an eye
movement.2 Instead, when the eyes move to a new
word, an eye movement is initiated after some de-
lay that is proportional to the amount of cognitive
work left on the word. Furthermore, in contrast
to E-Z Reader we assume that saccade initiation
is decoupled from the decision of where to move
the eyes. In E-Z Reader, the initiation of a saccade
program is in effect a decision to start program-
ming a saccade to the next word. Here, instead,
the target for the next saccade can be any of the
words in the forward perceptual span. Another re-
lated difference, with respect to previous cognitive
control models, is that we assume that the deci-
sion of where to move the eyes is not directly in-
fluenced by on-line language processing. Instead,
this decision is governed by an autonomous rou-
tine, having its own dynamics automated through
years of reading experience. This experience is
approximated using machine learning methods on
authentic eye tracking data.

The model is defined in terms of four processes
that we assume are operative during reading: lex-
ical processing (L), saccade initiation delay (D),
motor programming (M), and saccade execution
(S). These processes are defined in terms of a set
of parameters that determine their duration. Once
an ongoing process ends, a subsequent process is
initiated, for as long as reading continues. As is
commonly assumed in most models of eye move-
ment control, language-related processes and mo-
tor control processes can run in parallel. We will
use the notation wi to refer to the ith word in a text
w1, . . . , wn consisting of n words, and we will use
subscripted symbols Li, Di, Mi and Si to refer to
the lexical processing, the saccade initiation delay,
the motor programming, and the saccade execu-
tion associated with wi.

In the following four subsections, we outline

2In E-Z Reader, the first stage of lexical processing is an
early estimate of the word’s familiarity that provides the sig-
nal to the eye movement system that lexical access is immi-
nent and that a saccade should be planned.

these processes in detail and discuss the general
assumptions underlying them. We then conclude
this section by summarizing how the processes dy-
namically interact to produce eye movement be-
havior.

3.2 Lexical Processing
The time needed to process individual words in
reading is certain to depend on numerous fac-
tors related to a person’s prior reading experi-
ence, word-level properties such as length and fre-
quency, and higher-order language processes such
as syntactic and semantic processing. However,
since our goal in this paper is to validate a sim-
ple model, with as few parameters as possible, we
make the simplifying assumption that the process-
ing time of a word can be approximated by its
length (number of characters) and its frequency of
occurrence in printed text. In particular, we as-
sume that the mean time required for processing a
word wi is a linear function of its length and the
natural logarithm of its frequency:3

t(Li) = b0+b1 length(wi)−b2 ln(freq(wi)) (1)

In equation 1, b0 is the intercept representing the
base time needed to process a word while b1 and
b2 are the respective slopes for the effect of length
and frequency on the base processing time. Again,
we stress that equation 1 is by all accounts an over-
simplification. Thus, for example, it does not take
into account any higher-level top-down influence
on processing time.

Still, we believe equation 1 provides a reason-
able first approximation. A large part of the vari-
ance in measures of reading time can be accounted
for by word frequency and word length. At any
rate, our simple assumption with respect to pro-
cessing time represents a methodological decision
rather than a theoretical one. We want to keep the
model as simple as possible at this stage, and later
explore the effect of including variables related to
higher-order processing.

Once the time interval t(Li) has passed for a
given word wi, lexical processing begins on the
next word. Thus, the completion of t(Li) results
in the initiation of Li+1. Because the processing
of the next word does not start until the processing
of the current word is finished, lexical processing

3We use the logarithm of word frequency because hu-
man response times, in lexical decision tasks for instance, are
linearly related to the natural logarithm of word frequency
(Balota and Chumbley, 1984).
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proceeds serially and no more than one word is
processed at any given time.

3.3 Saccade Initiation Delay
When the eyes move to a new word wi, a motor
program is initiated after some time. We assume
that the time when a motor program is initiated
depends on the processing difficulty of the fixated
word wi. In particular, the signal to initiate a sac-
cade is deferred in proportion to how much pro-
cessing remains on wi, or put differently, in pro-
portion to how much work remains to be done on
that word. This general routine serves to prevent
the control system from making over-hasty sac-
cades to new words. The length of the saccade ini-
tiation delay t(D) is proportional to the remaining
processing time of word wi at fixation onset:

t(Di) = d (t(Li)− t(Ei)) (2)

where d is a free parameter representing a pro-
portion, t(Li) is the lexical processing time for
the fixated word, and t(Ei) denotes the interval of
time that has elapsed since the initiation of t(Li).
More difficult words are associated with longer
processing times and thus cause later initiation of
saccade programs and therefore also longer fix-
ation durations. The free parameter d defines a
proportion taking values in the range [0, 1]. The
extremes of this range can be interpreted as fol-
lows. If d is set equal to 0, a new saccade program
is initiated immediately upon a new fixation. If
d instead is set equal to 1, the saccade program
starts only after the fixated word has been fully
processed. More generally, a change of the value
of this parameter can be understood as a change of
the amount of cognitive influence on fixation du-
rations. The higher its value, the more cognitive
work must be carried out before a new saccade
program is started. Once the time interval t(D)
has passed, the planning of a new eye movement
starts, i.e., a motor program, M , is initiated.

3.4 Motor Programming
The time needed to plan and initiate an eye move-
ment defines the saccade latency, or motor pro-
gramming time t(M). We assume that the dura-
tion of this period is given by the free parameter
m:

t(Mi) = m (3)

The following is worth noting. Some influential
research suggests that motor programming is com-
pleted in two stages (Becker and Jürgens, 1979).

The first of these being a labile stage during which
a planned saccade can be canceled, e.g., in fa-
vor of another saccade target. The second stage,
closer in time to the execution of the saccade, is
non-labile and once entered, a saccade underway
can no longer be modified or canceled. This divi-
sion between labile and non-labile stages of motor
programming is sometimes implemented in com-
putational models, for example in E-Z Reader and
SWIFT. For now, however, our model does not op-
erationalize the notion of saccade canceling and
thus makes no useful distinction between labile
and non-labile stages of motor programming. Our
only assumption with respect to these different
stages of motor programming is that their respec-
tive durations sum up to m.

An important function of motor programming
in our model, however, is to select a target for the
saccade. Before discussing how this is achieved
we should point out that we make no claim as
to how much time of motor programming is con-
sumed by target selection. It is only presupposed
that saccade target selection, in the normal course
of events, is initiated as soon as there is a decision
to make an eye movement (i.e., when motor pro-
gramming starts), and that, whatever time remains
of motor programming once a target is selected,
this time is spent on preparation of the physical
movement to the selected target. Once motor pro-
gramming is finished, a saccade S is executed to
the target.

Following Nilsson and Nivre (2009), we treat
target selection as a classification task. In prac-
tical terms, this means that we train a classifier
to predict the most likely eye movement follow-
ing any fixation. An instance to be classified con-
sists of a feature vector encoding feature informa-
tion over the current fixated word and words in
the immediate context. Given such feature rep-
resentations and training data obtained from eye-
tracking recordings, essentially any standard ma-
chine learning algorithm can be applied to the
classification task. The type of learning algorithm
that performs best on this task is, however, un-
known. Rather than speculate, we suggest that this
is a question for further research.

The remaining assumptions we make are as fol-
lows. First, because there is a sharp drop-off in
acuity of the human eye around the point of fix-
ation, the number of words that can be discrim-
inated in parafoveal vision on a given fixation is
limited to a few. Therefore, it is reasonable to as-
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sume that the potential targets for a saccade on
any given fixation are limited to the words avail-
able within the range of effective vision. 4 This
is supported empirically by the fact that the great
majority of outgoing saccades tend to land in one
of the three words that follow the current fixation.
Moreover, we assume that for these potential tar-
gets, only rather coarse, visual information, such
as a gross appreciation of their length, can be ex-
tracted on any given fixation. The reason for this
is that target selection generally occurs relatively
early on in a fixation, at a time when only low-
level visual information can reasonably be gleaned
from the parafovea.

Secondly, we reason that target selection re-
flects an autonomous process that has been au-
tomated, through years of practice, to progress
through the text and select targets in the default
reading direction. Hence, the possible targets for
target selection, as construed here, is limited to the
targets within the forward field of effective vision.
As a consequence, words to the left of the current
fixation are not fixated as a result of target selec-
tion.

Finally, we assume that target selection by de-
fault is a mechanical routine, insensitive to ongo-
ing lexical processing. In the general case, then,
the decision of where to move eyes is made in-
dependently of processing considerations. Mo-
tor programs in general, however, may sometimes
override the default target selection mechanism
and be initiated, not in order to select a new target,
but to correct for situations where motor control
and ongoing language processing are threatening
to desynchronize. Such a corrective program may
be initiated, for instance, if a saccade is executed
to wordi but lexical processing has not yet com-
pleted on wordi−1, and so more lexical process-
ing of wordi−1 is needed before moving on. In
this case, a corrective motor program is initiated
to wordi−1, subsequently resulting in a regression
to that word. In this way, corrective motor pro-
grams serve to synchronize the eyes with the cur-
rent processing stream and for that reason they al-
ways target the word being processed. Moreover,
because corrective saccade programs are launched
with a fixed target, they do not trigger target selec-
tion during motor programming.

4The effective visual field (the perceptual span) extends
about four characters to the left and 15 characters to the right
of the fixation for normal readers of left-to-right orthogra-
phies (Rayner, 1998).

3.5 Saccade Execution
The time to execute a saccade t(S) is determined
by the free parameter s:

t(Si) = s (4)

Once a saccade has been executed, the position of
the eyes shifts to a new word and thus, in the nor-
mal course of events, a new motor program is initi-
ated after t(Di). However, sometimes a saccade is
made ahead of the current processing stream, be-
cause, as noted earlier, a word needs not be fully
processed before a saccade is executed to another
word. Likewise, a saccade may sometimes be ex-
ecuted to a word that has already been fully pro-
cessed, because target selection is an autonomous
process, not influenced by ongoing processing. In
these situations, corrective saccade programs are
initiated. Since corrective saccade programs serve
only to rapidly coordinate the eyes and the cur-
rent processing stream, we assume that they can
be initiated immediately and hence that they are
not subject to saccade initiation delay.

3.6 Eye Movement Control
Having defined the respective component pro-
cesses, we now consider how these processes are
coordinated to model eye movement control. Lex-
ical processing is always running in parallel with
the processes controlling saccade initiation delay,
motor programming and saccade execution, which
are executed in sequence. A simulation of read-
ing is started by initiating lexical processing of the
first word (L1), and the saccade initiation delay
for the first word (D1) (i.e., the first word is fix-
ated). Whenever one of the running processes ter-
minates, new processes are initiated in the follow-
ing way:

• If Li terminates, initiate Li+1.

• If Di terminates, initiate Mi and select new
fixation target wj .

• If Mi terminates, initiate Si.

• If Si terminates and the ongoing lexical pro-
cess is Lj :

– If i = j, initiate Di.
– If i 6= j, initiate Mj and set fixation tar-

get to wj

The simulation terminates when all words have
been lexically processed.
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4 Experimental Evaluation

4.1 Experimental Setup
In order to estimate the performance of the model
described in the previous section, some experi-
ments were performed using data from the English
section of the Dundee corpus (Kennedy and Pynte,
2005).

In most evaluations of eye movement control
models, the model parameters are fitted against
one and the same corpus by searching the param-
eter space to find the set of parameter values that
best simulates the observed data. This approach
makes it somewhat hard to appreciate how well
a given model generalizes to new, previously un-
seen data. A more stringent evaluation, which af-
fords an assessment of the generalization error of
model predictions, is to set the model parameters
on some portion of the data and then test the model
on another held-out portion. The results we report
in this paper were obtained this way.

The Dundee corpus that was used in these ex-
periments contains the eye tracking records of ten
subjects reading editorials from The Independent,
a UK broadsheet newspaper. The data consist of
20 texts that were read by all subjects, and close to
2400 sentences. We divided these texts into three
sets: the first 16 for training (1911 sentences),
17-18 for model development and validation (237
sentences), and the last two texts, 19-20, for blind
testing of the model (231 sentences). Model pa-
rameters were fitted using only the training and
validation set, prior to evaluating the model on the
held-out test set.

Next we discuss how training was performed,
both in terms of the training of the classifier for
target selection and in terms of the estimation of
the model’s process parameters on the training
data. Before presenting the results, we also discuss
some standard practice in benchmarking models
of eye movement control.

4.2 Training the Classifier
We used the transition-based model outlined by
Nilsson and Nivre (2009) in combination with lo-
gistic regression for training the target selection
classifier. The classifier was trained on a restricted
number of features defined over words in the fixa-
tion context. The feature model we used for these
experiments included information about the word
length of the current fixation and upcoming words,
as well as some historical information about re-

cently made eye movements. The history of pre-
vious eye movements was represented in terms
of the saccade distance (measured in number of
words) that led up to recently made fixations (in-
cluding the current fixation). In this way, the fea-
ture model contained information about, for in-
stance, whether the saccade that led up to the cur-
rent fixation skipped a word or two.

In contrast to Nilsson and Nivre (2009) we did
not train one model for each individual subject in
the corpus. Instead, we trained a single multiple-
subject classifier on all ten readers in the training
set. The performance of this classifier was as-
sessed in terms of how well, on average, it pre-
dicted the observed saccade targets for any given
reader on the development set. Moreover, in line
with the assumption that target selection is re-
stricted to a limited number of candidate words in
the forward visual field, the classifier was trained
to select one of the three words following any fixa-
tion as the target for a saccade. This cross-subject
classifier achieved an average prediction accuracy
of 72% on the development set.

4.3 Estimating Model Parameters

Because the model’s process parameters can not
be directly estimated from eye tracking data they
need to be approximated in other ways. The val-
ues for the intercept and slope parameters for lexi-
cal processing time t(Li) were obtained by fitting
a linear regression of gaze duration on logarithmic
word frequency and word length on the training
data. The assumption that the gaze duration on
a given word reflects the time required to process
the word is necessarily an oversimplification but
is sometimes used in eye movement modeling. A
number of studies indicate that it is indeed a rea-
sonable approximation (Engbert et al., 2002; Pol-
latsek et al., 2006).

The value for the parameter d in the equation for
t(Di) was selected based on a simple parameter
search over the training data. The best fitting value
was assessed by calculating the root mean square
error between predicted and observed values for
gaze durations for different values of d ranging
from 0 to 1 in 0.1 increments, while keeping other
parameter values unchanged. To keep things sim-
ple, the parameters that determine the mean dura-
tion of motor programming, m, and saccade exe-
cution, s, were fixed at 200 ms, and 25 ms, respec-
tively. These values are in good agreement with
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Parameter Interpretation Value
b0 Intercept: base lexical processing time (ms) 165.5
b1 Slope: effect of length on lexical processing time (ms) 13.5
b2 Slope: effect of frequency on lexical processing time (ms) 3.2
d Proportion of lexical processing time (determines saccade initiation delay) 0.5
m Mean motor programming time (ms) 200
s Mean saccade execution time (ms) 25

Table 1: Model parameters, their interpretations and values, as estimated during training.

estimated values in experimental studies. Table 1
lists the model’s six process parameters and their
values, obtained prior to testing the model.

4.4 Benchmark Evaluation

Models of eye movement control in reading are
typically benchmarked against a set of word-based
dependent eye movement measures which are av-
eraged across subjects. Two such measures are
gaze duration and probability of skipping. Gaze
duration is defined as the sum duration of all fix-
ations on a word prior to any saccade leaving
the word during first-pass reading. Probability of
skipping is simply the mean probability (across
subjects) that a given word is skipped (not fixated)
during first-pass reading.

Because word frequency effects on eye move-
ments during reading are robust and well-
documented, one common benchmark practice is
to evaluate models with respect to their capabil-
ity of reproducing word frequency effects on fix-
ation times and fixation probabilities. Typically,
averages of word-based measures are then broken
down into word-frequency classes. This is a fairly
simple way to see how well a given model can
predict observed means for measures such as gaze
duration and skipping probability for words of dif-
ferent frequency classes. The results we report are
presented this way. We used frequency estimates
based on word occurrences in the written part of
the British National Corpus (BNC). Frequencies
were normalized to occurrences per million words
and then divided into five frequency classes, as
suggested by Reichle et al. (1998).

In addition to the model we have outlined so
far, we also present results for two alternative
versions. These models differ from the one we
have discussed only in positing a simpler func-
tion for lexical processing time. The alternative
versions model lexical processing time only as a
linear function of either word length or logarith-
mic word frequency. Hence, we fitted two sepa-

rate simple linear regressions of gaze duration first
on word length, and then on logarithmic word fre-
quency. The regression coefficient and slope were
estimated to 132.5 and 16 for the model based on
word length, and 284 and -11 for the model based
on frequency.

4.5 Results and Discussion

Table 2 shows the observed (empirical) and pre-
dicted (simulated) values of gaze durations and
skipping probabilities for each of the five word fre-
quency classes, both on the development set and
on the held-out test set. M1 and M2 represent the
versions of the model in which lexical processing
time is a linear function of word length, and word
frequency, respectively. M3 represents the version
of the model where lexical processing time is a
linear function of both variables.

The results show that all three models, on the
development set as well as on the test set, are
able to reproduce the most important aspect of
the observed data, namely, that mean gaze du-
rations decrease and mean skipping probabilities
increase with increasing word frequency. Over-
all, M3 performs better than the two other models
in predicting this relationship. The model based
only on word length, M1, performs worse than the
other two models. This is mainly due to the poor
performance of this model in simulating the pro-
portions of skipped words in the upper frequency
classes 4 and 5. In comparison to both M2 and M3,
M1 seriously underestimates the observed skip-
ping probability for words belonging to these fre-
quency classes, on both development and test data.

With respect to gaze duration alone, the three
models perform similarly, although M3 provides
a somewhat better fit on both data sets. The mod-
els generally predict longer gaze durations than the
observed means, except for the most low-frequent
words. In particular, gaze durations for higher-
frequency words (class 4 and 5) are prolonged
compared to the means, giving an overall nar-
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Gaze duration Probability of skipping
Development Test Development Test

Frequency class Observed M1 M2 M3 Observed M1 M2 M3 Observed M1 M2 M3 Observed M1 M2 M3

1 290 282 280 285 286 278 280 284 0.17 0.15 0.18 0.13 0.16 0.14 0.19 0.14
2 257 271 259 272 261 273 260 275 0.19 0.18 0.20 0.16 0.19 0.15 0.22 0.17
3 229 254 252 249 235 257 254 252 0.24 0.19 0.24 0.20 0.22 0.19 0.25 0.20
4 208 240 238 237 210 244 238 237 0.52 0.23 0.36 0.43 0.53 0.24 0.34 0.40
5 198 238 236 228 195 239 237 230 0.65 0.34 0.51 0.54 0.67 0.32 0.52 0.51

Table 2: Observed and predicted values of Gaze Durations (ms) and Skipping Probabilities on de-
velopment and test set for five frequency classes of words. M1: t(Li) = b0 + b1length(wi), Root
mean square error on development set = 0.48, Root mean square error on test set = 0.52; M2:
t(Li) = b0 − b1 ln(freq(wi)), Root mean square error on development set = 0.33, Root mean square
error on test set = 0.35; M3: t(Li) = b0 + b1length(wi) − b2 ln(freq(wi)), Root mean square error on
development set = 0.21, Root mean square error on test set = 0.26; Frequency range: 1:1-10, 2:11-100,
3:101-1000, 4:1001-10000, 5: 10001+

rower range of mean values for the five frequency
classes.

The overall performance of each model, M1,
M2 and M3 was estimated by calculating the root
mean square error (RMSE) between the mean ob-
served and predicted gaze durations and probabil-
ities of skipping. The errors were normalized as
described in Reichle et al. (1998). In comparing
the results for both development and test data, the
best overall fit is provided by M3 on the develop-
ment set, giving an RMSE of 0.21 (smaller val-
ues indicate better fit). The fit for the same model
drops to 0.26 when evaluated on the held-out test
data.

To provide some basis for comparison, the ear-
liest version of E-Z Reader (Reichle et al., 1998)
which was fitted to the same dependent measures,
had an RMSE of 0.145. It is important to point
out, however, that this result was based on fitting
the model parameters to a single sentence corpus
of 48 sentences designed for experimental pur-
poses. This corpus contained relatively short (8-
14 words) isolated sentences without any connect-
ing discourse. More generally, as noted by Re-
ichle et al. (2009), RMSD values lower than 0.5
provide fits that are reasonably close to the ob-
served means. By this standard, the model M3 per-
forms rather well in simulating the observed data.
Moreover, this version of the model provides the
most realistic estimates of the time it takes to iden-
tify words. Thus, for example, the mean time to
identify the most frequent word in English, “the”
(frequency class 5), is estimated to be 171 ms,
whereas the mean time to identify the word “re-
populate”, which is a low-frequency (frequency

class 1) ten-letter word is estimated to be 301 ms.
These estimates are in good agreement with ex-
perimental estimates, which show that word iden-
tification latencies range between 150 and 300 ms
(Rayner and Pollatsek, 1989).

5 Conclusion

In this paper we built on previous work using ma-
chine learning methods to model saccade behavior
in reading and we extended this work by present-
ing a data-driven model of eye movement control
that provides detailed predictions for both when
and where the eyes move during reading. The most
important principles of this model are (i) the initi-
ation of eye movements is delayed as a function
of on-line processing difficulty, and (ii) the deci-
sion of where to move the eyes is driven by an
autonomous routine that has become automated
through years of practice in reading. The model
was trained on eye movements made over a large
corpus of natural text. In benchmarking the model
against held-out data we showed that it is able to
reproduce frequency effects on both gaze dura-
tion and skipping probability with good accuracy
(RMSE = 0.26).

Looking ahead, we plan to extend the model
to account for more empirical data on eye move-
ment behavior in reading. One important step
to meet this goal is to develop a more informed
model of language processing. Current models
of eye movement control in reading generally as-
sume that influences from syntactic and higher-
order processing occur too late in the process-
ing stream to directly influence eye movements.
This is, however, seemingly at odds with recent
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findings in sentence processing research showing
an influence of syntactic processing difficulty on
both early and late measures of eye movements
in reading (Demberg and Keller, 2008; Boston et
al., 2008). Hence, it is possible that a more ac-
curate model of eye movements in reading will
need to allow for syntactic processing to influ-
ence the early decisions that control the timing of
eye movements. This and other issues will be ad-
dressed in future work.
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Abstract

This paper investigates whether surprisal
theory can account for differential pro-
cessing difficulty in the NP-/S-coordina-
tion ambiguity in Dutch. Surprisal is es-
timated using a Probabilistic Context-Free
Grammar (PCFG), which is induced from
an automatically annotated corpus. We
find that our lexicalized surprisal model
can account for the reading time data from
a classic experiment on this ambiguity by
Frazier (1987). We argue that syntactic
and lexical probabilities, as specified in a
PCFG, are sufficient to account for what is
commonly referred to as an NP-coordina-
tion preference.

1 Introduction

Language comprehension is incremental in that
meaning is continuously assigned to utterances
as they are encountered word-by-word (Altmann
and Kamide, 1999). Not all words, however, are
equally easy to process. A word’s processing dif-
ficulty is affected by, for instance, its frequency or
its effect on the syntactic and semantic interpreta-
tion of a sentence. A recent theory of sentence pro-
cessing, surprisal theory (Hale, 2001; Levy, 2008),
combines several of these aspects into one single
concept, namely the surprisal of a word. A word’s
surprisal is proportional to its expectancy, i.e., the
extent to which that word is expected (or pre-
dicted). The processing difficulty a word causes
during comprehension is argued to be related lin-
early to its surprisal; the higher the surprisal value
of a word, the more difficult it is to process.

In this paper we investigate whether surprisal
theory can account for the processing difficulty
involved in sentences containing the noun phrase
(NP) versus sentence (S) coordination ambiguity.
The sentences in (1), from a self-paced reading ex-

periment by Frazier (1987), exemplify this ambi-
guity:

(1) a. Piet
Piet

kuste
kissed

Marie
Marie

en
and

/
/

haar zusje
her sister

/
/

ook
too

[1,222ms; NP-coordination]

b. Piet
Piet

kuste
kissed

Marie
Marie

en
and

/
/

haar zusje
her sister

/
/

lachte
laughed

[1,596ms; S-coordination]

Both sentences are temporarily ambiguous in the
boldface region. Sentence (1-a) is disambiguated
as an NP-coordination by the sentence-final ad-
verb ook. Sentence (1-b), on the other hand, is dis-
ambiguated as an S-coordination by the sentence-
final verb lachte. Frazier found that the verb lachte
in sentence (1-b) takes longer to process (1,596
ms) than the adverb ook (1,222 ms) in (1-a).

Frazier (1987) explained these findings by as-
suming that the human language processor ad-
heres to the so-called minimal attachment prin-
ciple. According to this principle, the sentence
processor projects the simplest syntactic struc-
ture which is compatible with the material read
at any point in time. NP-coordination is syntac-
tically simpler than S-coordination in that it re-
quires less phrasal nodes to be projected. Hence,
the processor is biased towards NP- over S-coor-
dination. Processing costs are incurred when this
initial preference has to be revised in the disam-
biguating region, as in sentence (1-b), resulting in
longer reading times. Hoeks et al. (2006) have
shown that the NP-coordination preference can be
reduced, but not entirely eliminated, when poor
thematic fit between the verb and a potential object
make an NP-coordination less likely (e.g., Jasper
sanded the board and the carpenter laughed). We
argue here that this residual preference for NP-
coordination can be explained in terms of syntac-
tic and lexical expectation within the framework
of surprisal theory. In contrast to the minimal at-
tachment principle, surprisal theory does not pos-
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tulate specific kinds of syntactic representations or
rely on a metric of syntactic complexity to predict
processing behavior.

This paper is organized as follows. In section
2 below, we briefly sketch basic surprisal theory.
Then we describe how we induced a grammar
from a large annotated Dutch corpus and how sur-
prisal was estimated from this grammar (section
3). In section 4, we describe Frazier’s experiment
on the NP-/S-coordination ambiguity in more de-
tail, and present our surprisal-based simulations of
this data. We conclude with a discussion of our re-
sults in section 5.

2 Surprisal Theory

As was mentioned in the introduction, language
processing is highly incremental, and proceeds on
a more or less word-by-word basis. This suggests
that a person’s difficulty with processing a sen-
tence can be modeled on a word level as proposed
by Attneave (1959). Furthermore, it has recently
been suggested that one of the characteristics of
the comprehension system that makes it so fast,
is its ability to anticipate what a speaker will say
next. In other words, the language comprehension
system works predictively (Otten et al., 2007; van
Berkum et al., 2005). Surprisal theory is a model
of differential processing difficulty which accom-
modates both these properties of the comprehen-
sion system, incremental processing and word pre-
diction (Hale, 2001; Levy, 2008). In this theory,
the processing difficulty of a sentence is a func-
tion of word processing difficulty. A word’s dif-
ficulty is inversely proportional to its expectancy,
i.e., the extent to which the word was expected or
predicted in the context in which it occurred. The
lower a word’s expectancy, the more difficult it is
to process. A word’s surprisal is linearly related to
its difficulty. Consequently, words with lower con-
ditional probabilities (expectancy) lead to higher
surprisal than words with higher conditional prob-
abilities.

Surprisal theory is, to some extent, indepen-
dent of the language model that generates condi-
tional word probabilities. Different models can
be used to estimate these probabilities. For all
such models, however, a clear distinction can be
made between lexicalized and unlexicalized sur-
prisal. In lexicalized surprisal, the input to the lan-
guage model is a sequence of words (i.e., a sen-
tence). In unlexicalized surprisal, the input is a

sequence of word categories (i.e., part-of-speech
tags). While previous studies have used unlexical-
ized surprisal to predict reading times, evidence
for lexicalized surprisal is rather sparse. Smith
and Levy (2008) investigated the relation between
lexicalized surprisal and reading time data for nat-
uralistic texts. Using a trigram language model,
they showed that there was a linear relationship
between the two measures. Demberg and Keller
(2008) examined whether this relation extended
beyond transitional probabilities and found no sig-
nificant effects. This state of affairs is somewhat
unfortunate for surprisal theory since input to the
human language processor consists of sequences
of words, not part-of-speech tags. In our study we
therefore used lexicalized surprisal to investigate
whether it can account for reading time data from
the NP-/S-coordination ambiguity in Dutch. Lex-
icalized surprisal furthermore allows us to study
how syntactic expectations might be modulated or
even reversed by lexical expectations in temporar-
ily ambiguous sentences.

2.1 Probabilistic Context Free Grammars

Both Hale (2001) and Levy (2008) used a Prob-
abilistic Context Free Grammar (PCFG) as a lan-
guage model in their implementations of surprisal
theory. A PCFG consists of a set of rewrite rules
which are assigned some probability (Charniak,
1993):

S → NP, VP 1.0
NP → Det, N 0.5
NP → NP, VP 0.5
. . . → . . . . . .

In this toy grammar, for instance, a noun phrase
placeholder can be rewritten to a determiner fol-
lowed by a noun symbol with probability 0.5.
From such a PCFG, the probability of a sentence
can be estimated as the product of the probabili-
ties of all the rules used to derive the sentence. If
a sentence has multiple derivations, its probabil-
ity is the sum of the probabilities for each deriva-
tion. For our purpose, we also needed to obtain the
probability of partial sentences, called prefix prob-
abilities. The prefix probability P (w1...wi) of a
partial sentence w1...wi is the sum of the probabil-
ities of all sentences generated by the PCFG which
share the initial segment w1...wi. Hale (2001)
pointed out that the ratio of the prefix probabilities
P (w1 . . . wi) and P (w1 . . . wi−1) equals precisely
the conditional probability of word wi. Given a
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PCFG, the difficulty of word wi can therefore be
defined as:

difficulty(wi) ∝ −log2
[
P (w1 . . . wi)
P (w1 . . . wi−1)

]
.

Surprisal theory requires a probabilistic lan-
guage model that generates some form of word
expectancy. The theory itself, however, is largely
neutral with respect to which model is employed.
Models other than PCFGs can be used to esti-
mate surprisal. Nederhof et al. (1998), for in-
stance, show that prefix probabilities, and there-
fore surprisal, can be estimated from Tree Adjoin-
ing Grammars. This approach was taken in Dem-
berg and Keller (2009). Other approaches have
used trigram models (Smith and Levy, 2008), Sim-
ple Recurrent Networks of the Elman type (Frank,
2009), Markov models and Echo-state Networks
(Frank and Bod, 2010). This illustrates that sur-
prisal theory is not committed to specific claims
about the structural representations that language
takes in the human mind. It rather functions as a
“causal bottleneck” between the representations of
a language model, and expectation-based compre-
hension difficulty (Levy, 2008). In other words,
comprehension difficulty does not critically de-
pend on the structural representations postulated
by the language model which is harnessed to gen-
erate word expectancy.

The use of PCFGs raises some important ques-
tions on parallelism in language processing. A
prefix probability can be interpreted as a prob-
ability distribution over all analyses compatible
with a partial sentence. Since partial sentences
can sometimes be completed in an indefinite num-
ber of ways, it seems both practically and psycho-
logically implausible to implement this distribu-
tion as an enumeration over complete structures.
Instead, prefix probabilities should be estimated
as a by-product of incremental processing, as in
Stolcke’s (1995) parser (see section 3.2). This
approach, however, still leaves open how many
analyses are considered in parallel; does the hu-
man sentence processor employ full or limited par-
allelism? Jurafsky (1996) showed that full par-
allelism becomes more and more unmanageable
when the amount of information used for disam-
biguation increases. Levy, on the other hand, ar-
gued that studies of probabilistic parsing reveal
that typically a small number of analyses are as-
signed the majority of probability mass (Roark,
2001). Thus, even when assuming full parallelism,

only a small number of ‘relevant’ analyses would
be considered in parallel.

3 Grammar and Parser

3.1 Grammar Induction

In our simulations, we used a PCFG to model
the phrase structure of natural language. To in-
duce such a grammar, an annotated corpus was
required. We used Alpino (van Noord, 2006)—
a robust and wide-coverage dependency parser
for Dutch—to automatically generate such a cor-
pus, annotated with phrase structure, for 204.000
sentences, which were randomly extracted from
Dutch newspapers. These analyses were then
used to induce a PCFG consisting of 650 gram-
mar rules, 89 non-terminals, and 208.133 termi-
nals (lexical items).1 Moreover, 29 of the 89 non-
terminals could result in epsilon productions.

The Alpino parser constructed the phrase struc-
ture analyses automatically. Despite Alpino’s high
accuracy, some analyses might not be entirely cor-
rect. Nonetheless, the overall quality of Alpino’s
analyses is sufficient for corpus studies, and since
surprisal theory relies largely on corpus features,
we believe the small number of (partially) incor-
rect analyses should not affect the surprisal esti-
mates computed from our PCFG.

3.2 Earley-Stolcke Parser

To compute prefix probabilities in our model we
implemented Stolcke’s (1995) probabilistic modi-
fication of Earley’s (1970) parsing algorithm. An
Earley-Stolcke parser is a breadth-first parser. At
each point in processing, the parser maintains a
collection of states that reflect all possible analy-
ses of a partial sentence thus far. A state is a record
that keeps track of:

(a) the position up to which a sentence has been
processed,

(b) the grammar rule that is applied,

(c) a “dot position” indicating which part of the
rule has been processed thus far, and

(d) the leftmost edge of the partial string gener-
ated by the rule.

1A PCFG can be induced by estimating the relative fre-
quency of each CFG rule A→ α:

P (A→ α) = count(A→α)∑
β
count(A→β)

.
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The collection of states is constantly expanded by
three operations. First upcoming structural and
lexical material is predicted. For all predictions,
new states are added with the “dot” placed on
the leftmost side of the rule. Then it is deter-
mined whether there is a state that predicts the next
word in the input sentence. If this is the case, a
new state is added with the “dot” placed right to
the predicted word. A third operation looks for
states with the “dot” rightmost to a grammar rule,
and then tries to find states which have the com-
pleted state as their leftmost edge. If such states
are found, the “dot” in these states is moved to
the right of this edge. This step is repeated until
no more new states are added. These three op-
erations are cyclically performed until the entire
sentence is processed. Our grammar contained
29 non-terminals that could result in epsilon pro-
ductions. Due to the way epsilon productions are
handled within the Earley-Stolcke parser (i.e., by
means of “spontaneous dot shifting”), having a
large number of epsilon productions leads to a
large number of predicted and completed edges.
As a consequence, pursuing all possible analyses
may become computationally infeasible. To over-
come this problem, we modified the Earley-Stol-
cke parser with a beam λ. In prediction and com-
pletion, only the λ-number of states with the high-
est probabilities are added.2 This constrains the
number of states generated by the parser and en-
forces limited parallelism.

4 NP-/S-coordination ambiguities

4.1 Frazier’s experiment

Our aim was to determine to what extent lexi-
calized surprisal theory can account for reading
time data for the NP-/S-coordination ambiguity in
Dutch. This type of ambiguity was investigated
by Frazier (1987) using a self-paced reading ex-
periment. The sentences in (2) are part of Fra-
zier’s materials. Sentence (2-a) and (2-b) exem-
plify an NP-/S-coordination ambiguity. The sen-
tences are identical and temporarily ambiguous up
to the NP haar zusje (her sister). In (2-a) this
NP is followed by the adverb ook, and therefore
disambiguated to be part of an NP-coordination;
Marie and haar zusje are conjoined. In (2-b), on
other hand, the same NP is followed by the verb
lachte, and therefore disambiguated as the sub-

2A similar approach was used in Roark (2001) and
Frank (2009).

ject of a conjoined sentence; Piet kuste Marie and
haar zusje lachte are conjoined.

(2) a. Piet
Pete

kuste
kissed

Marie
Marie

en
and

haar
her

zusje
sister

ook
too

(Ambiguous; NP-coordination)

b. Piet
Pete

kuste
kissed

Marie
Marie

en
and

haar
her

zusje
sister

lachte
laughed

(Ambiguous; S-coordination)

c. Annie
Annie

zag
saw

haar
her

zusje
sister

ook
too

(Unambiguous; NP-control)

d. Annie
Annie

zag
saw

dat
that

haar
her

zusje
sister

lachte
laughed

(Unambiguous; S-control)

Sentence (2-c) and (2-d) functioned as unambigu-
ous controls. These sentences are identical up to
the verb zag. In (2-c), the verb is followed by
the single NP haar zusje, and subsequently the ad-
verb ook. The adverb eliminates the possibility of
an NP-coordination. In (2-d), on the other hand,
the same verb is followed by the complementizer
dat, indicating that the clause her sister laughed is
a subordinate clause (the complementizer is oblig-
atory in Dutch).

Frazier constructed twelve sets consisting of
four of such sentences each. The 48 sentences
were divided into three frames. The first frame
included all the material up to the critical NP
haar zusje in (2). The second frame contained only
the critical NP itself, and the third frame contained
all the material that followed this NP.

40 native Dutch speakers participated in the ex-
periment. Reading times for the final frames were
collected using a self-paced reading task. Figure 1
depicts the mean reading times for each of the four
conditions.

Frazier found a significant interaction between
Type of Coordination (NP- versus S-coordination)
and Ambiguity (ambiguous versus control) indi-
cating that the effect of disambiguation was larger
for S-coordinations (ambiguous: 1596 ms; con-
trol: 1141 ms) than for NP-coordinations (ambigu-
ous: 1222 ms; control: 1082 ms).

4.2 Simulations

We simulated Frazier’s experiment in our model.
Since one set of sentences contained a word that
was not covered by our lexicon (set 11; “Lor-
raine”), we used only eleven of the twelve sets
of test items from her study. The remaining 44
sentences were successfully analyzed. In our first
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NP−coord/control S−coord/control

type of coordination

m
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n 
re
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tim
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m
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40
0

80
0

12
00

16
00

ambiguous
unambiguous

Figure 1: Reading time data for the NP-/S-coordi-
nation ambiguity (Frazier, 1987).

simulation we fixed a beam of λ = 16. Figure 2
depicts surprisal values in the sentence-final frame
as estimated by our model. When final frames
contained multiple words, we averaged the sur-
prisal values for these words. As Figure 2 shows,

NP−coord/control S−coord/control

type of coordination

m
ea

n 
su

rp
ris

al

50
00

55
00

60
00

65
00

70
00

75
00

ambiguous
unambiguous

Figure 2: Mean surprisal values for the final frame
in the model (λ = 16).

our model successfully replicated the effects re-
ported in Frazier (1987): In both types of coordi-
nations there was a difference in mean surprisal
between the ambiguous sentences and the con-
trols, but in the S-coordinations this effect was
larger than in the sentences with NP-coordination.
Statistical analyses confirmed our findings. An
ANOVA on surprisal values per item revealed an
interaction between Type of Coordination (NP- vs.
S-coordination) and Ambiguity (ambiguous vs.
control), which was marginally significant (p =
0.06), most probably due to the small number of

beam
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−600

−400

−200

0

200

32 16 8 4

NP−/S−control
NP−/S−coordination

Figure 3: Differences between NP versus S sur-
prisal for different beam sizes (λs).

items (i.e., 11) available for this statistical test (re-
call that the test in the original experiment was
based on 40 participants). Follow-up analyses re-
vealed that the difference between S-coordination
and S-control was significant (p < 0.05), whereas
the difference between NP-coordination and NP-
control was not (p = 0.527).

To test the robustness of these findings, we re-
peated the simulation with different beam sizes
(λs) by iteratively halving the beam, starting with
λ = 32. Figure 3 shows the differences in
mean surprisal between NP-coordination and S-
coordination, and NP-control and S-control. With
the beam set to four (λ = 4), we did not obtain full
analyses for all test items. Consequently, two sets
of items had to be disregarded (sets 8 and 9). For
the remaining items, however, we obtained an NP-
coordination preference for all beam sizes. The
largest difference occurred for λ = 16. When
the beam was set to λ ≤ 8, the difference stabi-
lized. Taking everything into account, the model
with λ = 16 led to the best overall match with
Frazier’s reading time data.

As for the interaction, Figure 4 depicts the dif-
ferences in mean surprisal between NP-coordina-
tion and NP-control, and S-coordination and S-
control. These results indicate that we robustly
replicated the interaction between coordination
type and ambiguity. For all beam sizes, S-co-
ordination benefited more from disambiguation
than NP-coordination, i.e., the difference in means
between S-coordination and S-control was larger
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Figure 4: Differences in coordination versus con-
trol surprisal for different beam sizes (λs).

than the difference in means between NP-coordi-
nation and NP-control.

In our simulations, we found that surprisal the-
ory can account for reading time data from a clas-
sic experiment on the NP-/S-coordination ambigu-
ity in Dutch reported by Frazier (1987). This sug-
gests that the interplay between syntactic and lex-
ical expectancy might be sufficient to explain an
NP-coordination preference in human subjects. In
the remainder of this section, we analyze our re-
sults and explain how this preference arises in the
model.

4.3 Model Analysis

To determine what caused the NP-preference in
our model, we inspected surprisal differences
item-by-item. Whether the NP-coordination pref-
erence was syntactic or lexical in nature should
be reflected in the grammar. If it was syntactic,
NP-coordination would have a higher probability
than S-coordination according to our PCFG. If, on
the other hand, it was lexical, NP- and S-coor-
dination should be equally probable syntactically.
Another possibility, however, is that syntactic and
lexical probabilities interacted. If this was the
case, we should expect NP-coordinations to lead
to lower surprisal values on average only, but not
necessarily on every item. Figure 5 shows the es-
timated surprisal values per sentence-final frame
for the ambiguous condition and Figure 6 for the
unambiguous condition. Figure 5 indicates that
although NP-coordination led to lower surprisal
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Figure 5: Surprisal per sentence for final frames in
the ambiguous condition.
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Figure 6: Surprisal per sentence for final frames in
the unambiguous condition.

overall (see Figure 2), this was not the case for all
tested items. A similar pattern was found for the
NP-control versus S-control items in Figure 6. S-
controls led to lower surprisal overall, but not for
all items. Manual inspection of the grammar re-
vealed a bias towards NP-coordination. A total of
115 PCFG rules concerned coordination (≈ 18%
of the entire grammar). As these rules expanded
the same grammatical category, their probabilities
summed to 1. A rule-by-rule inspection showed
that approximately 48% of the probability mass
was assigned to rules that dealt with NP-coordi-
nations, 22% to rules that dealt with S-coordina-
tions, and the remaining 30% to rules that dealt
with coordination in other structures. In other
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words, there was a clear preference for NP-coordi-
nation in the grammar. Despite this bias, for some
tested items the S-coordination received lower sur-
prisal than the NP-coordination (Figure 5). In-
dividual NP-coordination rules might have lower
probability than individual S-coordination rules,
so the overall preference for NP-coordination in
the grammar therefore does not have to be re-
flected in every test item. Secondly, syntactic
probabilities could be modified by lexical proba-
bilities. Suppose for a pair of test items that NP-
coordination was syntactically preferred over S-
coordination. If the sentence was disambiguated
as an NP-coordination by a highly improbable lex-
ical item, and disambiguated as an S-coordination
by a highly probable lexical item, surprisal for the
NP-coordination might turn out higher than sur-
prisal for the S-coordination. In this way, lexical
factors could override the NP-coordination bias in
the grammar, leading to a preference for S-coordi-
nation in some items.

To summarize, the PCFG displayed an over-
all NP-coordination preference when surprisal was
averaged over the test sentences and this result is
consistent with the findings of Frazier (1987). The
NP-coordination preference, however, was not in-
variably reflected on an item-by-item basis. Some
S-coordinations showed lower surprisal than the
corresponding NP-coordinations. This reversal of
processing difficulty can be explained in terms of
differences in individual rules, and in terms of in-
teractions between syntactic and lexical probabil-
ities. This suggests that specific lexical expecta-
tions might have a much stronger effect on disam-
biguation preferences than supposed by the min-
imal attachment principle. Unfortunately, Frazier
(1987) only reported mean reading times for the
two coordination types.3 It would be interesting to
compare the predictions from our surprisal model
with human data item-by-item in order to validate
the magnitude of lexical effects we found in the
model.

5 Discussion

In this paper we have shown that a model of lex-
icalized surprisal, based on an automatically in-
duced PCFG, can account for the NP-/S-ambiguity
reading time data of Frazier (1987). We found

3Thus it was not possible to determine the strength of the
correlation between reading times in Frazier’s study and sur-
prisal in our model.

these results to be robust for a critical model pa-
rameter (beam size), which suggests that syntac-
tic processing in human comprehension might be
based on limited parallelism only. Surprisal the-
ory models processing difficulty on a word level.
A word’s difficulty is related to the expectations
the language processor forms, given the structural
and lexical material that precedes it. The model
showed a clear preference for NP-coordination
which suggests that structural and lexical expec-
tations as estimated from a corpus might be suffi-
cient to explain the NP-coordination bias in human
sentence processing.

Our account of this bias differs considerably
from the original account proposed by Frazier
(minimal attachment principle) in a number of
ways. Frazier’s explanation is based on a met-
ric of syntactic complexity which in turn depends
on quite specific syntactic representations of a
language’s phrase structure. Surprisal theory, on
the other hand, is largely neutral with respect to
the form syntactic representations take in the hu-
man mind.4 Moreover, differential processing in
surprisal-based models does not require the speci-
fication of a notion of syntactic complexity. Both
these aspects make surprisal theory a parsimo-
nious explanatory framework. The minimal at-
tachment principle postulates that the bias towards
NP-coordination is an initial processing primitive.
In contrast, the bias in our simulations is a func-
tion of the model’s input history and linguistic
experience from which the grammar is induced.
It is further modulated by the immediate context
from which upcoming words are predicted dur-
ing processing. Consequently, the model’s prefer-
ence for one structural type can vary across sen-
tence tokens and even be reversed on occasion.
We argued that our grammar showed an over-
all preference for NP-coordination but this pref-
erence was not necessarily reflected on each and
every rule that dealt with coordinations. Some S-
coordination rules could have higher probability
than NP-coordination rules. In addition, syntac-
tic expectations were modified by lexical expec-
tations. Thus, even when NP-coordination was
structurally favored over S-coordination, highly
unexpected lexical material could lead to more
processing difficulty for NP-coordination than for

4This is not to say, of course, that the choice of language
model to estimate surprisal is completely irrelevant; differ-
ent models will yield different degrees of fit, see Frank and
Bod (2010).
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S-coordination. Surprisal theory allows us to build
a formally precise computational model of read-
ing time data which generates testable, quantita-
tive predictions about the differential processing
of individual test items. These predictions (Figure
5) indicate that mean reading times for a set of NP-
/S-coordination sentences may not be adequate to
tap the origin of differential processing difficulty.

Our results are consistent with the findings of
Hoeks et al. (2002), who also found evidence
for an NP-coordination preference in a self-paced
reading experiment as well as in an eye-tracking
experiment. They suggested that NP-coordination
might be easier to process because it has a sim-
pler topic structure than S-coordination. The for-
mer only has one topic, whereas the latter has two.
Hoeks et al. (2002) argue that having more than
one topic is unexpected. Sentences with more than
one topic will therefore cause more processing dif-
ficulty. This preference for simple topic-structure
that was evident in language comprehension may
also be present in language production, and hence
in language corpora. Thus, it may very well be
the case that the NP-coordination preference that
was present in our training corpus may have had
a pragmatic origin related to topic-structure. The
outcome of our surprisal model is also compati-
ble with the results of Hoeks et al. (2006) who
found that thematic information can strongly re-
duce but not completely eliminate the NP-coordi-
nation preference. Surprisal theory is explicitly
built on the assumption that multiple sources of
information can interact in parallel at any point in
time during sentence processing. Accordingly, we
suggest here that the residual preference for NP-
coordination found in the study of Hoeks et al.
(2006) might be explained in terms of syntactic
and lexical expectation. And finally, our approach
is consistent with a large body of evidence indi-
cating that language comprehension is incremen-
tal and makes use of expectation-driven word pre-
diction (Pickering and Garrod, 2007). It remains
to be tested whether our model can explain behav-
ioral data from the processing of ambiguities other
than the Dutch NP- versus S-coordination case.
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Abstract

The amount of cognitive effort required to
process a word has been argued to depend
on the word’s effect on the uncertainty
about the incoming sentence, as quanti-
fied by the entropy over sentence probabil-
ities. The current paper tests this hypoth-
esis more thoroughly than has been done
before by using recurrent neural networks
for entropy-reduction estimation. A com-
parison between these estimates and word-
reading times shows that entropy reduc-
tion is positively related to processing ef-
fort, confirming the entropy-reduction hy-
pothesis. This effect is independent from
the effect of surprisal.

1 Introduction

In the field of computational psycholinguistics, a
currently popular approach is to account for read-
ing times on a sentence’s words by estimates of the
amount of information conveyed by these words.
Processing a word that conveys more information
is assumed to involve more cognitive effort, which
is reflected in the time required to read the word.

In this context, the most common formaliza-
tion of a word’s information content is its sur-
prisal (Hale, 2001; Levy, 2008). If word string
wt

1 (short for w1, w2, . . . wt) is the sentence so
far andP (wt+1|w

t
1) the occurrence probability of

the next wordwt+1, then that word’s surprisal is
defined as− log P (wt+1|w

t
1). It is well estab-

lished by now that word-reading times indeed cor-
relate positively with surprisal values as estimated
by any sufficiently accurate generative language
model (Boston et al., 2008; Demberg and Keller,
2008; Frank, 2009; Roark et al., 2009; Smith and
Levy, 2008).

A lesser known alternative operationalization of
a word’s information content is based on the un-
certainty about the rest of the sentence, quantified

by Hale (2003, 2006) as the entropy of the prob-
ability distribution over possible sentence struc-
tures. The reduction in entropy that results from
processing a word is taken to be the amount of
information conveyed by that word, and was ar-
gued by Hale to be predictive of word-reading
time. However, this entropy-reduction hypothesis
has not yet been comprehensively tested, possibly
because of the difficulty of computing the required
entropies. Although Hale (2006) shows how sen-
tence entropy can be computed given a PCFG, this
computation is not feasible when the grammar is
of realistic size.

Here, we empirically investigate the entropy-
reduction hypothesis more thoroughly than has
been done before, by using recurrent neural net-
works as language models. Since these networks
do not derive any structure, they provide estimates
of sentence entropy rather than sentence-structure
entropy. In practice, these two entropies will gen-
erally be similar: If the rest of the sentence is
highly uncertain, so is its structure. Sentence en-
tropy can therefore be viewed as a simplification
of structure entropy; one that is less theory depen-
dent since it does not rely on any particular gram-
mar. The distinction between entropy over sen-
tences and entropy over structures will simply be
ignored in the remainder of this paper.

Results show that, indeed, a significant fraction
of variance in reading-time data is accounted for
by entropy reduction, over and above surprisal.

2 Entropy and sentence processing

2.1 Sentence entropy

Let W be the set of words in the language andW i

the set of all word strings of lengthi. The set of
complete sentences, denotedS, contains all word
strings of any length (i.e.,

⋃

∞

i=0
W i), except that a

special end-of-sentence marker</s> is attached
to the end of each string.
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A generative language model defines a proba-
bility distribution overS. The entropy of this dis-
tribution is

H = −
∑

w
j
1
∈S

P (wj
1
) log P (wj

1
).

As words are processed one by one, the sen-
tence probabilities change. When the firstt words
(i.e., the stringwt

1 ∈ W t) of a sentence have been
processed, the entropy of the probability distribu-
tion over sentences is

H(t) = −
∑

w
j
1
∈S

P (wj
1
|wt

1) log P (wj
1
|wt

1). (1)

In order to simplify later equations, we define
the functionh(y|x) = −P (y|x) log P (y|x), such
that Eq. 1 becomes

H(t) =
∑

w
j
1
∈S

h(wj
1
|wt

1).

If the first t words ofwj
1

do not equalwt
1 (or w

j
1

has fewer thant + 1 words),1 thenP (wj
1
|wt

1) = 0

soh(wj
1
|wt

1) = 0. This means that, for computing
H(t), only the words fromt + 1 onwards need to
be taken into account:

H(t) =
∑

w
j
t+1
∈S

h(wj
t+1
|wt

1).

The reduction in entropy due to processing the
next word,wt+1, is

∆H(t + 1) = H(t)−H(t + 1). (2)

Note that positive ∆H corresponds to a
decrease in entropy. According to Hale
(2006), the nonnegative reduction in entropy (i.e.,
max{0, ∆H}) reflects the cognitive effort in-
volved in processingwt+1 and should therefore be
predictive of reading time on that word.

2.2 Suffix entropy

ComputingH(t) is computationally feasible only
when there are very few sentences inS, or when
the language can be described by a small grammar.
To estimate entropy in more realistic situations, an

1Sincew
j

1 ends with< /s > and w
t
1 does not, the two

strings must be different. Consequently, ifw
j

1 is t words long,
thenP (wj

1|w
t
1) = 0.

obvious solution is to look only at the next few
words instead of all complete continuations ofwt

1.
Let Sm be the subset ofS containing all (and

only) sentences of lengthm or less, counting also
the </s> at the end of each sentence. Note that
this set includes the ‘empty sentence’ consisting
of only </s>. The set of length-m word strings
that do not end in</s> is Wm. Together, these
sets formWm = Wm ∪ Sm, which contains all
the relevant strings for defining the entropy over
strings up to lengthm.2 After processingwt

1, the
entropy over strings up to lengtht + n is:

Hn(t) =
∑

w
j
1
∈Wt+n

h(wj
1
|wt

1) =
∑

w
j
t+1
∈Wn

h(wj
t+1
|wt

1).

It now seems straightforward to define suffix-
entropy reduction by analogy with sentence-
entropy reduction as expressed in Eq. 2: Simply
replaceH by Hn to obtain

∆Hsuf
n (t + 1) = Hn(t)−Hn(t + 1). (3)

As indicated by its superscript label,∆Hsuf
n

quantifies the reduction in uncertainty about the
upcomingn-word suffix. However, this is concep-
tually different from the original∆H of Eq. 2,
which is the reduction in uncertainty about the
identity of the current sentence. The difference
becomes clear when we view the sentence proces-
sor’s task as that of selecting the correct element
from S. If this set of complete sentences is ap-
proximated byWt+n, and the task is to select one
element from that set, an alternative definition of
suffix-entropy reduction arises:

∆Hsent
n (t + 1)

=
∑

w
j
1
∈Wt+n

h(wj
1
|wt

1) −
∑

w
j
1
∈Wt+n

h(wj
1
|wt+1

1
)

=
∑

w
j
t+1
∈Wn

h(wj
t+1
|wt

1) −
∑

w
j
t+2
∈Wn−1

h(wj
t+2
|wt+1

1
)

= Hn(t)−Hn−1(t + 1). (4)

The label ‘sent’ indicates that∆Hsent
n quantifies

the reduction in uncertainty about which sentence
forms the current input. This uncertainty is ap-
proximated by marginalizing over all word strings
longer thant + n.

It is easy to see that

lim
n→∞

∆Hsuf
n = lim

n→∞
∆Hsent

n = ∆H,

2The probability of a stringwm
1 ∈ W

m is the summed
probability of all sentences with prefixwm

1 .
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so both approximations of entropy reduction ap-
propriately converge to∆H in the limit. Nev-
ertheless, they formalize different quantities and
may well correspond to different cognitive factors.
If it is true that cognitive effort is predicted by
the reduction in uncertainty about the identity of
the incoming sentence, we should find that word-
reading times are predicted more accurately by
∆Hsent

n than by∆Hsuf
n .

2.3 Relation to next-word entropy

In the extreme case ofn = 1, Eq. 4 reduces to

∆Hsent
1 (t + 1) = H1(t)−H0(t + 1) = H1(t),

so the reduction of entropy over the single next
word wt+1 equals the next-word entropy just be-
fore processing that word. Note that∆Hsent

1 (t+1)
is independent of the word att + 1, making it a
severely impoverished measure of the uncertainty
reduction caused by that word. We would there-
fore expect reading times to be predicted more ac-
curately by∆Hsent

n with n > 1, and possibly even
by ∆Hsuf

1 .
Roark et al. (2009) investigated the relation be-

tweenH1(t + 1) and reading time onwt+1, and
found a significant positive effect: Larger next-
word entropy directlyafter processingwt+1 cor-
responded to longer reading timeon that word.
This is of particular interest becauseH1(t + 1)
necessarily correlatesnegatively with entropy re-
duction ∆Hsent

n (t + 1): If entropy is large after
wt+1, chances are that it did not reduce much
through processing ofwt+1. Indeed, in our data
set, H1(t + 1) and ∆Hsent

n (t + 1) correlate be-
tweenr = −.29 and r = −.26 (for n = 2 to
n = 4) which is highly significantly (p ≈ 0) dif-
ferent from 0. Roark et al.’s finding of a positive
relation betweenH1(t + 1) and reading time on
wt+1 therefore seems to disconfirm the entropy-
reduction hypothesis.

3 Method

A set of language models was trained on a corpus
of POS tags of sentences. The advantage of using
POS tags rather than words is that their probabil-
ities can be estimated much more accurately and,
consequently, more accurate prediction of word-
reading time is possible (Demberg and Keller,
2008; Roark et al., 2009). Subsequent to training,
the models were made to generate estimates of sur-
prisal and entropy reductions∆Hsuf

n and∆Hsent
n

over a test corpus. These estimates were then com-
pared to reading times measured over the words
of the same test corpus. This section presents the
data sets that were used, language-model details,
and the evaluation metric.

3.1 Data

The models were trained on the POS tag se-
quences of the full WSJ corpus (Marcus et al.,
1993). They were evaluated on the POS-tagged
Dundee corpus (Kennedy and Pynte, 2005), which
has been used in several studies that investigate the
relation between word surprisal and reading time
(Demberg and Keller, 2008; Frank, 2009; Smith
and Levy, 2008). This 2 368-sentence (51 501
words) collection of British newspaper editorials
comes with eye-tracking data of 10 participants.
POS tags for the Dundee corpus were taken from
Frank (2009).

For each word and each participant, reading
time was defined as the total fixation time on that
word before any fixation on a later word of the
same sentence. Following Demberg and Keller
(2008), data points (i.e., word/participant pairs)
were removed if the word was not fixated, was
presented as the first or last on a line, contained
more than one capital letter or a non-letter (e.g.,
the apostrophe in a clitic), or was attached to punc-
tuation. Mainly due to the large number (over
46%) of nonfixations, 62.8% of data points were
removed, leaving 191 380 data points (between
16 469 and 21 770 per participant).

3.2 Language model

Entropy is more time consuming to compute than
surprisal, even forn = 1, because it requires es-
timates of the occurrence probabilities att + 1 of
all word types, rather than just of the actual next
word. Moreover, the number of suffixes rises ex-
ponentially as suffix lengthn grows, and, conse-
quently, so does computation time.

Roark et al. (2009) used an incremental PCFG
parser to obtainH1 but this method rapidly be-
comes infeasible asn grows. Low-order Markov
models (e.g., a bigram model) are more efficient
and can be used for largern but they do not form
particularly accurate language models. Moreover,
Markov models lack cognitive plausibility.

Here, Simple Recurrent Networks (SRNs) (El-
man, 1990) are used as language models. When
trained to predict the upcoming input in a word se-
quence, these networks can generate estimates of
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P (wt+1|w
t
1) efficiently and relatively accurately.

They thereby allow to approximate sentence en-
tropy more closely than the incremental parsers
used in previous studies. Unlike Markov models,
SRNs have been claimed to form cognitively re-
alistic sentence-processing models (Christiansen
and MacDonald, 2009). Moreover, it has been
shown that SRN-based surprisal estimates can cor-
relate more strongly to reading times than surprisal
values estimated by a phrase-structure grammar
(Frank, 2009).

3.2.1 Network architecture and processing

The SRNs comprised three layers of units: the in-
put layer, the recurrent (hidden) layer, and the out-
put layer. Each input unit corresponds to one POS
tag, making 45 input units since there are 45 dif-
ferent POS tags in the WSJ corpus. The network’s
output units represent predictions of subsequent
inputs. The output layer also has one unit for each
POS tag, plus an extra unit that represents</s>,
that is, the absence of any further input. Hence,
there were 46 output units. The number of recur-
rent units was fairly arbitrarily set to 100.

As is common in these networks, the input layer
was fully connected to the recurrent layer, which
in turn was fully connected to the output layer.
Also, there were time-delayed connections from
the recurrent layer to itself. In addition, each re-
current and output unit received a bias input.

The vectors of recurrent- and output-layer ac-
tivations after processingwt

1 are denotedarec(t)
andaout(t), respectively. At the beginning of each
sentence,arec(0) = 0.5.

The input vectorai
in, representing POS tagi,

consists of zeros except for a single element (cor-
responding toi) that equals one. When inputi is
processed, the recurrent layer’s state is updated ac-
cording to:

arec(t) = frec(Wrecarec(t− 1) + Wina
i
in + brec),

where matricesWin and Wrec contain the net-
work’s input and recurrent connection weights, re-
spectively;brec is the vector of recurrent-layer bi-
ases; and activation functionfrec(x) is the logistic
functionf(x) = (1+e−x)−1 applied elementwise
to x. The new output vector is now given by

aout(t) = fout(Woutarec(t) + bout),

whereWout is the matrix of output connection
weights;bout the vector of output-layer biases; and
fout(x) the softmax function

fi,out(x1, . . . , x46) =
exi

∑

j exj
.

This function makes sure thataout sums to one
and can therefore be viewed as a probability dis-
tribution: Thei-th element ofaout(t) is the SRN’s
estimate of the probability that thei-th POS tag
will be the input att + 1, or, in casei corresponds
to < /s >, the probability that the sentence ends
aftert POS tags.

3.2.2 Network training

Ten SRNs, differing only in their random initial
connection weights and biases, were trained us-
ing the standard backpropagation algorithm. Each
string of WSJ POS tags was presented once, with
the sentences in random order. After each POS in-
put, connection weights were updated to minimize
the cross-entropy between the network outputs and
a 46-element vector that encoded the next input (or
marked the end of the sentence) by the correspond-
ing element having a value of one and all others
being zero.

3.3 Evaluation

3.3.1 Obtaining surprisal and entropy

Sinceaout(t) is basically the probability distribu-
tion P (wt+1|w

t
1), surprisal andH1 can be read off

directly. To obtainH2, H3, andH4, we use the
fact that

P (wt+n
t+1

|wt
1) =

n
∏

i=1

P (wt+i|w
t+i−1
1

). (5)

Surprisal and entropy estimates were averaged
over the ten SRNs. So, for each POS tag of the
Dundee corpus, there was one estimate of surprisal
and four of entropy (forn = 1 to n = 4).

SinceHn(t) approximatesH(t) more closely
asn grows, it would be natural to expect a better
fit to reading times for largern. On the other hand,
it goes without saying thatHn is only a very rough
measure of a reader’s actual uncertainty about the
upcomingn inputs, no matter how accurate the
language model that was used to compute these
entropies. Crucially, the correspondence between
Hn and the uncertainty experienced by a reader
will grow even weaker with largern. This is ap-
parent from the fact that, as proven in the Ap-
pendix,Hn can be expressed in terms ofH1 and
Hn−1:

Hn(t) = H1(t) + E(Hn−1(t + 1)),
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Figure 1: Coefficient of correlation between es-
timates of surprisal and entropy reduction, as a
function of suffix lengthn.

whereE(x) is the expected value ofx. Obviously,
the expected value ofHn−1 is less appropriate as
an uncertainty measure than isHn−1 itself. Hence,
Hn can be less accurate thanHn−1 as a quantifi-
cation of the actual cognitive uncertainty. For this
reason, we may expect largern to result inworse
fit to reading-time data.3

3.3.2 Negative entropy reduction

Hale (2006) argued for nonnegative entropy re-
ductionmax{0, ∆H}, rather than∆H itself, as
a measure of processing effort. For∆Hsent, the
difference between the two is negligible because
only about 0.03% of entropy reductions are neg-
ative. As for∆Hsuf, approximately 42% of val-
ues are negative so whether these are left out
makes quite a difference. Since preliminary ex-
periments showed that word-reading times are pre-
dicted much more accurately by∆Hsuf than by
max{0, ∆Hsuf}, only ∆Hsuf and ∆Hsent were
used here, that is, negative values were included.

3.3.3 Relation between information measures

Both surprisal and entropy reduction can be taken
as measures for the amount of information con-
veyed by a word, so it is to be expected that they
are positively correlated. However, as shown in
Figure 1, this correlation is in fact quite weak,
ranging from .14 for∆Hsuf

4 to .38 for ∆Hsent
1 .

In contrast, ∆Hsuf
n and ∆Hsent

n correlate very
strongly to each other: The coefficients of correla-
tion range from.73 whenn = 1 to .97 for n = 4.

3Not to mention the realistic possibility that the cognitive
sentence-processing system does not abide by the normative
chain rule expressed in Eq. 5.
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Figure 2: Cumulativeχ2 distribution with 1 de-
gree of freedom, plotting statistical significance
(p-value) as a function of effect size.

3.3.4 Fit to reading times

A generalized linear regression model for gamma-
distributed data was fitted to the reading times.4

This model contained several well-known predic-
tors of word-reading time: the number of letters
in the word, the word’s position in the sentence,
whether the next word was fixated, whether the
previous word was fixated, log of the word’s rel-
ative frequency, log of the word’s forward and
backward transitional probabilities,5 and surprisal
of the part-of-speech. Next, one set of entropy-
reduction estimates was added to the regression.
The effect size is the resulting decrease in the re-
gression model’s deviance, which is indicative of
the amount of variance in reading time accounted
for by those estimates of entropy reduction. Fig-
ure 2 shows how effect size is related to statis-
tical significance: A factor forms a significant
(p < .05) predictor of reading time if its effect
size is greater than 3.84.

4 Results and Discussion

4.1 Effect of entropy reduction

Figure 3 shows the effect sizes for both measures
of entropy reduction, and their relation to suffix
lengthn. All effects are in the correct direction,
that is, larger entropy reduction corresponds to
longer reading time. These results clearly support
the entropy-reduction hypothesis: A significant

4The reading times, which are approximately gamma dis-
tributed, were first normalized to make the scale parameters
of the gamma distributions the same across participants.

5These are, respectively, the relative frequency of the
word given the previous word, and its relative frequency
given the next word.
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Figure 3: Size of the effect of∆Hsuf
n and∆Hsent

n

as a function of suffix lengthn.

fraction of variance in reading time is accounted
for by the entropy-reduction estimates∆Hsent

n ,
over and above what is explained by the other fac-
tors in the regression analysis, including surprisal.
Moreover, the effect of∆Hsent

n is larger than that
of ∆Hsuf

n , indicating that it is indeed uncertainty
about the identity of the current sentence, rather
than uncertainty about the upcoming input(s), that
matters for cognitive processing effort. Only at
n = 1 was the effect size of∆Hsent

n smaller than
that of ∆Hsuf

n , but it should be kept in mind that
∆Hsent

1 is independent of the incoming word and
is therefore quite impoverished as a measure of the
effort involved in processing the word. Moreover,
the difference between∆Hsent

1 and∆Hsuf
1 is not

significant (p > .4), as determined by the boot-
strap method (Efron and Tibshirani, 1986). In con-
trast, the differences are significant whenn > 1
(all p < .01), in spite of the high correlation be-
tween∆Hsent

n and∆Hsuf
n .

Another indication that cognitive processing ef-
fort is modeled more accurately by∆Hsent

n than by
∆Hsuf

n is that the effect size of∆Hsent
n seems less

affected byn. Even though∆H, the reduction in
entropy over complete sentences, is approximated
more closely as suffix length grows, increasingn

is strongly detrimental to the effect of∆Hsuf
n : It

is no longer significant forn > 2. Presumably,
this can be (partly) attributed to the impoverished
relation between formal entropy and psychologi-
cal uncertainty, as explained in Section 3.3.1. In
any case, the effect of∆Hsent

n is more stable. Al-
though∆Hsuf

n and∆Hsent
n necessarily converge as

n →∞, the two effect sizes seem to diverge up to
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Figure 4: Effect size of entropy reduction
(∆Hsent

n ), next-word entropy (H1), or surprisal,
over and above the other two predictors.

n = 3: The difference between the effect sizes
of ∆Hsent

n and∆Hsuf
n is marginally significantly

(p < .07) larger forn = 3 than forn = 2.

4.2 Effects of other factors

It is also of interest that surprisal has a significant
effect over and above entropy reduction, in the cor-
rect (i.e., positive) direction. When surprisal esti-
mates are added to a regression model that already
contains∆Hsent

n , the effect size ranges from 8.7
for n = 1 to 13.9 forn = 4. This show that there
exist independent effects of surprisal and entropy
reduction on processing effort.

Be reminded from Section 2.3 that Roark et al.
(2009) found a positive relation between reading
time onwt+1 andH1(t + 1), the next-word en-
tropy after processingwt+1. When that value is
added as a predictor in the regression model that
already contains surprisal and entropy reduction
∆Hsent

n , model fit greatly improves. In fact, as can
be seen from comparing Figures 3 and 4, the ef-
fect of ∆Hsent

n is strengthened by including next-
word entropy in the regression model. Moreover,
each of the factors surprisal, entropy reduction,
and next-word entropy has a significant effect over
and above the other two. In all cases, these ef-
fects were in the positive direction. This confirms
Roark et al.’s finding and shows that it is in fact
compatible with the entropy-reduction hypothesis,
in contrast to what was suggested in Section 2.3.
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5 Discussion and conclusion

The current results contribute to a growing body of
evidence that the amount of information conveyed
by a word in sentence context is indicative of the
amount of cognitive effort required for processing,
as can be observed from reading time on the word.
Several previous studies have shown that surprisal
can serve as a cognitively relevant measure for a
word’s information content. In contrast, the rele-
vance of entropy reduction as a cognitive measure
has not been investigated this thoroughly before.
Hale (2003; 2006) presents entropy-reduction ac-
counts of particular psycholinguistic phenomena,
but does not show that entropy reduction gener-
ally correlates with word-reading times. Roark et
al. (2009) presented data that could be taken as ev-
idence against the entropy-reduction hypothesis,
but the current paper showed that the next-word
entropy effect, found by Roark et al., is indepen-
dent of the entropy-reduction effect.

It is tempting to take the independent effects
of surprisal and entropy reduction as evidence
for two distinct cognitive representations or pro-
cesses, one related to surprisal, the other to en-
tropy reduction. However, it is very well possible
that these two information measures are merely
complementary formalizations of a single, cogni-
tively relevant notion of word information. Since
the quantitative results presented here provide no
evidence for either view, a more detailed qualita-
tive analysis is needed.

In addition, the relation between reading time
and the two measures of word information may
be further clarified by the development of mech-
anistic sentence-processing models. Both the sur-
prisal and entropy-reduction theories provide only
functional-level descriptions (Marr, 1982) of the
relation between information content and process-
ing effort, so the question remains which under-
lying mechanism is responsible for longer read-
ing times on words that convey more information.
That is, we are still without a model that pro-
poses, at Marr’s computational level, some spe-
cific sentence-processing mechanism that takes
longer to process a word that has higher surprisal
or leads to greater reduction in sentence entropy.
For surprisal, Levy (2008) makes a first step in
that direction by presenting a mechanistic account
of why surprisal would predict word-reading time:
If the state of the sentence-processing system is
viewed as a probability distribution over all possi-

ble interpretations of complete sentences, and pro-
cessing a word comes down to updating this distri-
bution to incorporate the new information, then the
word’s surprisal equals the Kullback-Leibler di-
vergence from the old distribution to the new. This
divergence is presumed to quantify the amount of
work (and, therefore, time) needed to update the
distribution. Likewise, Smith and Levy (2008) ex-
plain the surprisal effect in terms of a reader’s opti-
mal preparation to incoming input. When it comes
to entropy reduction, however, no reading-time
predicting mechanism has been proposed. Ideally,
of course, there should be a single computational-
level model that predicts the effects of both sur-
prisal and entropy reduction.

One recent model (Frank, 2010) shows that the
reading-time effects of both surprisal and entropy
reduction can indeed result from a single pro-
cessing mechanism. The model simulates sen-
tence comprehension as the incremental and dy-
namical update of a non-linguistic representation
of the state-of-affairs described by the sentence.
In this framework, surprisal and entropy reduc-
tion are defined with respect to a probabilistic
model of theworld, rather than a model of the
language: The amount of information conveyed
by a word depends on what is asserted by the
sentence-so-far, and not on how the sentence’s
form matches the statistical patterns of the lan-
guage. As it turns out, word-processing times in
the sentence-comprehension model correlate pos-
itively with both surprisal and entropy reduction.
The model thereby forms a computational-level
account of the relation between reading time and
both measures of word information. According
to this account, the two information measures do
not correspond to two distinct cognitive processes.
Rather, there is one comprehension mechanism
that is responsible for the incremental revision of
a mental representation. Surprisal and entropy re-
duction form two complementary quantifications
of the extent of this revision.
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Appendix

It is of some interest thatHn can be expressed in
terms ofH1 and the expected value ofHn−1. First,
note that

h(wj
t+1
|wt

1) = −P (wj
t+1
|wt

1) log P (wj
t+1
|wt

1)

= −P (wt+1|w
t
1)P (wj

t+2
|wt+1

1
) log

(

P (wt+1|w
t
1)P (wj

t+2
|wt+1

1
)
)

= P (wj
t+2
|wt+1

1
)h(wt+1|w

t
1) + P (wt+1|w

t
1)h(wj

t+2
|wt+1

1
).

For entropyHn(t), this makes

Hn(t) =
∑
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= H1(t) + E(Hn−1(t + 1)).
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