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In a series of papers over the last several  years,  
Noam Chomsky has argued for several specif ic propert ies of 
language which he claims are universal to all human 
languages [Chomsky 78, 76, 76]. These propert ies, which 
form one of the cornerstones of his current linguistic theory,  
are embodied in a set  of constraints on language, a se t  of 
rest r ic t ions on the operation of rules of grammar. 

This paper will outline two arguments presented at 
length in [Marcus 77]  demonstrating that important sub- 
cases of two of these constraints, the Subjacency Principle 
and the Specif ied Subject Constraint, fall out naturally from 
the st ructure "of a grammar interpreter called PARSIFAL, 
whose st ructure is in turn based upon the hypothesis that  a 
natural  language parser needn't  simulate a nondeterminist ic 
machine. This "Determinism Hypothesis" claims that  natural 
language can be parsed by a computationally simple 
mechanism that  uses neither backtracking nor pseudo- 
parallel ism, and in which all grammatical structure c rea ted  
by the parser is " indelible" in that it must all be output as 
part  of the structural analysis of the parser 's input. Once 
built, no grammatical structure can be discarded or a l tered 
in the course of the parsing process. 

In particular, this paper will show that  the 
s t ruc ture  of the grammar interpreter constrains its operat ion 
in such a way  that, by and large, grammar rules cannot 
parse sentences which violate either .the Specif ied Subject  
Constraint or the Subjacency. Principle. The component of 
the grammar interpreter  upon which this result principal ly 
depends is motivated by the Determinism Hypothesis; this 
resul t  thus provides indirect evidence for the hypothesis. 
This result also depends upon the use within a 
compLitational framework of the closely related notions of 
annotated surface structure and trace theory, which also 
der ive from Chomsky's recent work. 

( I t  should be noted that these constraints are far 
from universal ly accepted.  They are currently the source of 
much controversy;  for various crit iques of Chomsky's 
posit ion see [Postal 74; Bresnan 76]. However, what  is 
p resented  below does not argue for these constraints, per 
se, but rather provides a di f ferent sort of explanat ion, 
based on a processing model, of why the sorts of sentences 
which these constraints forbid are bad. While the e x a c t  
formulation of these constraints is controversial, the fac t  
tha t  some set  of constraints is needed to account for this 
range of data is generally agreed upon by most generat ive 

(jrammarians. The account which I will present  below is  
crucial ly l inked to Chomsky's, however, in that  t race theory 
is at the heart  of this account.) 

Because of space limitations, this paper deals only 
wi th those grammatical processes character ized by the 
competence rule "MOVE NP"; the constraints imposed by 
the grammar inter l)reter upon those processes 
character ized by the rule "MOVE WH-phrase" are discussed 
at length in [Marcus 77]  where I show that the behavior 
character ized by Ross's Complex NP Constraint [Ross 6 7 ]  
i tse l f  fol lows direct ly  from the structure of the grammar 
in te rpre te r  for rather di f ferent reasons than the behavior 
considered in this section. Also because of space 
l imitations, I will not at tempt to show that  the two  
constra ints I will deal with here necessar i ly  fol low from the 
grammar interpreter,  but rather only .that they natura l ly  
fo l low from the interpreter,  in part icular from a simple, 
natural formulation of a rule for passivization which i tse l f  
depends heavi ly upon the structure of the in terpreter .  
Again, necess i ty  is argued for in detail  in [Marcus 77].  

This pal)er will f i rst outline the structure of the 
grammar interpreter,  then present the PASSIVE rule, and 
tho.n f inally show how Chomsky% constraints "fal l  out "  of 
the formulation of PASSIVE. 

Before proceeding with the body of this paper, two  
other  important propert ies of the parser should be 
mentioned which will not be discussed here. Both are 
d iscussed at lengtl l  in [Marcus 77];  the f i rst  is ske tched 
as wel l  in [Marcus 781: 

1) Simple rules of grammar can by wr i t ten for this 
in terpre ter  which elegantly capture the s igni f icant 
general izat ions behind not only passivization, but also such 
construct ions as yes/no questions, imperatives, and 
sentences wi th existent ia l  there. These rules are 
reminiscent of the sorts of rules proposed within the 
f ramework of the theory of generat ive grammar, despi te  the 
fac t  that  the rules presented here must recover underlying 
s t ruc ture  given only the terminal string of the surface form 
of the sentence.  

2)The grammar interpreter provides a simple 
e×planat ion for the dif f iculty caused by "garden path"  
sentences,  such as "The cotton clothing is made of grows in 
Mississippi." Rules can be wr i t ten for this in terpreter  to  
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reso lve  local s t ructural  ambiguities which might seem to 
requi re nondeterminist ic parsing; the power of such rules, 
however ,  depends upon a parameter of the mechanism. 
Most  s t ructura l  ambiguit ies can be resolved, g iven an 
appropr ia te  set t ing of this parameter, but those which 
t yp i ca l l y  cause garden paths cannot. 

The St ruc tu re  o f  PARSIFAL 
PARSIFAL maintains two major data s t ructures:  a 

pushdown s tack  of incomplete donst i tuents cal led the active 
node stack, and a small th ree-p lace constituent buf fer  which 
conta ins const i tuents  which are complete, but whose higher 
leve l  grammatical function is as ye t  uncertain. 

Figure 1 below shows a snapshot of the parser 's  
da ta  s t ruc tures  taken while parsing the sen tence "John 
should have scheduled -the meeting.". Note that  the ac t i ve  
node s tack  in shown growing downward, so tha t  the 
s t ruc tu re  of the stack ref lects  the st ructure of  the  
emerging parse t ree.  At the bottom of the s tack  is an 
aux i l ia ry  node label led with the features modal, past, etc. ,  
which has as a daughter the modal "should". Above the 
bot tom of  the s tack  is an S node with an NP as a daughter ,  
dominating the word "John". There are two words in t im 
buf fer ,  the verb  "have"  in the f irst buf fer cell and the word 
"schedu led"  in the second. The two words " the meet ing"  
have  not y e t  come to the at tent ion of the parser. (The 
structures of form "(PARSE-AUX CPOOL)" and the l ike wil l  be 
exp la ined  below.) 

The Act ive Node Stack 
$1 (S DECL MAJOR S) / (PARSE-AUX CPOOL) 

NP : (John) 
AUX1 (MODAL PAST VSPL AUX) / (BUILD-AUX) 

MODAL : (should) 

1 ; 

2 :  

The Buffer 
WORD8 (~HAVE VERB TNSLESS AUXVERB PRES 

V-eS) : (have)  
WORD4 ("SCHEDULE COMP-OBJ VERB INF-OBJ 

V-eS ED=EN EN PART PAST ED) : (schedu led)  

Yet  unseen words: the meet ing .  

Figure 1 - PARSIFAL's two major data st ructures.  

The const i tuent  bt,ffer is the heart  of the grammar 
in te rp re te r ;  i t  is the central  feature that  dist inguishes this 
parser  from all others. The words that  make up the parser 's  
input f i rst  come to its at tent ion when they  appear  at  the 
end of this buf fer  a f te r  morphological analysis. Tr iggered 
by the words at  the beginning of the buffer, the parser may 
dec ide  to c rea te  a new grammatical const i tuent,  c rea te  a 
new  node at the bottom of the act ive node stack,  and then 
begin to a t tach  the const i tuents in the buf fer  to it. Af ter  
this new const i tuent  is completed, the parser will then pop 
the f~ew const i tuent  from the act ive node stack;  if the  
grammatical  role of this larger st ructure is as y e t  
undetermined,  the parser will insert it into the f i rst  cell of  
the buf fer .  The parser is f ree to examine the const i tuents  
in the buf fer ,  to ac t  upon them, and to o therwise use the 
buf fe r  as a workspace.  

While the buf fer  allows the parser to examine  

some of  the c o n t e x t  surrounding a given const i tuent ,  i t  does 
not  a l low arb i t rary  Iook-al lead. The length of the bu f fe r  is 
s t r i c t l y  l imited; in the version of the parser p resented here, 
the  buf fe r  has only three cells. (The buf fer  must be 
e x t e n d e d  to f ive cells to al low the parser to build NPs in a 
nlanner which is t ransparent  to the "clause leve l "  grammar 
rules which will be presented in this paper. This e x t e n d e d  
parser  sti l l  has a window of only three cells, but the 
e f f e c t i v e  s ta r t  of the buffer can be changed through an 
"a t t en t i on  ~hift ing mechanism" whenever  the parser  is 
building an NP. I n  e f fec t ,  this ex tended  parser  has two  
" log ica l "  buf fers of length three, one for NPs and another  
for c lauses, wi t l l  these two buffers implemented by al lowing 
an over lap  in one larger buffer. For detai ls, see [Marcus 
77].)  

Note t l la t  each of the three cells in the buf fer  can 
hold a grammatical consHtuent of any type,  .where a 
cons t i tuen t  is any t ree that  the parser has cons t ruc ted  
under a single root node. The size of the s t ruc ture  
underneath  the node is immaterial; both " tha t "  and " t ha t  
the  big green cookie monster's toe got s tubbed"  are 
p e r f e c t l y  good const i tuents once the parser  has 
cons t ruc ted  a subordinate clause from the la t ter  phrase, 

The const i tuent  buffer and the ac t ive  node s tack  
are ac ted  upon by a grammar which is made up of  
p a t t e r n / a c t i o n  rules; this grammar can be v iewed  as an 
augmented  form o f  Newell and Simon's production sys tems 
[Newel l  & Simon 72]. Each rule is made up of a pa t te rn ,  
which is matched against some subset of the const i tuents  
of the buf fer  and the accessible nodes in the ac t i ve  node 
s tack  (about  which more will be said below), and an act ion, 
a sequence  of operat ions which acts on these const i tuents .  
Each rule is assigned a numerical priority, which the 
grammar in te rp re te r  uses to arb i t rate simultaneous matches.  

The grammar as a whole is s t ructured into rule 
packets, clumps of grammar rules which can be ac t i va ted  
and deac ( i va ted  as a group; the grammar in te rp re te r  only 
a t temp ts  to match rules in packets  that  have been 
a c t i v a t e d  by the grammar. Any grammar rule can ac t i va te  a 
p a c k e t  by associat ing that  packet  with the const i tuent  a t  
the bot tom of the ac t ive  node stack. As long as that  node 
is a t  the bottom of the stack, the packets assoc ia ted wi th  
it are ac t i ve ;  when that  node is pushed into the s tack,  the 
packe ts  remain associated with it, but become ac t i ve  again 
only when that  node reaches the bottom of the stack.  For 
example ,  in f igure 1 above, the packet  BUILD-AUX is 
assoc ia ted  wi th the bottom of the stack, and is thus ac t i ve ,  
whi le  the packe t  PARSE-AUX is associated with the S node 
above  the auxi l iary.  

The grammar rules themselves are wr i t ten  in a 
language cal led PIDGIN, an English-like formal language tha t  
is t rans la ted  into LISP by a simple grammar t ranslator  based 
on the notion of top-down operator  precedence [Pra t t  73] .  
This use of pseudo-English is similar to t i le use of pseudo-  
English in the grammar for Sager's STRING parser [Sager  
73.]. Figure 2 below gives a schematic ove rv i ew  of the 
organizat ion of the grammar, and exhibi ts some of the rules 
tha t  make up the packe t  PARSE-AUX. 

A few comments on the grammar notat ion i tse l f  are  

237 



in order.  The general  form of each grammar rule is: 

{Rule (name)  priori ty: <pr ior i ty)  in ( p a c k e t )  
<pa t te rn )  --> <action)} 

Each pa t te rn  is of tl~e form : 

[ (desc r ip t ion  of 1st buffer cons t i t uen t ) ]  [ < 2 n d ) ]  
[<3 rd> ]  

The symbol "=", used only in pat tern descript ions, is to  be 
read as "has the feature(s) " .  Features of the form 
" *<word>"  mean "has time root <word)" ,  e.g. "*have" means 
"has the root "have" " .  The tokens "1s t " ,  "2nd" ,  "3 rd "  and 
"C"  (or " c " )  re fer  to the const i tuents in the 1st, 2nd, and 
3rd buf fe r  posit ions and the current ac t ive  node (i.e. the  
bot tom of the stack) ,  respect ive ly .  The PIDGIN code of the 
rule pa t te rns  should otherwise be fair ly se l f -exp lana to ry .  

Prior i ty 

1st 

5: [ ] 
10: [ ] 
10: [ ] 

10: [ 
15: ( 

Pat tern Action 
Description of: 
2nd 3 rd  The S tack  

PACKET1 
[ ] [ ] - -> ACTION1 

[ ] - - )  ACTION2 
[ ] [ ] [ ] - - )  ACTION8 

PACKET2 
[ ] - -> ACTION4 

[ ] - - )  ACTION5 

(a) - Time structure of time grammar. 

{RULE START-AUX PRIORITY: 10. IN PARSE-AUX 
[ = v e r b ]  - -> 
Crea te  a new aux node. 
Label  C wi th  the meet of the features of 1st  and pres, 

past,  future,  tnsless. 
Ac t i va te  bu i ld -aux. }  

{RULE TO-INFINITIVE PRIORITY: 10. IN PARSE-AUX 
[=~to, a u x v e r b ]  [= tns less ]  - - )  
Label  a new aux node inf. 
A t tach  1st  to  C as to. 
Ac t i va te  bu i ld -aux. }  

(b) - Some grammar rules that  ini t iate auxi l iar ies.  

Figure 2 

Time parser (i.e. time grammar in te rp re te r  
in te rp re t ing  some grammar) operates  by a t tach ing  
cons t i t uen ts  which are in the buf fer  to the const i tuent  a t  
the  bot tom of the s tack;  functionally, a const i tuent  is in the  
s tack  when the parser is at tempt ing to find its daughters,  
and in the buf fer  when the parser is at tempt ing to f ind i ts 
mother.  Once a const i tuent  in the buf fer  has been 
a t t ached ,  the grammar in terpreter  will automat ical ly  remove 
i t  from the buf fer ,  fi l l ing in the 'gap by shift ing to the le f t  the 
cons t i tuen ts  formerly to its right. When the parser  has 
comple ted  the const i tuent  at the bottom of the s tack,  i t  
pops tha t  const i tuent  from the ac t ive  node s tack ;  the 
cons t i t uen t  e i ther  remains a t tached to its parent,  if i t  was  
a t t a c h e d  to some larger const i tuent  When it was c rea ted ,  or 
e lse  i t  fal ls into the f irst cell of the const i tuent  buf fer ,  

shi f t ing time buf fer  to time riglmt to c rea te  a gap (and causing 
aim error if the buf fer  was already full). If the const i tuents  
in the  buf fe r  provide suf f ic ient  ev idence that  a cons t i tuent  
of  a g iven t ype  should be ini t iated, a new node of tha t  t y p e  
can be c rea ted  and pushed onto time stack;  this new node 
can also be a t tached  to the node at the bottom of  the  
s tack  be fore  the s tack is pushed, if t ime grammatical  
funct ion of the new const i tuent  is clear when i t  is c rea ted .  

This s t ructure is mot ivated by severa l  prOpert ies 
which, as is argued in [Marcus 77] ,  any "non-  
nondetermin is t ic "  grammar in terpreter  must embody. These 
pr incip les,  and their  embodiment in PARSIFAL, are as fo l lows:  

1 ) A determinist ic parser must be at least part ial ly data 
driven. A grammar for PARSIFAL is made up of  
pa t te rn /ac t iOn rules which are t r iggered when 
const i tuents  which fulfill speci f ic  descr ip t ions 
appear  in the buffer. 

2) A determinist ic parser must be able to ref lect  
expectations that fol low from the partial structures 
bui l t  up dur ing the parsing process. Packe ts  o f  
rules can be ac t i va ted  and deac t i va ted  by  
grammar rules to re f lec t  the proper t ies of  the 
const i tuents  in the act ive node stack.  

3) A determinist ic parser must have some sort of  
constrained look-ahead faci l i ty. PARSIFAL's bu f fe r  
prov ides this constrained look-ahead. Because the  
buf fer  can hold severa l  const i tuents,  a grammar 
rule can examine the con tex t  that  fol lows the f i rs t  
const i tuent  in the buffer before deciding wha t  
grammatical role it fills in a higher leve l  s t ruc ture .  
The key  idea is that  the size of the buf fer  can be 
sharply  constrained if each location in the bu f fe r  
can hold a single complete const i tuent ,  regard less  
of  tha t  const i tuent 's  size. It must be stressed that 
this look-ahead abi l i ty must be constrained in some 
manner, as it is here by l imi t ing the length of the 
buffer~ otherwise the "determinism" claim is 
VACUOUS. 

The  Genera l  Gran~mat ical  F r a m e w o r k  - Traces 
The form of the st ructures that  time cur ren t  

grammar builds is based on the notion of Annotated Surface 
Structure. This term has been used in two d i f fe ren t  senses 
by Winograd I-Winograd 71 ]  and CImomsky [Cl lomsky 7,3]; 
the  usage of t ime term here can be thought of as a 
syn thes is  of the two concepts.  Following Winograd, tlmis 
term wil l  be used to refer  to a notion of sur face s t ruc tu re  
annotated by the addit ion of a set of features to each node 
in a parse t ree.  Following Chomsky, time term will be used to  
re fe r  to a notion of surface structure annota ted  by the 
addi t ion of aim element cal led trace to ind icate the  
"under ly ing posi t ion" of "sh i f ted"  NPs. 

In current  l inguistic theory,  a t race is essent ia l l y  a 
"phonolog ica l ly  null" NP in the sur face s t ruc ture  
rep resen ta t i on  of a sentence that  has 11o daughters but  is 
"bound"  to the NP that  f i l led that  position at some leve l  of 
under ly ing st ructure.  In a sense, a t race can be v i ewed  as 
a "dummy" NP that  serves as a placeholder for the NP tha t  
ear l ie r  f i l led tha t  posit ion; in the same sense, the trace's 
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binding can be v iewed as simply a pointer to tha t  NP. It 
should be s t ressed at the outset,  however,  that  a t race  is 
indist inguishable from a normal NP in terms of normal 
grammatical  processes;  a t race is an NP, even though i t  is 
an NP that  dominates no lexical  material. 

There are severa l  reasons for choosing a proper ly  
anno ta ted  sur face structure as a primary output  
rep resen ta t i on  for syntact ic  analysis. While a deepe r  
analys is  is needed to recover  the p red ica te /a rgument  
s t ruc tu re  of a sentence (ei ther in terms of Fillmore case 
re lat ions [Fillmore 68 ]  or Gruber/Jackendof f  " themat ic  
re la t ions"  [Gruber 65; Jackendof f  72]) ,  phenomena such as 
focus, theme, pronominal reference,  scope of quant i f icat ion,  
and the like can be recovered only from the sur face  
s t ruc tu re  of a sentence.  By means of proper annotat ion,  i t  
is possible to encode in the surface st ructure the "deep" 
syntactic i.formation necessary to recover underlying 

predicate/argument relations, and tht,s to encode in the 

same formalism both deep syntactic relations and the 

sur face  order  needed for pronominal re ference and the  
o ther  phenomena l isted above. 

Some examples of the use of t race are g iven in 
Figure 3 immediately below. 

( l a )  lJhat d i d  John g i v e  to  Sue? 
( l b }  IJhat d i d  John g i v e  t to  Sue? 

I I 
( l c )  John gave what to  Sue. 

(2a) The mee t i ng  Has schedu led  f o r  Wednesdag. 
(2b} The mee t i ng  uas schedu led  t f o r  Wednesdag. 

I I 
(2c} V schedu led  ameeting f o r  Wednesdag. 

( 3a ) John  gas b e l i e v e d  to be happg. 
(3b }John  gas b e l i e v e d  [S t to  be happg ] .  

I I 

F i g u r e  3 - Some examples o f  the use o f  t r a c e .  

One use of t race is to indicate the under ly ing 
posi t ion of the wh-head of a question or re la t ive clause. 
Thus, the s t ructure built by the parser for ,3.1a would 
include the t race shown in 8.1b, with t i le t race 's  binding 
shown by the line under the sentence.  The posit ion of  the 
t r ace  indicates that  ,3.1a has an underlying s t ruc tu re  
analoqous to the over t  surface structure of 3.1c. 

Another use of t race is to indicate the under ly ing 
posi t ion of the sur face subject  of a passivized clause. For 
example ,  8.2a will be parsed into a st ructure that  includes a 
t race  as shown as 8.2b; this t race indicates tha t  the 
suh jec t  of the passive has the underlying posit ion shown in 
3.2e. The symbol "V" signif ies the fac t  that  the sub jec t  
posi t ion of (2c)  is f i l led by an NP that  dominates no lex ica l  
s t ructure.  (Following Chomsky, I assume that  a pass ive  
sen tence  in fac t  has no underlying subject, tha t  an 
agen t i ve  "by  NP" preposit ional phrase or iginates as such in 
under ly ing str l ,c ture.)  The t race in (,3b) indicates tha t  the 
phrase " to  be happy",  which the brackets show is rea l ly  an 
embedded clause, has an underlying sub jec t  which is 
ident ica l  wi t l l  the sor face sub ject  of the matr ix  S, the 

c lause tha t  dominates the embedded complement. Note 
tha t  wha t  is conceptua l ly  t i le underlying sub jec t  of  the 
embedded clause has been passivized into sub jec t  posi t ion 
of  the  matr ix  S, a phenomenon commonly cal led "ra is ing".  
The analys is of tiffs phenomenon assumed here der ives from 
[Chomsky  73] ;  i t  is an a l ternat ive to the classic analys is 
which invo lves "raising" the sub ject  of the embedded 
c lause into ob jec t  position of the matr ix S be fo re  
pass iv iza t ion ( for  detai ls of this la ter  analysis see [Posta l  
74 ] ) .  

The Passive Rule 
In this sect ion and the next ,  I will br ie f ly  ske tch  a 

solut ion to  the phenomena of passivizat ion and "ra is ing" in 
the c o n t e x t  of a grammar for PARSIFAl_. This sect ion wil l  
p resen t  the Passive rule; the nex t  sect ion will show how 
this rule, w i thout  al terat ion, handles the "raising" cases. 

Let us begin with the parser in the s ta te  shown in 
f igure 4 below, in the midst of parsing 0.2a above.  The 
analys is  process for the sentence prior to this point is 
essen t ia l l y  paral le l  to the analysis of any simple dec la ra t i ve  
wi th  one except ion= the rvle PASSIVE-AUX in packe t  BUILD- 
AUX has decoded the passive morphology in the aux i l ia ry  
and g iven the auxi l iary the feature passive (al though this 
f ea tu re  is not visible in f igure 4). At the point we begin our 
example ,  t i le  packe t  SUBJ-VERB is act ive.  

C: 

The Act ive Node Stack ( 1. deep) 
$21 (S DECL MAJOR) / (SS-FINAL) 

NP : (The meeting) 
AUX : (was) 
VP:¢ 

VPI 7 (VP) / (SUBJ-VERB) 
VERB : (scheduled) 

2 :  

The Buffer 
PP14 (PP) : ( for Wednesday) 
WORD162 (". FINALPUNC PUNC) : (.) 

Figure 4 - Partial analysis of a passive sentence:  
a f te r  the verb has been at tached.  

Tile packe t  SUBJ-VERB contains, among other  rules, the rule 
PASSIVE, shown in f igure 5 below. The pat tern  of this rule 
is fu l f i l led if the auxi l iary of the S node dominating the 
cur ren t  ac t i ve  node (which will a lways be a VP node if 
p a c k e t  SUBJ-VERB is ac t ive)  has the feature  passive, and 
the S node has not ye t  been labelled np-preposed. (The 
nota t ion ""~ C" indicates that  this rule matches against  the 
two  access ib le  nodes in the stack, not against the con ten ts  
of  the  buf fer . )  The action of the rule PASSIVE simply 
c r e a t e s  a t race,  sets  the binding of the t race to the  
s u b j e c t  of the dominating S node, and then drops the new 
t r ace  into the buffer.  
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{RULE PASSIVE IN SUBJ-VERB 
[~" c; the aux of the s above c is passive; 

the s above c is not np-preposed]  --> 
Label  the s above c np-preposed. 
Crea te  a new np node label led trace. 
Se t  the binding of c to the np of the s above c. 
Drop c.}  

Figure 5 - Six lines of code captures np-preposing. 

The s ta te  of the parser a f te r  this rule has been execu ted ,  
w i th  the parser previously in the s ta te  in f igure 4 above,  is 
shown in f igure 6 below. $21 is now label led wi th the  
featurenp-preposed, and there is a t race, NP53, in the f i rs t  
bu f fe r  posit ion. NP53, as a t race, has no daughters,  but is 
bound to the sub jec t  of $21.  

C: 

The Act ive Node Stack ( 1. deep) 
$21 (NP-PREPOSED S DECL MAJOR) / (SS-FINAL) 

NP : (The meeting) 
AU× : (was) 
VP:~ 

VP17 (VP) / (SUBJ-VERB) 
VERB : (scheduled) 

1 : 

2 :  
3 :  

The Buffer 
NP53 (NP TRACE) : bound to: (The meet ing) 
PP14 (PP) : ( for Wednesday) 
WORD162 (*. FtNALPUNC PUNC) : (.) 

Figure 6 - After PASSIVE has been execu ted .  

Now rules will rut] which will ac t i va te  the ' two 
packe ts  SS-VP and INF-COMP, given that  the verb  of VP17 
is "schedu le" .  These two packets  contain rules for parsing 
simple ob jec ts  of non-embedded Ss, and in f in i t ive 
complements,  respect ive ly .  Two such rules, each of which 
ut i l ize an NP immediately following a verb, are given in f igure 
7 helow. The rule OBJECTS, in packet  SS-VP, picks up an 
NP a f te r  the verb  and a t taches it to the VP node an a 
simple ob jec t .  The rule INF-S-STARTI, in packe t  INF-COMP, 
t r iggers  when an NP is fol lowed by " to"  and a tense less  
verb ;  it in i t ia tes an inf ini t ive complement and a t taches  the 
NP as its subject .  (An example of such a sen tence  is "We 
w a n t e d  John to give a seminar nex t  week" . )  The rule INF- 
S-START1 must have a higher prior i ty than OBJECTS 
because  t l ie  pa t te rn  of OBJECTS is fulf i l led by any s i tuat ion 
tha t  fulf i l ls the pat tern  of INF-S-START1; if both rules are in 
ac t i ve  packe ts  and match, the higher pr ior i ty of INF-S- 
START1 will cause it to be run instead of OBJECTS. 

{RULE OBJECTS PRIORITY: 10 IN SS-VP 
[=np] --> 

At tach  1st  to c as np.} 

{RULE INF-S-START1 PRIORITY: 5. IN INF-COMP 
[=np ]  [ : ~ t o , a u x v e r b ]  [ : t ns l ess ]  --> 
Label a new s node sac, inf-s. 
A t tach  1st to c as np. 
Ac t i va te  pa rse -aux . }  

Figure 7 - Two rules which util ize an NP fol lowing a verb.  

While there  is not space to continue the example  
here in detai l ,  l lote that  the rule OBJECTS will t r igger  w i th  
the  parser  in the s ta te  shown in f igure 6 above,  and wil l  
a t t ach  NP53 as the ob jec t  of the verb "schedule.  OBJECTS 
is thus to ta l l y  indi f ferent  both to the fac t  that  NP53 was 
not a regular NP, but rather a t race,  and the fac t  tha t  NP53 
did not or ig inate in the input string, but was placed into the  
bu f fe r  by grammatical processes. Whether or not this rule 
is e x e c u t e d  is absolute ly unaf fec ted by d i f f e rences  
b e t w e e n  an ac t ive  sentence and its passive form; the  
analys is  process for e i ther is identical as of this point in the 
parsing process. Thus, the an'alysis process will be e x a c t l y  
paral le l  in both cases a f ter  the PASSIVE rule has been 
e x e c u t e d .  (I remind the reader that  the analysis of pass ive  
assumed above,  fol lowing Chomsky, does not assume a 
process of "agent  delet ion",  "sub jec t  postposing" or the  
l ike.) 

Passives in Embedded Complements - " R a i s i n g "  

The reader  =nay have wondered why  PASSIVE 
drops the t race it c reates  into the buf fer  ra ther  than 
immediate ly  at taching the new t race to the VP node. As w e  
wil l  nee below, such a formulation of PASSIVE also co r rec t l y  
ana lyzes  passives like 3.3a above which involve "ra is ing",  
but wi th  no addit ional complex i ty  added to the grammar, 
co r rec t l y  captur ing an important general izat ion about  
English. To show the range of the general izat ion,  the  
examp le  which we will invest igate  in this sect ion, sen tence  
( t )  in f i g . r e  8 below, is ye t  a level  more complex than ,3.3a 
above ;  its analysis is shown schemat ical ly  in 8.2. In this 
examp le  there  are two t races:  the f irst, the sub jec t  of t he  
embedded clause, is bound to the sub jec t  of the major 
c lause,  the second, t i le  ob jec t  of the embedded S, is bound 
to  the f i rst  t race,  and is thus ul t imately bound to  the  
sub jec t  of the higher S as well. Thus the under ly ing 
posi t ion of t i le NP " the meeting" can be v iewed  as being 
the ob jec t  posit ion of the embedded S, as shown in 8.3. 

( 1 )The meet ing was be l ieved to have been scheduled for 
Wednesday.  

(2)The meet ing was be l ieved [s t to have been scheduled 
t for Wednesday ]  

(3)  v be l ieved  [s v to have scheduled the meeting for  
Wednesday ] .  

Figure 8 - This example shows simple passive and raising. 

We begin our example, once again, r ight a f t e r  
" b e l i e v e d "  has been a t tached to VP20, the current  ac t i ve  
node, as shown in f igure 9 below. Note that  the AUX node 
has been label led passive, although this fea tu re  is not  
shown here. 
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C: 

The Act ive Node Stack ( 1. deep) 
$22  (S DECL MAJOR) / (SS-FINAL) 

NP : (The meeting) 
AUX : (was) 
V P : $  

VP20 (VP) / (SUBJ-VERB) 
VERB : (bel ieved) 

1 : 

2 :  

The Buffer 
WORD166 (~TO PREP AUXVERB) : ( to)  
WORD107 ("HAVE VERB TNSLESS AUXVERB 

PRES ...) : (have)  

Figure 9 - Af ter  the verb has been a t tached.  

The packe t  SUB J-VERB is now act ive ;  the PASSIVE 
rule, conta ined in this packet  now matches and is execu ted .  
This rule, as s ta ted  above, c reates a t race,  binds i t  to  the  
sub jec t  of the current  clause, and drops t i le t race into the  
f i rst  cell in the buffer. The result ing s ta te  is shown in 
f igure 10 below. 

C: 

The Act ive Node Stack ( 1. deep) 
$22 (NP-PREPOSED S DECL MAJOR) / (SS-FINAL) 

NP : (The meeting) 
AUX : (was) 
V P : $  

VP20 (VP) / (SUBJ-VERB) 
VERB : (bel ieved)  

1 : 

2 :  
3 :  

The Buffer 
NP55 (NP TRACE) : bound to: (The meet ing) 
WORD166 (~TO PREP AUXVERB) : ( to) 
WORD167 (~HAVE VERB TNSLESS AUXVERB 

PRES ...) : (have)  

Yet unseen words: been scheduled for Wednesday .  

Figure 10 - Af ter  PASSIVE has been execu ted .  

Again, rules will now be execu ted  which wil l  
a c t i v a t e  the packe t  SS-VP (which contains the rule 
OBJECTS) and, since "be l ieve"  takes inf ini t ive complements, 
the packe t  INF-COMP (which contains INF-S-START1), 
among others.  (These rules will also deac t i va te  the packe t  
SUI',J-VERB.) Now the pat terns of OBJECTS and INF-S- 
START1 will bot l l  match, and INF-S-START1, shown above  in 
f igure 7, will be execu ted  by the in terpreter  since it has 
t i le  higher priori ty. (Note once again that  a t race  is a 
p e r f e c t l y  normal NP from the point v iew of t i le  pa t te rn  
matching process.)  This rule now creates a new S node 
label led inf in i t ive and at taches the t race NP,.55 to the new  
in f in i t ive as its subject .  The result ing s ta te  is shown in 
f igure 11 below. 

C: 

Tile Act ive Node Stack ( 2. deep) 
$22  (NP-PREPOSED S DECL MAJOR) / (SS-FINAL) 

NP : (The meeting) 
AUX : (was) 
V P : $  

VP20 (VP) / (SS-VP THAT-COMP INF-COMP) 
VERB : (bel ieved)  

$2,3 (SEC INF-S S) / (PARSE-AUX) 
NP : bound to: (The meeting) 

1 : 

2 :  

Tile Buffer 
WORD166 (*TO PREP AUXVERB) : ( to) 
WORD167 (*HAVE VERB TNSLESS AUXVERB 

PRES ...) : (have)  

Yet  unseen words: been scheduled for Wednesday .  

Figure 11 o Af ter  INF-S-START1 has been execu ted .  

We are now well on our way  to the desi red 
analysis.  An embedded inf ini t ive has been ini t iated, and a 
t race  bound to the sub ject  of the dominating S has been 
a t t a c h e d  as its subject ,  although no rule has exp l i c i t l y  
" l owe red "  the t race from one clause into the other. 

The parser will now proceed e x a c t l y  as in the 
prev ious example.  It will build t i le auxi l iary, a t tach  it, and 
a t t ach  t i le  verb  "scheduled" to a new VP node. Once again 
PASSIVE will match and be executed,  creat ing a t race,  
binding it to the sub jec t  of the clause (in this case i tse l f  a 
t race) ,  and dropping the new t race into the buffer.  Again 
the  rule OBJECTS will a t tach the t race NP67 as the ob jec t  
of  VP21, and the parse will then be completed by 
grammatical  processes which will not be discussed here. An 
ed i t t ed  form of the t ree structure which results is shown in 
f igure 12 below. A t race is indicated in this t ree by giving 
the terminal str ing of its ult imate binding in parentheses.  

(NP-PREPOSED S DECL MAJOR) 
NP: (MODIBLE NP DEF DET NP) 

The meeting 
AUX: (PASSIVE PAST V18S AUX) 

W a S  

VP: (VP) 
VERB: be l ieved 
NP: (NP COMP) 

S: (NP-PREPOSED sEC INF-S S) 
NP: (NP TRACE) (bound* to: The meet ing) 
AUX: (PASSIVE PERF INF AUX) 

to have been 
VP: (VP) 

VERB: scheduled 
NP: (NP TRACE) (bound* to: The meet ing)  
PP: (PP) 

PREP: for 
NP: (NP TIME DOW) 

Wednesday 

Figure 1 2 -  Tile final t ree structure.  

This example demonstrates that  the simple 
formulat ion of  the PASSIVE rule presented above,  
in te rac t ing  wi th  o ther  simply formulated grammatical rules 
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for  parsing ob jec ts  and init iating embedded inf in i t ives,  
a l lows a t race to be a t tached ei ther as the ob jec t  of a ve rb  
or as the sub jec t  of an embedded infinit ive, wh ichever  is 
the  appropr ia te  analysis for a given grammatical s i tuat ion.  
Because the PASSIVE rule is formulated in such a w a y  tha t  
it drops the t race it c reates into the buffer,  la ter  rules, 
a l ready  formulated to t r igger on an NP in the buffer,  wil l  
ana lyze  sen tences  with NP-preposing e x a c t l y  the same as 
those  wi thout  a preposed subject .  Thus, we see t h a t  the  
ava i lab i l i t y  of the buf fer  mechanism is crucial to captur ing 
this general izat ion;  such a general izat ion can only be 
s t a t e d  by a parser with a mechanism much like the bu f fe r  
used here. 

The G r a m m a r  I n t e r p r e t e r  and C h o m s k y ' s  Constraints 
Before turning now to a sketch of a computat ional  

accoun t  of Chomsky's constraints, there are seve ra l  
impor tant  l imitations of this work which must be enumerated.  

First of all, while two of Chomsky's constra ints  
seem to fall out of the grammar interpreter ,  there seems to  
be no app.arent account of a third, the Proposit ional Island 
Constra int ,  in terms of this mechanism. 

Second, Chomsky's formulation of t hese  
const ra in ts  is in tended to apply to all rules of grammar, both 
syn tac t i c  rules (i.e. t ransformations) and those rules of  
semant ic  in terpreta t ion which Chomsky calls "rules of  
const rua l " ,  a se t  of shallow semantic rules which govern 
anaphor ic processes [Chomsky 77].  The discussion here 
wil l  only touch on purely syntact ic  phenomena; the quest ion 
of  how rules of semantic interpretat iqn can be meshed wi th  
the  f ramework  presented in this document has ye t  to be 
inves t iga ted .  

Third, the arguments presented below deal only 
w i th  English, and in fac t  depend strongly upon severa l  fac ts  
about  English syn tax ,  most crucial ly upon the fac t  t ha t  
English is subject - in i t ia l .  Whether these arguments can be 
success fu l l y  e x t e n d e d  to other  language types  is an open 
quest ion,  and to this e x t e n t  this work must be considered 
e x p loratory.  

And f inal ly, I will not show that  these constra ints  
must be t rue without exception; as we will see, there  are 
var ious si tuat ions in which the constraints imposed by the 
grammar in te rp re te r  can be circumvented. Most of t hese  
s i tuat ions,  though, will be shown to demand much more 
complex  grammar formulations than those typ ica l ly  needed  
in the grammar so far constructed. This is quite in keeping 
wi th  the suggest ion made by Chomsky [Chomsky 77"] tha t  
the  constra ints are not necessar i ly  wi thout  excep t ion ,  but  
ra ther  that  excep t ions  will be "highly marked" and 
the re fo re  will count heavi ly  against any grammar tha t  
includes them. 

The Specified Subject Constraint 
The Speci f ied Subject  Constraint (SSC), s t a t ed  

informally,  says that  no rule may involve two const i tuents  
tha t  are Dominated by d i f ferent  cycl ic nodes unless the 
lower  of the two  is the sub ject  of an S or NP. Thus, no rule 
may involve const i tuents  X and Y in tl~e st ructure shown in 
f igure 13 below, if cl and ~ are cycl ic nodes and Z is the  
sub jec t  of c(, Z dist inct  from X. 

[ e . . . Y . . . [ ~  z , , . x . . . ] . . . Y . . . ]  

Figure 18 - SSC: 
No rule can involve X and Y in this st ructure.  

The SSC expla ins why the surface sub jec t  posit ion 
of ve rbs  like "seems" and "is cer ta in"  which have no 
under ly ing sub jec t  can be fi l led only by the sub jec t  and not  
the ob jec t  of the embedded S: The rule "MOVE NP" is f ree  
to shi f t  any NP into the empty sub ject  posit ion, but is 
const ra ined by the SSC so that  the ob jec t  of the embedded 
S cannot  be moved out o f  that  clause. This exp la ins  why  
(a) in f igure 14 below, but not 14b, can be der ived  from 
14c;  the der ivat ion of 14b from 14c would v io la te  the SSC. 

(a) John seems to like Mary. 
(b)*Mary  seems John to like. 
(c) v seems is John to like Mary]  

Figure 14 - Some examples i l lustrating the 8S(3. 

In essence,  then, the Specif ied Subject  Constra int  
const ra ins the rule "MOVE NP" in such a way  tha t  only the 
s u b j e c t  of a clause can be moved out of that  c lause into a 
posi t ion in a higher S. Thus, if a t race in an anno ta ted  
sur face  s t ruc ture  is bound to an NP Dominated by a higher 
S, that  t race  must fill the sub ject  position of the lower  
c lause.  

In the remainder of this sect ion I wil l show tha t  the  
grammar in te rp re te r  constrains grammatical p rocesses in 
such a w a y  that  annotated surface s t ructures cons t ruc ted  
by thp. grammar in terpre ter  will have this same proper ty ,  
g iven the formulat ion of the PASSIVE rule presented above.  
In torms of the parsing process, this means that  if a t race  is 
" l owe red "  from one clause to another as a resul t  of  a 
"MOVE NP"- type  operat ion during the parsing process, then 
it wil l be a t tached  as the sub ject  of the second clause. To 
be more precise,  if a t race is a t tached so tha t  i t  is 
Dominated by some S node $1', and the t race is bound to an 
NP Dominated by some other  S node $2, then that  t race  wil l  
necessar i l y  be a t tached so that  it fills the sub jec t  posi t ion 
of  $1. This is dep ic ted in f igure 15 below. 

C: 

The Act ive Node Stack 

S 2  ...  / . . .  

NP2 

s l  . . .  / . . .  

NP: NP1 (NP TRACE) : bound to NP2 

Figure 15 - NP1 must be a t tached as the sub jec t  of $1 
since it is bound to an NP Dominated by a higher S. 

Looking back at t i le complex pass ive example  
involv ing "ra is ing" presented above, we see tha t  t i le  
pars ing process results in a st ructure e x a c t l y  l ike tha t  
shown above.  The original point of the example,  of course,  
was  tha t  the rather  simple PASSIVE rule handles this case 
w i thou t  the need for some mechanism to exp l ic i t l y  lower  the  
NP. The PASSIVE rule captures this general izat ion by  
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dropping the t race it c reates into the buf fer  ( a f t e r  
appropr ia te ly  binding the t race),  thus allowing o ther  rules 
w r i t t en  to handle normal NPs (e.g. OBJECTS and INF-S- 
START1) to cor rec t ly  place the trace. 

This s ta tement  of PASSIVE does more, however ,  
than simply capture a general izat ion about a spec i f ic  
construct ion.  As I will argue in detai l  below, the behav ior  
spec i f ied  by both the Specif ied Subject  Constraint and 
Sub jacency  fol lows almost immediately from this formulation. 
In [Marcus 77] ,  I argue that  this formulation of PASSIVE is 
the only simple, non-ad hoc, formulation of this rule possible, 
and tha t  all o ther  rules character ized by the competence  
rule "MOVE NP" must opera te  similarly; here, however ,  I wil l  
only show that  these constraints fol low natura l ly . f rom this 
formulat ion of PASSIVE, leaving the question of necess i t y  
aside. I wil l also assume one additional constraint  below, 
the Left-to-Right Constraint, which will be br ief ly  mot i va ted  
la te r  in this paper as a natural condition on the formulat ion 
of a grammar for this mechanism. 

The Lef t - to -R ight  Constraint: t i le const i tuents  in the  
buf fer  are (almost a lways) a t tached to higher leve l  
const i tuents  in le f t - to - r igh t  order, i.e. the f i rs t  
const i tnent  in the buffer is (almost a lways)  
a t tached  before the second const i tuent.  

I wil l now show that  a t race c rea ted  by PASSIVE 
which is bound to an NP in one clause can only serve  as the 
sub jec t  of a clause dominated by that  f i rst clause. 

Given t i le  formulation of PASSIVE, a t race can be 
" l owe red "  into one clause from another only by the ind i rect  
route  of dropping it into the buffer before the subord inate 
c lause node is created,  which is exac t l y  how the PASSIVE 
rule opera tes .  This means that  the ordering of the 
operation.~ is crucial ly: 1) c reate  a t race and drop it into 
t i le  buf fer ,  2) c rea te  a subordinate S node, 3) a t tach  the 
t race  to the newly  c reated S node. Tile key point is tha t  at  
t i le  t ime tha t  the subordinate clause node is c rea ted  and 
becomes t i le  current  act ive node, t i le t race must be si t t ing 
in the buf fer ,  fill ing one of the three buffer positions. Thus, 
t i le  parser  will be in the s ta te  shown in f igure 16 below, 
wi th  the t race,  in fact ,  most l ikely in t i le  f i rst  bu f fe r  
~)osition. 

The Act ive Node Stack 

C: S123 (S SEC ...) / ... 

Tile Buffer 

NP123 (NP TRACE) : bound to NP in S above $ 1 2 3  

Figure 1 6 -  Parser s ta te  a f ter  embedded S created.  

Now, given the L-to-R Constraint, a t race which is 
m the buf fer  at the time that  an embedded S node is f i rs t  
c rea ted  must be one of the f irst severa l  const i tuents  
a t t ached  to the S node or its daughter nodes. From the  
s t ruc tu re  of  English, we know that  t i le  le f tmost  th ree  
cons t i tuen ts  of an embedded S node, ignoring top ica l ized 
const i tuents ,  must e i ther be 

COMP NP AUX 
o r  

NP AUX [vP VERB ...]. 

(The COMP node will dominate flags like " tha t "  or " for "  t ha t  
mark the I)eginning of  a complement clause.) But then, if a 
t race,  i tse l f  an NP, is one of t i le f i rst severa l  cons t i tuents  
a t t a c h e d  to an embedded clause, the only position it can fi l l  
wil l  be t i le  sub jec t  of the clause, exactly the empir ical 
consequence  of Cbomsky's Specif ied Subject  Constraint in 
such cases as exp la ined above, 

The L - t o - R  Constraint  
Let  us now return to the motivat ion for the L- to-R 

Constraint .  Again, I will not a t tempt  to prove tha t  this 
cons t ra in t  must be true, but merely to show why it is 
plausible. 

Empirically, t i le Lef t - to-Right  Constraint Seems to  
hold for the most part ;  for the grammar of English d iscussed 
in this paper,  and, it would seem, for any grammar of English 
tha t  a t tempts  to capture the same range of general izat ions 
as this grammar, the const i tuents in the buf fer  are ut i l ized 
in l e f t - t o - r i g l l t  order, wi th a small range of except ions.  This 
usage is c lear ly  not enforced by the grammar in te rpre ter  as 
p resen t l y  implemented; it is quite possible to wr i te  a se t  o f  
grammar rules that  speci f ical ly  ignores a const i tuent  in the  
bu f fe r  unti l some arbi t rary point in the clause, though such a 
se t  of rL,les would be highly adhoc. However,  there  ra re ly  
seems to be a need to remove other  than t i le  f i rs t  
cons t i tuen t  in the buffer. 

The one except ion  to the L-to-R Constraint seems 
to  be tha t  a const i tuent  C~ may be a t tached before the  
cons t i tuen t  to its left ,  Ci. I, if Ci does not appear in sur face  
s t ruc tu re  in its underlying position (or, if one prefers,  in i ts 
unmarked posit ion) and if its removal from the bu f fe r  
rees tab l i shes  the unmarked order of the remaining 
const i tuents ,  as in the case of the AUX-INVERSION rule 
d iscussed ear l ier  in this paper. To capture this notion, the  
L- to-R Constraint can be res ta ted  as fol lows: All 
cons t i tuen ts  must be a t tached to higher level  cons t i tuents  
accord ing '  to t i le  le f t - to - r igh t  order of const i tuents in the  
unmarked case of that  const i tuent 's  structure. 

This reformulat ion is interest ing in that  it would be 
a natural  consequence of the operat ion of the grammar 
i n te rp re te r  if packets  were associated with the phrase 
s t ruc tu re  rules of an expl ic i t  "base component", and these  
rules we re  used as templates to build up the s t ruc ture  
ass igned by t i le  grammar interpreter.  A packe t  of grammar 
rules would t l len be exp l ic i t ly  associated with each symbol 
oil the right hand side of each phrase st ructure rule. A 
cons t i tuen t  of a given type  would then be const ructed by  
ac t i va t i ng  the packets  associated with each node t ype  of  
the appropr ia te  phrase structure rule in le f t - to - r igh t  order.  
Since these  base rules would re f lec t  the unmarked I - to - r  
order  of const i tuents,  the constraint suggested here would 
then simply falt out of the in terpreter  mechanism. 

Subjacency 
Before turning to the Subjacency Principle, a f e w  

aux i l ia ry  technical  terms need to be def ined: If we can 
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t r ace  a pa th  up the t ree  from a given node X to a g iven 
node Y, then we say  X is dominated by Y, or equ iva len t ly ,  Y 
dominates X. If Y dominates X, and no o ther  nodes i n te rvene  
(i.e. X is a daughter  of Y), then Y immediately (or direct ly)  
dominates X. [Akmajian & Heny 7,5]. One non-s tandard  
def in i t ion wil l prove useful: I will say  that  if Y dominates X, 
and Y is a cyc l ic  node, i.e. an S or NP node, and there  is no 
o the r  cyc l i c  node Z such that  Y dominates Z and Z 
dominates  'X (i.e. there  is no intervening cyc l i c  node Z 
b e t w e e n  Y and X) then Y Dominates X. 

The principle of Subjacency,  informally s t a t e d ,  
says  that  no rule can involve const i tuents  tha t  a r e  

s e p a r a t e d  by more than one Cyclic node. Let  us say  tha t  a 
node X is subjacent to a node Y if there is at  most one 
cyc l i c  node, i.e. at most one NP or S node, b e t w e e n  t h e  

cyc l i c  node tha t  Dominates Y and the node X. Given this 
def in i t ion,  the  Sub jacency  principle says  tha t  no rule c a n  

i nvo lve  cons t i tuen ts  that  are not sub jacent .  

The Sul ) jacency principle implies that  movement  
rules are const ra ined so that  they  can move a cons t i t uen t  
only  into posi t ions t ha t  the const i tuent  was sub jacen t  to, 
i.e. only within the c lause (or NP) in which it or ig inates,  or 
into the  c lause (or NP) that  Dominates that  c lause (...). This 
means tha t  if c~, ~, and ( in f igure 17 are cyc l ic  nodes,  no 
rl, le can move a const i tuent  from posit ion X to e i ther  o f  t h e  

posi t ions Y, where  [~...X...] is d is t inct  from [~X] .  

[,...Y..-[/3...[~...X...]...].-.Y..-] 

Figure 1 7  - Subjacency:  
No ni le can involve X and Y in this s t ruc ture.  

Suh jacency  implies that  if a cons t i tuent  is to be 
" l i f t e d "  up more than one level  in const i tuent  s t ruc ture ,  th is  
opera t ion  must he done by repea ted  operat ions.  Thus, to  
use one of Chomsky's examples,  t i le sen tence  g iven in 
f igure 18a, wi th a deep s t ructure analogous to 18b, must be 
d e r i v e d  as fo l lows (assuming that  '*is cer ta in" ,  l ike " seems" ,  
has no s u b j e c t  in underly ing s t ructure) :  The deep  s t ruc tu re  
must f i rs t  undergo a movement operat ion tha t  resu l ts  in a 
s t ruc tu re  analogous to 18c, and then another  movement  
opera t ion  tha t  resul ts in 18(I, each of these  movements  
leav ing a t race  as shown. That 18c is in f ac t  an 
i n te rmed ia te  s t ruc ture  is suppor ted by  the e x i s t e n c e  of  
s e n t e n c e s  such as 18e, which purpor ted ly  resul t  when t h e  

V in the  matr ix  S is rep laced by the lex ica l  i tem " i t " ,  and 
the  embedded  S is tensed rather than inf ini t ival.  The 
s t ruc tu re  g iven in 18f  is ruled out as a possible anno ta ted  
su r f ace  s t ruc ture ,  because the single t race  could only be 
l e f t  if the  NP "John"  was moved in one fell swoop from i ts 
under ly ing posi t ion to i ts posit ion in sur face s t ruc ture,  w h i c h  

would  v io la te  Sub jacency.  

(a) John seems to be cer ta in to win. 
(b) V seems IS V to be cer ta in Is John to w in ] ]  
(c)  v seems Is John to be cer ta in [s t to w i n ] ]  
(d) John seems Is t to be cer ta in [s t to w in ] ]  
(e)  It seems that  John is certa in to win. 
( f )  John seems [s V to be cer ta in [S t to w i n ] ]  

Figure 18 - An example  demonstrat ing Sub jacency .  

Having s ta ted  Sub jacency  in terms of the  a b s t r a c t  
c o m p e t e n c e  theory  of genera t ive  grammar, I now wil l  s h o w  

t ha t  a pars ing cor re la te  of Sub jacency  fol lows from t h e  

s t ruc tu re  of the grammar interpreter .  Speci f ica l ly ,  I wil l  
show tha t  there  are only l imited cases in which a t r ace  
g e n e r a t e d  by  a "MOVE-NP" process can be " l o w e r e d "  more 
than one c lause, i.e. that  a t race c rea ted  and bound whi le 
any  g iven S is current  must almost a lways be a t t a c h e d  
e i the r  to tha t  S or to an S which is Dominated by tha t  S. 

Let  us begin by  examining what  i t  would mean to  
lower  a t race  more than one clause. Given tha t  a t race  can 
on ly  be " l o w e r e d "  by  dropping it into the bu f fe r  and then 
c rea t ing  a suhord inate S node, as d iscussed above ,  
lower ing  a t race  more than one clause necessar i l y  implies 
the  fo l lowing sequence  of events ,  dep i c ted  in f igure 19 
be low:  First, a t race  NP1 must (a) be c rea ted  with some S 
node,  $1,  as the current  S, (b) bound to some NP Dominated 
by  tha t  S and then (c) dropped into the buf fer .  By 
r lef in i t ion,  i t  wil l  be inser ted into the f i rst  cel l  in the buf fer .  
(This is shown in f igure l g a ) T h e n  a second S, $2,  must be 
c r e a t e d ,  stq~planting $1 as the ct=rrent S, and then y e t  a 
th i rd S, $3,  must he c reated,  becoming the current  S. During 
all t hese  s teps ,  the t race  NP1 remains s i t t ing in the  buf fe r .  
Finally, NP1 is a t tached  ¢,nder $3 (fig. 19b).  By t h e  

Spec i f i ed  Sub jec t  Constraint,  NP1 must then a t t ach  to  $3  
as i ts  sub jec t .  

The Ac t ive  Node Stack 

C: $1 ... / ... 

1 st :  

The Buffer  
NP1 (NP TRACE) : bound to NP Dominated by  $1 

(a) - NP1 is dropped into the buf fer  
whi le $1 is the current  S. 

C: 

Ti le Act ive  Node Stack 

S1 ... / ... 
S 2  . . .  / . . .  

S 3  . . .  / . . .  

NP1 (NP TRACE) : bound to NP Dominated by  S1 

(b )  - After  52 and $3 are c reated,  
NP1 is a t t a c h e d  to $3 as its sub jec t  (by  the SSC). 

Figl,re l g  - Lowering a t race more than 1 c lause 

But this sequence  of even ts  is highly unl ikely. T h e  

e s s e n c e  of  the argument is this: 

Nothing in t i le  buf fer  can change b e t w e e n  t i le  t ime 
t ha t  $2 is c r e a t e d  and $3 is c rea ted  if NP1 remains in t h e  

buf fer .  NP1, l ike any other  node that  is d ropped from the 
a c t i v e  node s tack  into the buffer,  is inser ted into the  f i rs t  
bu f f e r  posit ion. But then, by  the L- to-R Constraint ,  nothing 
to the  r ight of NP1 can be a t tached  to a higher leve l  
cons t i t uen t  until NP1 is a t tached.  (One can show tha t  i t  is 
most unl ikely that  any const i tuents  will en ter  to the le f t  of  
NP1 a f te r  i t  is d ropped into t i le buffer,  but  I wil l  suppress  
th is deta i l  here ;  t i le  full argument is included in [Marcus  

77 ] . )  
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But if the contents of the buffer do not change 
b e t w e e n  the creat ion of $2 and $3, then what  can possib ly  
mot i va te  the creat ion of both $2 and $3? The contents  of  
the buf fe r  mr,st necessar i ly  provide clear ev idence tha t  
bot l ]  of these clauses are present,  since, by the 
Determinism Hypothesis, the parser must be cor rect  if i t  
in i t ia tes a const i t t ient .  Thus, the same three const i tuents  in 
t im buf fe r  must provide convincing ev idence not only for 
the creat ion of $2 hut also for $3. Furthermore, if NP1 is to  
become t i le  sub jec t  of $3, and if $2 Dominates $3, then i t  
woL,Id seem that  t i le const i tuents that  fol low NP1 in the 
buf fe r  nit=st also be const i tuents of $3, since $3 must be 
comple ted  before it is dropped from the ac t ive  node s tack  
and const i tuents  can then be at tached to $2. But then $2  
must be c rea ted  ent i re ly  on the basis of ev idence prov ided 
by the const i tuents  of another clatise (unless Sa has less 
than three const i tuents) .  Thus, it would seem that  the 
con ten ts  of the buffer cannot provide ev idence for the 
p resence  of both clauses unless t i le presence of $3, by  
i tse l f ,  is enough to provide confirming ev idence for the 
presence  of $2. Tiffs would be the case only if there  were ,  
say,  a clausal construct ion that  could only appear (perhaps 
in a par t icu lar  environment) as t i le initial const i tuent  of  a 
higher clause. In tiffs case, if there are such construct ions,  
a v io lat ion of Subjacency should be possible. 

With the one except ion just mentioned, there  is no 
mot ivat ion for creat ing two clauses in such a si tuat ion, and 
t l lus the ini t iat ion of only one such clause can be mot ivated.  
But if only one clause is ini t iated before NP1 is a t tached ,  
then NP1 must he a t tached to this clause, and this c lause is 
necessar i l y  s u b j a c e n t t o  the clause which Dominates the NP 
to which it is bound. Thus, the grammar in te rp re te r  wil l  
behave  as if it enforces the Subjacency Constraint. 

As a concluding point, it is wor thy  of note tha t  
wi l l ie  the grammar in terpreter  appears to behave e x a c t l y  as 
if it we re  consD:ained by the Subjacency principle, it is in 
fac t  constra ined by a version of the Clausemate Constraint!  
(The Clausemate Constraint, long tac i t ly  assumed by  
l inguists but f i rst  exp l ic i t ly  s tated,  I bel ieve,  by Postal  
[Posta l  64 ] ,  s ta tes  that  a transformation can only invo lve 
cons t i tuen ts  that  are Dominated by the same cycl ic node. 
This constra int  is at the heart  of Postal 's a t tack  on the  
const ra in ts  that  are discussed above and his argument for a 
" ra is ing"  analysis.)  The grammar interpreter,  as was s t a t e d  
above,  limits grammar rules from examining any node in the 
ac t i ve  node s tack higher than t i le current cycl ic node, 
which is to say that  it can only examine clausemates. T h e  
t r ick is that  a t race is c reated and bound whi le it is a 
" c lausemate "  of the NP to which it is bound in tha t  the  
cur rent  cycl ic  node at that  time is the node to  which tha t  
NP is a t tached .  The t race is then dropped into the buf fe r  
and another  S node is created,  thereby dest roy ing the 
c lausemate  relat ionship. The t race is then a t tached  to this 
new 5 node. Thus, in a sense, the t race is lowered from 
one c lause to another.  The crucial point is that  whi le this 
lower ing goes on as a result of the operat ion of t i le grammar 
in te rp re te r ,  it is only implicitly lowered in that  1) the t race  
was never  attached to the higher S and 2) i t  is not dropped 
into t i le  buf fer  because of any real izat ion that  i t  must be 
" l owe red " ;  in fac t  it may end up a t tached as a c lausemate 
of  the NP to which i t  is bound - as the passive examples  

p re~en ted  ear l ier  make clear. Tl~e t race is simply dropped 
into the buf fer  because its grammatical funct ion is not c lear,  
and the creat ion of t i le second S fol lows from other 
i f l dependent ly  mot ivated grammatical processes. From the 
point of  v i ew  of this processing theory, we can have our 
cake  and ea t  i t  too; to the ex ten t  that  it makes sense to  
map resul ts from the realm of processing into the realm of  
competence ,  in a sense both the c lausemate/ " ra is ing"  and 
the Sub jacency  posit ions are correct.  

Evidence for the Determinism Hypothesis 

In closing, I would like to show that  the proper t ies  
of  the  grammar in terpre ter  crucial to capturing the behav ior  
of  Chomsky's constraints were originally m o t i v a t e d ' b y  the 
Determinism Hypothesis, and thus, to some ex ten t ,  the 
Determinism Hypot lmsis explains Chomsky's constraints.  

Tile s t rongest  form of such an argument, of course, 
wouk l  he to show that  (a) ei ther (i) the grammar in te rp re te r  
accounts  for al l  of Chomsky's constraints in a manner which 
is conc lus ive ly  ¢miversal or (ii) the constraints that  it wil l  
not account  for are wrong and that  (b) the propert ies of  the  
grammar in te rp re te r  which were crucial for this proof we re  
f o r c e d  by  the Determinism Hypothesis. If such an argument 
cotdd be made, it would show that  t i le Determinism 
Hypothes is  provides a natural processing account of  the 
l inguist ic data character ized by Chomsky's constraints,  
giving strong confirmation to the Determinism Hypothesis. 

I have shown none Of the above, and thus' my 
claims must be propor t ionate ly  more modest. I have argued 
only that  important sub-cases of Chomsky's Constraints 
fo l low from the grammar interpreter,  and while I can show 
tha t  the  Determinism Hypothesis strongly motivates the 
mechanisms from which these arguments fol low, I cannot  
show necess i ty .  The ex ten t  to which this argument 
prov ides  ev idence  for t i le Determinism Hypothesis must thus 
be le f t  to the reader;  no ob jec t i ve  measure ex is ts  for such 
mat ters .  

The abi l i ty  to drop a t race into the buf fer  is at  the 
hear t  of  the arguments presented here for Sub jacency  and 
the 55C as consequences of the functioning of the grammar 
in te rp re te r ;  this is the central  operat ion upon which the 
above  arguments are based. But the buf fer  i tself ,  and the  
f ac t  that  a const i tuent  can be dropped into the buf fer  if i ts 
grammat ical  funct ion is uncertain, are d i rect ly  mot iva ted  by  
the  Determinism Hypothesis. Given tiffs, it is fair to claim 
tha t  if Chomsky's constraints fol low from the opera t ion  of  
the grammar in terpreter ,  then they  are strongly l inked to the 
Determinism Hypothesis. If Chomsky's constraints are In 
f ac t  t rue,  then the arguments presented in this paper  
p rov ide  solid ev idence in support of the Determinism 
Hypothesis.  
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