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Abstract 

Researchers use wordnets as a knowledge 

base in many natural language processing 

tasks and applications, such as question 

answering, textual entailment, discourse 

classification, and so forth. Lexical 

semantic relations among words or 

concepts are important parts of knowledge 

encoded in wordnets. As the use of 

wordnets becomes extensively widespread, 

extending the existing ones gets more 

attention. Manual construction and 

extension of lexical semantic relations for 

WordNets or knowledge graphs are very 

time consuming. Using automatic relation 

extraction methods can speedup this 

process. 

In this study, we exploit an ensemble of 
LSTM and convolutional neural networks 

in a supervised manner to capture lexical 

semantic relations which can either be used 

directly in NLP applications or compose 

the edges of wordnets. The whole 

procedure of learning vector space 

representation of relations is language 

independent. We used Princeton WordNet 

3.1, and FarsNet 3.0   (the Persian 

wordnet), as gold standards to evaluate the 

predictive performance of our model and 

the results are comparable on the two 

languages. Empirical results demonstrate 

that our model outperforms the state-of-

the-art models. 

1 Introduction 

Lexical semantic relation classification is the task 

of identifying s semantic relation(s) which holds 

between word pairs among a set of predefined 

relation types. Relation classification can be done 

in a supervised manner, using a dataset, labeled 

with a certain number of relation classes. In 

addition to classification with known relations, 

there are some methods which go even further and 

learn new semantic relations and suggest new 

relation categories (Shamsfard and Barforoosh, 

2003). 
Relation identification plays an essential role in 

many natural language processing application such 

as question answering, recognizing textual 

entailment and discourse understanding.  

There are two main approaches for classification 

of lexical semantic relations; distributional and 

path-based (Wang et al., 2017). 

Path-based approaches try to recognize the type 

of semantic relation between word pairs according 

to their co-occurrence information in the corpus. 

These methods mainly use the dependency path 

between word pairs as their input feature (Snow et 

al., 2004; Riedel et al., 2013). As Ziph's law states 

that most of the words in vocabulary rarely occur 

in the corpus (Powers, 1998) these methods have 

some limitation for word pairs who do not co-occur 

in a context.  

On the other hand according to the distributional 

hypothesis which states "words that occur in 

similar contexts tend to have similar meanings" 

(Harris, 1954), distributional approaches try to 

recognize the relation between words based on 

their separate occurrence in the corpus which can 
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be represented for example by their word 

embedding vectors (Mikolov et al.,2013) and these 

methods have shown great performance (Baroni et 

al., 2012; Turney and Pantel, 2010; Roller et al., 

2014). 

In the last decades, several researches have been 

conducted on discovering hypernymy as an 

example of lexical semantic relations, and a key 

part of taxonomies and state-of-the-art models 

show significant results (Shwarts et al., 2016; 

Roller et al., 2016). 

However, other types of relations have been less 

investigated. 

Several types of models have been used for the 

task of semantic relation classification, but the 

results are not sufficiently admissible (Vu and 

Shwarts, 2018).  

In this paper, we use an ensemble of models to 

improve prediction performance of relation 

classification. The idea of ensemble methodology 

is to combine some weighted classifiers in order to 

obtain a more accurate one (Rokach et al. 2009). 

Main building blocks of this combinational 

model are some inducers named weak learner 

which perform slightly better than random.  

According to Condorcet Jury theorem which states 

" the ensemble of independent voters each of which 

performs better than random (p>0.5) has a 

probability of L>p to make the right decision." we 

used different structured neural networks as the 

model's weak learners. 

The input of our model is a concatenation of 

word embedding vectors corresponding to target 

word pairs, and the output is a class label predicted 

based on learned vector space distributional 

representation of the semantic relation which holds 

between them. 

Our final model has the best validation F1 score 

of 0.894 in predicting the relation between FarsNet 

(Shamsfard, et al., 2010) word pairs and 0.768 to 

predict Princeton Wordnet (Miller, 1995; Felbaum 

1998) relation classes. 

We summarize the contribution of this paper as 

follow: 

 We propose EoANN, an ensemble of 

artificial neural networks for classifying 

all types of lexical semantic relations in 

target datasets, without any hand-crafted 

features. 

 Our model addresses the sparseness issue 

and can classify word pairs which do not 

necessarily co-occur in the corpus. 

 According to human expert reviews, our 

model goes beyond relation discovery 

and can be employed to correct the 

potential error in wordnet edges and 

suggest new missed relation instances.  

The rest of this paper is structured in 6 

sections: 

Section 2 presents the existing approaches for the 

classification of lexical semantic relations; the next 

one presents our model in detail, section 4 

describes the data set we used for evaluating our 

model, section 5 reports experimental results and 

finally section 6 dedicated to the conclusion and 

future works. 

2 Related Work 

There are two main lexical semantic relation 

extraction models, distributional and path-based 

(pattern-based) (Wang et al., 2017) and also there 

are methods that use an integration of these two 

approaches (Shwartz et al., 2016). 

Distributional methods learn the relation 

between word pairs based on the disjoint 

occurrence of them. These methods usually use a 

combination of word embedding vectors (Mikolov 

et al., 2016) as their input features. Considering v1 

and v2 being word embedding vector 

corresponding to w1 and w2, most common 

combinations are: 

 concatenation of v1 and v2 (Concat)  

 the offset of v1 and v2 (Offset) 

 point-wise multiplication of v1 and v2 

(Mult) 

 squared difference between v1 and v2 

(Sqdiff) 

Offset (Roller et al., 2014; Weeds et al., 2014; 

Fu et al., 2014), Concat (Baroni et al., 2012) and 

Concat+Offset (Washio and Kato, 2018) is the 

most common type of feature vector combination 

which is used in this task. To capture the different 

notion of interaction information about relation Vu 

and Shwartz (2018) add Mult, studied by Weeds et 

al. (2014) and Sqdiff introduced by themselves as 

input feature and report Mult+Concat performs 

better than other combination.  

These methods mostly focus on lexical 

entailment and relation classes such as hypernym, 

causality and other instances of relation which 
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exemplified inference and have a state-of-the-art 

F1 score of 0.91. 

Path-based or pattern-based methods utilize 

features derived from the context in which word 

pairs co-occur. For example, the dependency path 

between a word pair and observed predefined 

patterns are used as an informative feature to 

classify the relation. The methods of this category 

are limited to use only the word pairs that co-occur 

in corpus (Hearst et al., 1992; Snow et al., 2004; 

Navigli and Velardi 2010; Shamsfard et al,. 2010; 

Boella and Di Caro, 2013; Pavlick and Pasca, 

2017) 

Recently some approaches use an integration 

of these two methods and combine both 

distributional and dependency path information to 

obtain better results. HypNet (shwarts et al., 2016) 

is an examples of these approaches. 

3 Our Model 

In this paper, we propose a model to classify lexical 

semantic relations between a word pair using their 

word embedding vectors. 

The rarity of co-occurring every candidate 

word pair which possibly involves in a semantic 

relation leads us to exploit a method which does 

not necessarily need to see the word pair in a 

context together. 

The output of our model is a class label 

prediction based on learned vector space 

distributional representation of the semantic 

relation which holds between target word pairs. 

Although using a single deep neural network 

(as a distributional method) showed some 

improvement in capturing semantic relations, in 

order to get the advantage of the diversity among 

predictions of separately trained models, we use an 

ensemble of two artificial neural networks.  

The ensemble is a general statistical 

enhancing technique to improve the 

representational capacity of the model. This 

enhancement helps to find a hypothesis which is 

independent of the space of the model from which 

it starts to learn. 

First, we train two neural networks separately 

on data our labeled data and evaluate their test 

results, then put these two models in an ensemble 

and re-evaluate the result. Comparing two result 

sets shows 0.1 improvement in F1 score of learned 

hypothesis. 

Models can be assembled in many different 

ways like boosting, bagging and stacking. We use 

stacking which involves training a learning 

algorithm to combine the predictions of several 

learning algorithms.  

The advantage of stacking is to increase the 

prediction power of the classifier. As the using of 

another neural network above the weak learners in 

order to learn the final prediction imposes excess 

overhead, we use the simplest stacking method 

which is averaging. Averaging has no parameter, so 

no training is needed. 

We transfer the input embedding vector of 

word pairs to dense-valued feature vectors, next 

feed these vectors to both ANN to compose their 

own distributional representation of them. At the 

final layer of each, a softmax classifier predicts the 

label of input sample. 

Finally, a weighted averaging mechanism is 

used to decide the relation class in which input 

words participate. 

3.1 Input of EoANN 

Our inputs are raw lexical entries (multi word 

expressions are excluded) of Wordnets. We first 

transform every single word to its embedding 

vectors using word embedding. 

Word embedding is a method to map words 

and phrases from space with one dimension per 

word, to a continuous low dimensional vector 

space. There are many word embedding 

frameworks. We use Fasttext (Piotr et al., 2017) 

which represents words as the sum of the n-gram 

vectors. This method is actually an extension of the 

continuous skip-gram model (Mikolov et al., 

2013), which considers sub-word information as 

well. We denote the word embedding vector of 

word w by vw ∈ ℝ 

Given R (a, b) as a sample of semantic relation 

triple in target Wordnet, R is the class of relation 

which connects a to b and va and vb are the 

embedding vectors corresponding to them. The 

input vector and labels of our classifiers is the 

concatenation of word vectors: 

ℎ1(𝑎, 𝑏) = [𝑣𝑎: 𝑣𝑏] 
𝑜𝑢𝑡(𝑎, 𝑏)  =  𝑅 

 

3.2 Weak Learners Structure 

We use both convolutional neural network and 

LSTM network in the simplest structure as our 

model base inducers. These two learners are 

chosen because of their power in capturing of 



484
4 

 

hierarchical patterns and the extraction of the 

temporal behavior. 

The simple CNN inducer is composed of 3 main 

layers, a convolutional layer with 20 filters of size 

(1, 2), a pooling layer which is used to reduce the 

dimensions of feature map and finally a fully 

connected layer that flattens the results and passes 

it to a softmax classifier to decide which relation 

class the input belongs to. 

LSTM neural network which we use as another 

weak learner is composed of a fully connected 

layer to encode 2-dimentional input feature vector 

to a dense flat vector, then passes its output to a 

LSTM layer with 200 memory units and a softmax 

classifier finally decides about data class label. 

Combiner is responsible for getting the final 

decision by combining individual classifiers 

predictions. This component holds a majority 

voting among classifiers and declares the ultimate 

predicted label. 

4 Datasets 

In this study, we use four common data set to 

evaluate the performance of our model, FarsNet 

(Shamsfard, 2008), Princeton Wordnet (Miller, 

1996), Root09 (Santus et al., 2015) and EVALution 

(Santus et al., 2016) as common semantic relation 

resources in Persian and English. 

Table 1 shows the details about datasets, their 

relation class and number of instances used for 

train and test (90% for train and validation and 

10% for test). 

For embedding model, we used the Wikipedia 

dump in both English and Persian Languages. Our 

English word embedding model vocabulary 

contains 999,994 words and our Persian model has 

347,636 words. 

Fasttext embedding models had the following 

parameter set for training: 

 Vector dimention:300 

 Learning rate:0.04 

 Min and max length of char n-gram:[3,6] 

 Number of epochs:10 

The rest of the parameters are as Fasttext default 

configuration. 

data set relation classes # of 

instances 

WordNet Hypernym, Hyponym, 

Entailment, Cause, 

Instance-Hypernym, 

Instance-Hyponymy, 

Member, Holonym, 

Attribute 

 

634,330 

Farsnet Hypernym, Hyponym, 

Antonym, Instrument, 

Domain, Instance-

Hypernym, 

Instance-Hyponym 

Location, Patient 

322,554 

ROOT09 Hypernym, co-

Hyponym, Random 

12,762 

EVALution Hypernym, Antonym, 

meronym, possession, 

Attribute, Part Of 

7,378 

Table 1:  data sets we use for evaluating our model, 

their main relation categories and the number of 

relation instances of each 

5 Experimental Results 

We use four wordnet-like data sets as our 

benchmark to evaluate the performance of our 

model: 

We compared the results on root09 and 

EVALution with two most recent work, LexNet 

proposed by Vu and Schwartz (2018) and KSIM 

previously used and reported to be successful by 

Levy et al. (2015). We also compared our model 

performance with the previous effort result in 

extracting FarsNet relation in Persian which is a 

semi-automated pattern-based approach 

(Shamsfard et al., 2010). 

Our experimental results which are summarized 

in table 2, show that our model can classify FarsNet 

word pairs relations with F1 score of 0.894 which 

is significant and it has an average F1 of 0.768 for 

WordNet relation classification. 

As shown in table 2 the state-of-the-art models 

in the best case, has the F1 score of 0.606 on 

detecting relations in EVALution and 0.81 in 

ROOT09 and our model with F1 score of  0.655 for 

first and F1 score of 0.868 for last outperforms 

these methods. 

 

Model Data Set Classifier 

feature 

composition 

F1  

EoANN Root09 LSTM+CNN

Concat 

0.868 
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 EVALution LSTM+CNN

Concat 

0.655 

LexNet Root09 RBF 

Sum+SqDiff 

0.814 

 EVALution RBF 

Concat+Mult 

0.6 

KSIM Root09 RBF 

Sum+SqDiff 

0.723 

 EVALution RBF 

Concat+Mult 

0.505 

 

6 Conclusion and Future Works 

Our objective in this research was to automatically 

classify lexical semantic relation employing the 

power of the simple but effective structured neural 

networks, which have shown their proficiency in 

many tasks of natural language processing 

(Collobert et al., 2011; Yao et al., 2013). 

We used both LSTM and convolutional 

network to benefit the exhibition of temporal 

behavior by first and the extraction of the 

hierarchical pattern by last. 

We also used the simplest distributional 

feature as input and entrusted the extraction of the 

most proper composition of features to the model. 

In case of ROOT09 and EVALution our model 

has an improvement of 0.05 in F1 score from state 

of the art (LexNet). And for FarsNet dataset we 

have 0.11 improvement in F1 score. 

The next step in extending lexical ontologies is 

to complete missed relation edges, then to learn 

new relation classes, which can be added to the 

target wordnet. 
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