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Message from the General Chair

Welcome to ACL 2019, the 57th Annual Meeting of the Association for Computational Linguistics. This
year the conference will be held on July 28—August 2, in the captivating city of Florence. This is the
first time that the ACL annual conference visits Italy, and for this occasion, it has selected Florence, the
capital of Italy’s Tuscany region, and one of the most beautiful and visited art cities in the world.

ACL 2019 received a record number of papers, close to three thousand, representing a sharp increase
with respect to last year. At the moment of writing this letter, we are also expecting record attendance,
with close to three thousand participants. This is a clear indicator of how vibrant and dynamic our field
is at the moment. At the same time, this continuous growth poses a challenge to the organizers, who have
to adapt quickly to numbers that surpass any previous estimation they had. I must say that the team of
organizers worked very hard and very professionally in this complex scenario, with the goal of offering a
conference program and setting that suit most of the participants. ACL needs to be large in many aspects,
but at the same time it should be an enjoyable conference for all, and it should retain the original spirit of
the ACL annual conferences. I hope the effort made will bring us close to this difficult double objective.

As usual, the conference will span a six-day period, and it will include a varied program with 9
tutorials (July 28), 18 one-day workshops (August 1-2), the co-located Fourth Conference on Machine
Translation (WMT19; August 1-2), the third Widening NLP workshop (WiNLP 2019; July 28), and the
exciting main ACL program (July 29-31), which this year will present a record number of 660 original
papers. Additionally, the main program of ACL will feature the Student Research Workshop and System
Demonstrations, with 72 and 34 presentations, respectively. Finally, apart from the papers, ACL 2019
will enjoy also the contribution from two exceptional keynote speakers, Pascale Fung and Liang Huang,
and it will see an ACL award ceremony with the Lifetime Achievement Award, the Distinguished Service
Award, and the Test-of-Time paper awards.

Each ACL conference is the culmination of a long process, which involves a large team of committed
people. It is an honor for me to have coordinated such a team of talented people, who kindly volunteered
their time to make this conference possible. I would like to thank each and every one of them. The
Program Co-Chairs, Anna Korhonen and David Traum, did a superb job at managing the avalanche
of submissions, putting together the program committee, and leading the paper selection process. The
Local Co-Chairs, Alessandro Lenci, Bernardo Magnini, and Simonetta Montemagni, were crucial in
coordinating with the PCO for all the local arrangements, which were very complex given the growing
size of the conference. Fortunately, we all had the help and advice from Priscilla Rasmussen, the ACL
Business Manager, who knows everything about ACL conferences, and how to make them a success.
The ACL Executive Committee has also been very supportive all the time, providing timely guidance
and help to solve the problems that arose in the way.

I want to thank all of the other chairs for their dedication and hard work, more than often under a tight
schedule: Workshop Co-Chairs Barbara Plank and Sebastian Riedel; Tutorial Co-Chairs Preslav Nakov
and Alexis Palmer; Demo Co-Chairs Enrique Alfonseca and Marta R. Costa-jussa; Student Research
Workshop Co-Chairs Fernando Alva-Manchego, Eunsol Choi and Daniel Khashabi; SRW Faculty
Advisors Hannaneh Hajishirzi, Aurelie Herbelot, Scott Wen-tau Yih and Yue Zhang; Publication Co-
Chairs Douwe Kiela, Ivan Vuli¢, Shay Cohen and Kevin Gimpel; Conference Handbook Co-Chairs Elena
Cabrio and Rachele Sprugnoli; Conference App Chair Andrea Cimino; Local Arrangement Committee
Sara Goggi, Maria Cristina Schiavone, Sacha Bourdeaud’Hui; Local Sponsorship Co-Chairs Roberto
Basili and Giovanni Semeraro; Publicity Co-Chairs Felice Dell’Orletta, Lucia Passaro and Sara Tonelli;
Mentorship Co-Chairs Rada Mihalcea, Robert Frederking and Aakanksha Naik; and Student Volunteer
Coordinators Dominique Brunato, Marco Senaldi and Giulia Venturi.

I am also very grateful to the chairs of the previous years’ conferences (not only ACL but also NAACL
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and EMNLP), who were always ready to help and to provide advice, contributing to the transmission,
from year to year, of all the know-how and collective memory.

Many thanks to the senior area chairs, the area chairs, the reviewers, our workshop organizers, our tutorial
instructors, the authors and presenters of papers, and the invited speakers.

I am also deeply grateful to all the sponsors for their great support to the conference.

Finally, I would like to thank all the participants, who will be the main actors from July 28 to August 2,
2019. I am convinced that we will experience a fantastic conference, scientifically exciting and full of
fond memories, in the unique environment of Florence. Looking forward to seeing all of you there!

Lluis Marquez

ACL 2019 General Chair
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Message from the Program Chairs

Welcome to the 57th Annual Meeting of the Association for Computational Linguistics! ACL 2019 has
been a huge undertaking for the Program Committee (PC), but also very exciting as the conference has
set new records on many fronts.

Anticipating a record number of submissions, we recruited the largest PC in the history of ACL. In
November 2018, we issued a call for nominations for reviewers, Area Chairs (ACs) and Senior Area
Chairs (SACs). By the deadline, we received 851 unique nominations that were used as a starting point
for inviting members to the Program Committee. Our committee finally consisted of 2256 members!

In order to manage such a large committee effectively we extended the ACL 2018 practice and created
a structure similar to the conferences that have a Senior Program Committee alongside the Program
Committee. For the Senior PC, we recruited a relatively large number of Senior Area Chairs (46 SACs,
2-4 to head each area) and Area Chairs (184 ACs, 3—15 per area). We also differentiated between
their roles so that SACs assign papers to ACs and reviewers and make recommendations for their area,
while ACs each manage a smaller set of papers within the area, lead discussions with reviewers, write
meta-reviews and make initial recommendations for a smaller set of papers. This structure also helps
to compensate for the problem that our rapidly growing field is suffering from: the lack of experienced
reviewers. As ACs focus on a smaller number of papers, they can pay more attention to the review
process. As for reviewers, we had many of them this year: 2281. Our 22 thematic areas had 59-319
reviewers each.

We also looked into ways of improving efficiency and the experience for both authors and PC members.
In particular, we dropped the paper bidding phase that would require thousands of people to each examine
hundreds of abstracts each over a short period of time. Like NAACL 2019, we also dropped the author
response phase that was stressful for authors and time-consuming but not hugely impactful on a larger
scale. Finally, we adopted much simpler, streamlined review form, adapted from EMNLP 2018 that
encouraged thorough review, but was less laborious for reviewers.

On the submission deadline, we were very glad that we had recruited such large PC and had made
all these improvements for increased efficiency: we received 2905 submissions — a 75% increase over
ACL 2018 and an all-time record for ACL-related conferences! After the review process, out of the
total 2905 submissions (some of which were withdrawn or rejected without review for formatting and
policy violations), 660 papers were finally accepted to appear in the conference, resulting in the overall
acceptance rate of 22.7%. This is a little lower than the acceptance rate for ACL 2018 (24.9%) or ACL
2017 (23.3%) — yet remarkably similar when we consider the dramatic increase in submissions this year.
Among the 660 accepted papers, we have 447 long papers and 213 short papers. As in previous years
the acceptance rate is higher for long than for short papers (25.7% vs. 18.3%). Overall, ACL continues
to be a very competitive conference. Continuing the tradition, ACL 2019 will also feature presentation
of 22 papers that were accepted for publication in the Transactions of the Association for Computational
Linguistics (TACL).

There are many we wish to thank for their great contribution to ACL 2019!

e The 46 SACs who did a massive job this year, equivalent in scope to duties of conference chairs
from several years ago. They showed great patience with the increased workload (in the same brief
schedule), working on weekends when necessary, and especially when our plan to replace paper
bidding with TMPS didn’t work as smoothly as we had hoped. Their input was instrumental in
guiding the final decisions on papers, in selecting the outstanding papers and PC members, and in
planning the conference program.
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e The 184 ACs who worked hard on guiding discussions and writing meta-reviews and who kept our
tight deadlines remarkably well.

e Our very hard-working reviewers who provided authors with valuable feedback. Special thanks to
those reviewers who agreed to take on a larger than average workload this year!

e Our amazing PC chair assistants who helped us manage the huge workload throughout this year:
Simon Baker and Ehsan Shareghi. Thank you also to Qianchu Liu, Olga Majewska, Edoardo Ponti,
Victor Prokhorov and Yi Zhu who stepped in to provide additional help at critical times.

e The thousands of authors who worked hard to submit their research for review. While we could
only accept a fraction of the submissions, we appreciate the hard work that went into many of the
others.

e TACL editors-in-chief Mark Johnson, Lillian Lee, and Brian Roark, for coordinating the TACL
presentations with us

e The program co-chairs of ACL 2018, Iryna Gurevych and Yusuke Miyao, who provided us with
enormously useful advice throughout the year, and often with very short notice!

e Other recent *ACL and EMNLP chairs who provided additional perspectives, documentation,
advice and answers to questions, particularly Amanda Stent, Noah Smith, Julia Hockenmaier,
and David Chiang.

e Douwe Kiela and Ivan Vulié, our super-organized publication chairs.
e FElena Cabrio and Rachele Sprugnoli for their help with the conference handbook.

e Rich Gerber at SoftConf, who worked quickly and tirelessly to add new features to accommodate
our new AC role and quickly resolve any difficulties we encountered with the START system.

e Priscilla Rasmussen, Alessandro Lenci, Bernardo Magnini and Simonetta Montemagni for their
helpful advice on issues involving the conference venue and local organization.

e The ACL Executive, particularly Marti Hearst, the president when we started planning the
conference, and Barbara Di Eugenio, the liaison for conferences to help us sort through policy
issues.

e Felice Dell’Orletta, Lucia Passaro, and Sara Tonelli for their great support with communications
and social media.

e Our invited speakers Pascale Fung and Liang Huang who made the program of this conference
even stronger!

e And last but not least Lluis Marquez, our general chair, who gave us invaluable advice and did a
fantastic job with coordinating the organization of this largest ACL ever!

Our heartfelt thanks to all of you, and we hope you will enjoy ACL 2019 in beautiful Florence!

Anna Korhonen, University of Cambridge, UK
David Traum, University of Southern California, USA

ACL 2019 Program Committee Co-Chairs
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Machine Learning
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Tagging, Chunking, Syntax and Parsing

Phil Blunsom, Noah A. Smith, Roi Reichart, Marek Rei, Daisuke Kawahara, Emily Pitler, Omri
Abend, Weiwei Sun

Textual Inference and Other Areas of Semantics

Sabine Schulte im Walde, Raffaella Bernardi, Omer Levy, Angeliki Lazaridou, Jonathan Berant,
Vivek Srikumar, Dimitri Kartsaklis, Christopher Potts, Roy Schwartz

Vision, Robotics, Multimodal, Grounding and Speech

Louis-Philippe Morency, Michael Johnston, Catharine Oertel, Matthias Scheutz, Sakriani Sakti,
Elia Bruni, Manny Rayner, Douwe Kiela, Yonatan Bisk, Yale Song

Word-level Semantics

Eneko Agirre, Diana McCarthy, Mohammad Taher Pilehvar, Ekaterina Shutova, Ivan Vuli¢,
Laura Rimell, Paul Cook, Chris Biemann, Marianna Apidianaki, Diarmuid o) Séaghdha, Jose
Camacho-Collados, Aitor Soroa

Applications

Joel Tetreault, Karin Verspoor, Ekaterina Kochmar, Vinodkumar Prabhakaran, Razvan Bunescu,
Sarvnaz Karimi, Filip Ginter, Vincent Ng, Beth Ann Hockey, Jens Edlund, Maria Liakata

Reviewers: (all 2000+ of them)

Ahmed Abdelali, Asad Abdi, Muhammad Abdul-Mageed, Samira Abnar, Steven Abney, Abdal-
ghani Abujabal, Amjad Abu-Jbara, Pablo Accuosto, Oliver Adams, Heike Adel, Stergos Afan-
tenos, Haithem Afli, Tazin Afrin, Apoorv Agarwal, Rodrigo Agerri, Zeljko Agi¢, Eugene Agichtein,
Manex Agirrezabal, Roee Aharoni, Sina Ahmadi, Natalie Ahn, Chaitanya Ahuja, Qingyao Ai,
Akiko Aizawa, Yamen Ajjour, Reina Akama, Murat Akbacak, Mohammad Akbari, Ahmet Aker,
Khalid Al Khatib, Nader Akoury, Arjun Akula, Firoj Alam, Nikolaos Aletras, Beatrice Alex, Jan
Alexandersson, Enrique Alfonseca, David Alfter, Ayman Alhelbawy, Hazrat Ali, Dimitris Alikan-
iotis, Malihe Alikhani, Noor Alkhadhar, Alexandre Allauzen, Hussein Al-Olimat, Jose Alonso,
Laura Alonso Alemany, Malik Altakrori, Kristen M. Altenburger, David Alvarez-Melis, Bharat
Ram Ambati, Hessam Amini, Maryam Aminian, Hadi Amiri, Waleed Ammar, Reinald Kim Am-
playo, Ashish Anand, Avishek Anand, Sophia Ananiadou, Antonios Anastasopoulos, Jacob An-
dreas, Nicholas Andrews, Gabor Angeli, Stefanos Angelidis, Jean-Yves Antoine, Jodo Ant6nio
Rodrigues, Rishita Anubhai, Emilia Apostolova, Jun Araki, Kenji Araki, Masahiro Araki, Rahul
Aralikatte, Eiji Aramaki, Yuki Arase, Naveen Ari, Sebastian Arnold, Kushal Arora, Piyush Arora,
Mikel Artetxe, Philip Arthur, Ehsaneddin Asgari, Ramén Astudillo, John Atkinson, Giuseppe At-
tardi, P.V.S. Avinesh, Eleftherios Avramidis, Amittai Axelrod, Ellyn Ayton, Wilker Aziz

Homa B. Hashemi, AmirAli Bagher Zadeh, JinYeong Bak, Collin Baker, Mithun Balakrishna,
Anusha Balakrishnan, Saied Balaneshin-Kordan, Vevake Balaraman, Niranjan Balasubramanian,
Jorge A. Balazs, Jason Baldridge, Tyler Baldwin, Miguel Ballesteros, Ramy Baly, David Bamman,
Rafael E. Banchs, Siddhartha Banerjee, Srinivas Bangalore, Rajendra Banjade, Mohit Bansal, For-

Xiil



rest Sheng Bao, Ankur Bapna, Chitta Baral, Verginica Barbu Mititelu, Roy Bar-Haim, Ipek Baris,
Ken Barker, Gianni Barlacchi, Ander Barrena, Maria Barrett, Valentin Barriere, Alberto Barron-
Cedefio, Max Bartolo, Pierpaolo Basile, Valerio Basile, Roberto Basili, Ali Basirat, Emanuele
Bastianelli, Joost Bastings, Riza Batista-Navarro, Daniel Bauer, Timo Baumann, Rachel Bawden,
Frédéric Béchet, Daniel Beck, Lee Becker, Srikanta Bedathur, Steven Bedrick, Barend Beekhuizen,
Beata Beigman Klebanov, Lisa Beinborn, Giannis Bekoulis, Nuria Bel, Yonatan Belinkov, Eric
Bell, Kedar Bellare, Meriem Beloucif, Iz Beltagy, Yassine Benajiba, Emily M. Bender, Fer-
nando Benites, Ryan Benmalek, Leon Bergen, Taylor Berg-Kirkpatrick, Sabine Bergler, Kay
Berkling, Thales Bertaglia, Robert Berwick, Laurent Besacier, Jonas Beskow, Rahul Bhagat,
Parminder Bhatia, Sumit Bhatia, Sameer Bhatnagar, Pushpak Bhattacharyya, Ann Bies, Jennifer
Biggs, Frédérik Bilhaut, Lidong Bing, Or Biran, Alexandra Birch, André Bittar, Johannes Bjerva,
Frédéric Blain, Su Lin Blodgett, Sravan Bodapati, Reihane Boghrati, Nikolay Bogoychev, Bernd
Bohnet, Danushka Bollegala, Marcel Bollmann, Filip Boltuzic, Daniele Bonadiman, Francis Bond,
Francesca Bonin, Michael Boratko, Ludovico Boratto, Georgeta Bordea, Johan Bos, Julia Bosque-
Gil, Elizabeth Boschee, Robert Bossy, Taxiarchis Botsis, Houda Bouamor, Guillaume Bouchard,
Florian Boudin, Fethi Bougares, Samuel R. Bowman, Veronica Boyce, Ryan Boyd, Jordan Boyd-
Graber, Johan Boye, Kristy Boyer, Siddhartha Brahma, S.R.K. Branavan, Anténio Branco, Ana
Brassard, Chloé Braud, Chris Brew, Ted Briscoe, Chris Brockett, Julian Brooke, Thomas Brov-
elli (Meyer), Susan Windisch Brown, Caroline Brun, Dominique Brunato, Elia Bruni, Christopher
Bryant, Christian Buck, Amar Budhiraja, Pawetl Budzianowski, Sven Buechel, Alberto Bugarin
Diz, Trung Bui, Paul Buitelaar, Maja Buljan, Laura Burdick, Evgeny Burnaev, Hendrik Buschmeier,
Jan Buys, Bill Byrne

Elena Cabrio, John Cadigan, Deng Cai, Andrew Caines, lacer Calixto, Jesus Calvillo, José G.
Camargo de Souza, Erik Cambria, Nick Campbell, Burcu Can, Marie Candito, Yixin Cao, Cor-
nelia Caragea, Dallas Card, Franco Alberto Cardillo, Annabelle Carrell, Xavier Carreras, Paula
Carvalho, Francisco Casacuberta, Helena Caseli, Tommaso Caselli, Giuseppe Castellucci, Thi-
ago Castro Ferreira, Asli Celikyilmaz, Fabio Celli, Daniel Cer, Ozlem Cetinoglu, Mauro Cet-
tolo, Joyce Chai, Abhisek Chakrabarty, Yllias Chali, Yee Seng Chan, Senthil Chandramohan,
Pramod Chandrashekar, Muthu Kumar Chandrasekaran, Eshwar Chandrasekharan, Akshay Chan-
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X1V



Raj Dabre, Hongliang Dai, Na Dai, Xin-Yu Dai, Zeyu Dai, Joachim Daiber, Beatrice Daille, Bha-
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Demeester, Carrie Demmans Epp, Dina Demner-Fushman, Dorottya Demszky, Yasuharu Den,
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Invited Talk — Simultaneous Translation:
Recent Advances and Remaining Challenges
Liang Huang
Principal Scientist and Head, Institute of Deep Learning USA (IDL-US),
Baidu Research, Sunnyvale, CA, USA

Abstract: Simultaneous interpretation (i.e., translating concurrently with the source language speech)
is widely used in many scenarios including multilateral organizations (UN/EU), international summits
(APEC/G-20), legal proceedings, and press conferences. However, it is well known to be one of the
most challenging tasks for humans due to the simultaneous perception and production in two languages.
As a result, there are only a few thousand professional simultaneous interpreters world-wide, and each
of them can only sustain for 15-30 minutes in each turn. On the other hand, simultaneous translation
(either speech-to-text or speech-to-speech) is also notoriously difficult for machines and has remained
one of the holy grails of Al. A key challenge here is the word order difference between the source and
target languages. For example, if you simultaneously translate German (an SOV language) to English
(an SVO language), you often have to wait for the sentence-final German verb. Therefore, most existing
“real-time” translation systems resort to conventional full-sentence translation, causing an undesirable
latency of at least one sentence, rendering the audience largely out of sync with the speaker. There have
been efforts towards genuine simultaneous translation, but with limited success.

Recently, at Baidu Research, we discovered a much simpler and surprisingly effective approach to simul-
taneous (speech-to-text) translation by designing a “prefix-to-prefix” framework tailed to simultaneity
requirements. This is in contrast with the “sequence-to-sequence” framework which assumes the avail-
ability of the full input sentence. Our approach results in the first simultaneous translation system that
achieves reasonable translation quality with controllable latency. Our technique has been successfully
deployed to simultaneously translate Chinese speeches into English subtitles at the 2018 Baidu World
Conference, and has been demoed live at NeuIPS 2018 Expo Day.

Inspired by the success of this very simple approach, we have extended it to produce more flexible
translation strategies. Our work has also generated renewed interest in this long-standing problem in the
CL community; for instance, two recent papers from Google proposed interesting improvements based
on our ideas. Time permitting, I will also discuss our efforts towards the ultimate goal of simultaneous
speech-to-speech translation, and conclude with a list of remaining challenges.

See demos, media coverage, and more info at: https://simultrans—demo.github.io/

Bio: Liang Huang is Principal Scientist and Head of Institute of Deep Learning USA (IDL-US) at Baidu
Research and Assistant Professor (on leave) at Oregon State University. He received his PhD from the
University of Pennsylvania in 2008 and BS from Shanghai Jiao Tong University in 2003. He was pre-
viously a research scientist at Google, a research assistant professor at USC/ISI, an assistant professor
at CUNY, a part-time research scientist at IBM. His research is in the theoretical aspects of computa-
tional linguistics. Many of his efficient algorithms in parsing, translation, and structured prediction have
become standards in the field, for which he received a Best Paper Award at ACL 2008, a Best Paper Hon-
orable Mention at EMNLP 2016, and several best paper nominations (ACL 2007, EMNLP 2008, ACL
2010, and SIGMOD 2018). He is also a computational biologist where he adapts his parsing algorithms
to RNA and protein folding. He is an award-winning teacher and a best-selling author. His work has
garnered widespread media attention including Fortune, CNBC, IEEE Spectrum, and MIT Technology
Review.
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Invited Talk — Loquentes Machinae:
Technology, Applications, and Ethics of Conversational Systems
Pascale Fung
Professor, Hong Kong University of Science & Technology (HKUST)

Abstract: From HAL in ‘“2001:Space Odyssey” to Samantha in “Her”, conversational systems have
always captured the public’s imagination as the ultimate intelligent machine. The famous Turing Test
was designed to determine whether a machine “thinks” like human or not, based on natural conversation
between human and a machine. With the advent of smart devices, conversational systems are suddenly
everywhere, talking and responding to us from our phones, speakers, cars and call centers. Meanwhile,
the public is also becoming increasingly concerned about privacy and security issues of these systems.

In the decades since the first DARPA Communicator project, conversational systems come in many
different forms. Whereas research systems are predominantly based on deep learning approaches today,
most of the commercial systems from the US and Asia are still using template-based and retrieval-based
approaches. Recent advances in such systems include endowing them with the ability to (1) learn to
memorize; (2) learn to personalize; and (3) learn to empathize. In all aspects of R&D in this area, we
encounter the challenge of a lack of well-balanced and well-labeled data. Hence, multi-task and meta-
learning have been proposed as possible solutions.

In this talk, I will give an overview of some of the technical challenges, approaches and applications
of conversational systems, and the debates on ethical issues surrounding them. I will also highlight
some of the cultural differences in this area and discuss how we can collaborate internationally to build
conversational systems that are secure, safe, and fair for all.

Bio: Pascale Fung is a Professor in the Department of Electronic & Computer Engineering and the
Department of Computer Science & Engineering at the Hong Kong University of Science & Technol-
ogy(HKUST). She is the Director of the multidisciplinary Centre for Al Research (CAiRE) at HKUST, to
promote R&D in beneficial and human-centered Al. She is an elected Fellow of the Institute of Electrical
and Electronics Engineers (IEEE) and an elected Fellow of the International Speech Communication As-
sociation (ISCA) for her contributions to the interdisciplinary area of spoken language human-machine
interactions. She co-founded the Human Language Technology Center (HLTC) and is an affiliated faculty
with the Robotics Institute and the Big Data Institute, both at HKUST. She is a past president and current
board member of ACL SIGDAT, and past technical program chair of ACL and EMNLP conferences.
She was Editor for Computer Speech and Language, Associate Editor for the IEEE/ACM Transactions
on Audio, Speech and Language Processing and the Transactions on Association for Computational Lin-
guistics. She was Technical Program Chair for IEEE ICASSP 2018 and will be TPC again in 2020 and
2024.

Fung’s work has always been focused on building intelligent systems that can understand and empathize
with humans. Her specific areas of research are using statistical modelling and deep learning for natural
language processing, spoken language systems, emotion and sentiment recognition. Pascale Fung has
applied many of her research group’s results in the fields of, among others, robotics, 10T, and financial
analytics. Her efforts led to the launch of the world’s first Chinese natural language search engine
in 2001, the first Chinese virtual assistant for smartphones in 2010, and the first emotional intelligent
speaker in 2017. Pascale Fung is a faculty expert for the World Economic Forum, and is a member of
the Partnership on Al for the Benefit of Humanity and Society. She has been invited as an Al expert
to different government initiatives in China, Japan, the UAE, India, the European Union and the United
Nations. She has spoken extensively on using Al for public good and on the need for international
collaborations in this area.
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Multimodal and Multi-view Models for Emotion Recognition
Gustavo Aguilar, Viktor Rozgic, Weiran Wang and Chao Wang

Emotion-Cause Pair Extraction: A New Task to Emotion Analysis in Texts
Rui Xia and Zixiang Ding

Argument Invention from First Principles
Yonatan Bilu, Ariel Gera, Daniel Hershcovich, Benjamin Sznajder, Dan Lahav, Guy
Moshkowich, Anael Malet, Assaf Gavron and Noam Slonim

Session 2E: Summarization 1

Improving the Similarity Measure of Determinantal Point Processes for Extractive
Multi-Document Summarization
Sangwoo Cho, Logan Lebanoff, Hassan Foroosh and Fei Liu

Global Optimization under Length Constraint for Neural Text Summarization
Takuya Makino, Tomoya Iwakura, Hiroya Takamura and Manabu Okumura

Searching for Effective Neural Extractive Summarization: What Works and What'’s
Next
Ming Zhong, Pengfei Liu, Danqing Wang, Xipeng Qiu and Xuanjing Huang

A Simple Theoretical Model of Importance for Summarization
Maxime Peyrard

Multi-News: A Large-Scale Multi-Document Summarization Dataset and Abstrac-

tive Hierarchical Model
Alexander Fabbri, Irene Li, Tianwei She, Suyi Li and Dragomir Radev
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13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

13:50-15:30

Session 2F: Document Analysis

Generating Natural Language Adversarial Examples through Probability Weighted
Word Saliency
Shuhuai Ren, Yihe Deng, Kun He and Wanxiang Che

Heuristic Authorship Obfuscation
Janek Bevendorff, Martin Potthast, Matthias Hagen and Benno Stein

[TACL] SECTOR: A Neural Model for Coherent Topic Segmentation and Classifi-
cation

Sebastian Arnold, Rudolf Schneider, Philippe Cudré-Mauroux, Felix A. Gers and
Alexander Loser

[TACL] Categorical Metadata Representation for Customized Text Classification
Jihyeok Kim, Reinald Kim Amplayo, Kyungjae Lee, Sua Sung, Minji Seo and
Seung-won Hwang

Text Categorization by Learning Predominant Sense of Words as Auxiliary Task
Kazuya Shimura, Jiyi Li and Fumiyo Fukumoto

Poster Session 2

[Applications]

DeepSentiPeer: Harnessing Sentiment in Review Texts to Recommend Peer Review
Decisions
Tirthankar Ghosal, Rajeev Verma, Asif Ekbal and Pushpak Bhattacharyya

Gated Embeddings in End-to-End Speech Recognition for Conversational-Context
Fusion
Suyoun Kim, Siddharth Dalmia and Florian Metze

Figurative Usage Detection of Symptom Words to Improve Personal Health Mention
Detection

Adith Iyer, Aditya Joshi, Sarvnaz Karimi, Ross Sparks and Cecile Paris

Complex Word Identification as a Sequence Labelling Task
Sian Gooding and Ekaterina Kochmar

Neural News Recommendation with Topic-Aware News Representation
Chuhan Wu, Fangzhao Wu, Mingxiao An, Yongfeng Huang and Xing Xie
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Poetry to Prose Conversion in Sanskrit as a Linearisation Task: A Case for Low-
Resource Languages

Amrith Krishna, Vishnu Sharma, Bishal Santra, Aishik Chakraborty, Pavankumar
Satuluri and Pawan Goyal

Learning Emphasis Selection for Written Text in Visual Media from Crowd-Sourced
Label Distributions

Amirreza Shirani, Franck Dernoncourt, Paul Asente, Nedim Lipka, Seokhwan Kim,
Jose Echevarria and Thamar Solorio

Rumor Detection by Exploiting User Credibility Information, Attention and Multi-
task Learning
Quanzhi Li, Qiong Zhang and Luo Si

Context-specific Language Modeling for Human Trafficking Detection from Online
Advertisements

Saeideh Shahrokh Esfahani, Michael J. Cafarella, Maziyar Baran Pouyan, Gregory
DeAngelo, Elena Eneva and Andy E. Fano

[Machine Translation]

Self-Attentional Models for Lattice Inputs
Matthias Sperber, Graham Neubig, Ngoc-Quan Pham and Alex Waibel

[TACL] Semantic Neural Machine Translation using AMR
Linfeng Song, Daniel Gildea, Yue Zhang, Zhiguo Wang and Jinsong Su

When a Good Translation is Wrong in Context: Context-Aware Machine Translation
Improves on Deixis, Ellipsis, and Lexical Cohesion
Elena Voita, Rico Sennrich and Ivan Titov

A Compact and Language-Sensitive Multilingual Translation Method
Yining Wang, Long Zhou, Jiajun Zhang, Feifei Zhai, Jingfang Xu and Chengqing
Zong

Unsupervised Parallel Sentence Extraction with Parallel Segment Detection Helps
Machine Translation
Viktor Hangya and Alexander Fraser

Unsupervised Bilingual Word Embedding Agreement for Unsupervised Neural Ma-
chine Translation

Haipeng Sun, Rui Wang, Kehai Chen, Masao Utiyama, Eiichiro Sumita and Tiejun
Zhao

Ixxvii


https://www.aclweb.org/anthology/Q19-1002

Monday, July 29, 2019 (continued)

Effective Cross-lingual Transfer of Neural Machine Translation Models without
Shared Vocabularies
Yunsu Kim, Yingbo Gao and Hermann Ney

Improved Zero-shot Neural Machine Translation via Ignoring Spurious Correla-
tions
Jiatao Gu, Yong Wang, Kyunghyun Cho and Victor O.K. Li

Syntactically Supervised Transformers for Faster Neural Machine Translation
Nader Akoury, Kalpesh Krishna and Mohit Iyyer

Dynamically Composing Domain-Data Selection with Clean-Data Selection by
“Co-Curricular Learning" for Neural Machine Translation
Wei Wang, Isaac Caswell and Ciprian Chelba

On the Word Alignment from Neural Machine Translation
Xintong Li, Guanlin Li, Lemao Liu, Max Meng and Shuming Shi

Imitation Learning for Non-Autoregressive Neural Machine Translation
Bingzhen Wei, Mingxuan Wang, Hao Zhou, Junyang Lin and Xu Sun

Monotonic Infinite Lookback Attention for Simultaneous Machine Translation
Naveen Arivazhagan, Colin Cherry, Wolfgang Macherey, Chung-Cheng Chiu,
Semih Yavuz, Ruoming Pang, Wei Li and Colin Raffel

[Information Extraction and Text Mining]

Global Textual Relation Embedding for Relational Understanding
Zhiyu Chen, Hanwen Zha, Honglei Liu, Wenhu Chen, Xifeng Yan and Yu Su

Graph Neural Networks with Generated Parameters for Relation Extraction
Hao Zhu, Yankai Lin, Zhiyuan Liu, Jie Fu, Tat-Seng Chua and Maosong Sun

Entity-Relation Extraction as Multi-Turn Question Answering
Xiaoya Li, Fan Yin, Zijun Sun, Xiayu Li, Arianna Yuan, Duo Chai, Mingxin Zhou
and Jiwei Li

Exploiting Entity BIO Tag Embeddings and Multi-task Learning for Relation Ex-

traction with Imbalanced Data
Wei Ye, Bo Li, Rui Xie, Zhonghao Sheng, Long Chen and Shikun Zhang
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Joint Type Inference on Entities and Relations via Graph Convolutional Networks
Changzhi Sun, Yeyun Gong, Yuanbin Wu, Ming Gong, Daxin Jiang, Man Lan,
Shiliang Sun and Nan Duan

Extracting Multiple-Relations in One-Pass with Pre-Trained Transformers
Haoyu Wang, Ming Tan, Mo Yu, Shiyu Chang, Dakuo Wang, Kun Xu, Xiaoxiao
Guo and Saloni Potdar

Unsupervised Information Extraction: Regularizing Discriminative Approaches
with Relation Distribution Losses
Etienne Simon, Vincent Guigue and Benjamin Piwowarski

Fine-tuning Pre-Trained Transformer Language Models to Distantly Supervised Re-
lation Extraction
Christoph Alt, Marc Hiibner and Leonhard Hennig

ARNOR: Attention Regularization based Noise Reduction for Distant Supervision
Relation Classification
Wei Jia, Dai Dai, Xinyan Xiao and Hua Wu

GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Ex-
traction
Tsu-Jui Fu, Peng-Hsuan Li and Wei-Yun Ma

DIAG-NRE: A Neural Pattern Diagnosis Framework for Distantly Supervised Neu-
ral Relation Extraction

Shun Zheng, Xu Han, Yankai Lin, Peilin Yu, Lu Chen, Ling Huang, Zhiyuan Liu
and Wei Xu

Multi-grained Named Entity Recognition
Congying Xia, Chenwei Zhang, Tao Yang, Yaliang Li, Nan Du, Xian Wu, Wei Fan,
Fenglong Ma and Philip Yu

ERNIE: Enhanced Language Representation with Informative Entities
Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong Sun and Qun Liu

Multi-Channel Graph Neural Network for Entity Alignment
Yixin Cao, Zhiyuan Liu, Chengjiang Li, Zhiyuan Liu, Juanzi Li and Tat-Seng Chua

A Neural Multi-digraph Model for Chinese NER with Gazetteers
Ruixue Ding, Pengjun Xie, Xiaoyan Zhang, Wei Lu, Linlin Li and Luo Si

Ixxix
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[Machine Learning]

Improved Language Modeling by Decoding the Past
Siddhartha Brahma

Training Hybrid Language Models by Marginalizing over Segmentations
Edouard Grave, Sainbayar Sukhbaatar, Piotr Bojanowski and Armand Joulin

Improving Neural Language Models by Segmenting, Attending, and Predicting the
Future
Hongyin Luo, Lan Jiang, Yonatan Belinkov and James Glass

Lightweight and Efficient Neural Natural Language Processing with Quaternion
Networks

Yi Tay, Aston Zhang, Anh Tuan Luu, Jinfeng Rao, Shuai Zhang, Shuohang Wang,
Jie Fu and Siu Cheung Hui

Sparse Sequence-to-Sequence Models
Ben Peters, Vlad Niculae and André F. T. Martins

On the Robustness of Self-Attentive Models
Yu-Lun Hsieh, Minhao Cheng, Da-Cheng Juan, Wei Wei, Wen-Lian Hsu and Cho-
Jui Hsieh

Exact Hard Monotonic Attention for Character-Level Transduction
Shijie Wu and Ryan Cotterell

A Lightweight Recurrent Network for Sequence Modeling
Biao Zhang and Rico Sennrich

Towards Scalable and Reliable Capsule Networks for Challenging NLP Applica-
tions
Wei Zhao, Haiyun Peng, Steffen Eger, Erik Cambria and Min Yang

Soft Representation Learning for Sparse Transfer
Haeju Park, Jinyoung Yeo, Gengyu Wang and Seung-won Hwang

Learning Representations from Imperfect Time Series Data via Tensor Rank Regu-
larization

Paul Pu Liang, Zhun Liu, Yao-Hung Hubert Tsai, Qibin Zhao, Ruslan Salakhutdi-
nov and Louis-Philippe Morency
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Towards Lossless Encoding of Sentences
Gabriele Prato, Mathieu Duchesneau, Sarath Chandar and Alain Tapp
[Phonology, Morphology and Word Segmentation]

Open Vocabulary Learning for Neural Chinese Pinyin IME
Zhuosheng Zhang, Yafang Huang and Hai Zhao

Using LSTMs to Assess the Obligatoriness of Phonological Distinctive Features for
Phonotactic Learning

Nicole Mirea and Klinton Bicknell

Better Character Language Modeling through Morphology
Terra Blevins and Luke Zettlemoyer

Historical Text Normalization with Delayed Rewards
Simon Flachs, Marcel Bollmann and Anders Sggaard

Stochastic Tokenization with a Language Model for Neural Text Classification
Tatsuya Hiraoka, Hiroyuki Shindo and Yuji Matsumoto

13:50-15:30 Demo Session 1

15:30-16:00 Break
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16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:13

17:13-17:26

17:26-17:39

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:20

Session 3A: Bias in Language Processing

Mitigating Gender Bias in Natural Language Processing: Literature Review
Tony Sun, Andrew Gaut, Shirlyn Tang, Yuxin Huang, Mai ElSherief, Jieyu Zhao,
Diba Mirza, Elizabeth Belding, Kai-Wei Chang and William Yang Wang

Gender-preserving Debiasing for Pre-trained Word Embeddings
Masahiro Kaneko and Danushka Bollegala

Counterfactual Data Augmentation for Mitigating Gender Stereotypes in Lan-
guages with Rich Morphology
Ran Zmigrod, Sebastian J. Mielke, Hanna Wallach and Ryan Cotterell

A Transparent Framework for Evaluating Unintended Demographic Bias in Word
Embeddings
Chris Sweeney and Maryam Najafian

The Risk of Racial Bias in Hate Speech Detection
Maarten Sap, Dallas Card, Saadia Gabriel, Yejin Choi and Noah A. Smith

Evaluating Gender Bias in Machine Translation
Gabriel Stanovsky, Noah A. Smith and Luke Zettlemoyer

Session 3B: Word-level Semantics 1

LSTMEmbed: Learning Word and Sense Representations from a Large Semantically
Annotated Corpus with Long Short-Term Memories
Ignacio Iacobacci and Roberto Navigli

Understanding Undesirable Word Embedding Associations
Kawin Ethayarajh, David Duvenaud and Graeme Hirst

Unsupervised Discovery of Gendered Language through Latent-Variable Modeling
Alexander Miserlis Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Au-
genstein and Ryan Cotterell

Topic Sensitive Attention on Generic Corpora Corrects Sense Bias in Pretrained

Embeddings
Vihari Piratla, Sunita Sarawagi and Soumen Chakrabarti
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17:20-17:40

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:20

17:20-17:40

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:13

17:13-17:26

SphereRE: Distinguishing Lexical Relations with Hyperspherical Relation Embed-
dings
Chengyu Wang, Xiaofeng He and Aoying Zhou

Session 3C: Multilinguality and Morphology

Multilingual Factor Analysis

Francisco Vargas, Kamen Brestnichki, Alex Papadopoulos Korfiatis and Nils Ham-
merla

[TACL] Learning Multilingual Word Embeddings in Latent Metric Space: A Geo-
metric Approach

Pratik Jawanpuria, Arjun Balgovind, Anoop Kunchukuttan and Bamdev Mishra

Meaning to Form: Measuring Systematicity as Information
Tiago Pimentel, Arya D. McCarthy, Damian Blasi, Brian Roark and Ryan Cotterell

Learning Morphosyntactic Analyzers from the Bible via Iterative Annotation Pro-

Jjection across 26 Languages

Garrett Nicolai and David Yarowsky

Adversarial Multitask Learning for Joint Multi-Feature and Multi-Dialect Morpho-
logical Modeling

Nasser Zalmout and Nizar Habash

Session 3D: Machine Translation 2

Neural Machine Translation with Reordering Embeddings
Kehai Chen, Rui Wang, Masao Utiyama and Eiichiro Sumita

Neural Fuzzy Repair: Integrating Fuzzy Matches into Neural Machine Translation
Bram Bulte and Arda Tezcan

Learning Deep Transformer Models for Machine Translation
Qiang Wang, Bei Li, Tong Xiao, Jingbo Zhu, Changliang Li, Derek F. Wong and
Lidia S. Chao

Generating Diverse Translations with Sentence Codes
Raphael Shu, Hideki Nakayama and Kyunghyun Cho

Self-Supervised Neural Machine Translation
Dana Ruiter, Cristina Espana-Bonet and Josef van Genabith

Ixxxiii
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17:26-17:39

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:20

17:20-17:40

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:20

Exploring Phoneme-Level Speech Representations for End-to-End Speech Transla-
tion
Elizabeth Salesky, Matthias Sperber and Alan W Black

Session 3E: Vision, Robotics, Multimodal, Grounding and Speech

Visually Grounded Neural Syntax Acquisition
Haoyue Shi, Jiayuan Mao, Kevin Gimpel and Karen Livescu

Stay on the Path: Instruction Fidelity in Vision-and-Language Navigation
Vihan Jain, Gabriel Magalhaes, Alexander Ku, Ashish Vaswani, Eugene Ie and Ja-
son Baldridge

Expressing Visual Relationships via Language
Hao Tan, Franck Dernoncourt, Zhe Lin, Trung Bui and Mohit Bansal

Weakly-Supervised Spatio-Temporally Grounding Natural Sentence in Video
Zhenfang Chen, Lin Ma, Wenhan Luo and Kwan-Yee Kenneth Wong

The PhotoBook Dataset: Building Common Ground through Visually-Grounded Di-
alogue

Janosch Haber, Tim Baumgértner, Ece Takmaz, Lieke Gelderloos, Elia Bruni and
Raquel Fernandez

Session 3F: Machine Learning 2

Continual and Multi-Task Architecture Search
Ramakanth Pasunuru and Mohit Bansal

Semi-supervised Stochastic Multi-Domain Learning using Variational Inference
Yitong Li, Timothy Baldwin and Trevor Cohn

Boosting Entity Linking Performance by Leveraging Unlabeled Documents
Phong Le and Ivan Titov

Pre-Learning Environment Representations for Data-Efficient Neural Instruction

Following
David Gaddy and Dan Klein
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17:20-17:40

16:00-17:40

Reinforced Training Data Selection for Domain Adaptation
Miaofeng Liu, Yan Song, Hongbin Zou and Tong Zhang

Poster Session 3

[Generation]

Generating Long and Informative Reviews with Aspect-Aware Coarse-to-Fine De-
coding
Junyi Li, Wayne Xin Zhao, Ji-Rong Wen and Yang Song

PaperRobot: Incremental Draft Generation of Scientific Ideas
Qingyun Wang, Lifu Huang, Zhiying Jiang, Kevin Knight, Heng Ji, Mohit Bansal
and Yi Luan

Rhetorically Controlled Encoder-Decoder for Modern Chinese Poetry Generation
Zhigiang Liu, Zuohui Fu, Jie Cao, Gerard de Melo, Yik-Cheung Tam, Cheng Niu
and Jie Zhou

Enhancing Topic-to-Essay Generation with External Commonsense Knowledge
Pengcheng Yang, Lei Li, Fuli Luo, Tianyu Liu and Xu Sun

Towards Fine-grained Text Sentiment Transfer
Fuli Luo, Peng Li, Pengcheng Yang, Jie Zhou, Yutong Tan, Baobao Chang, Zhifang
Sui and Xu Sun

Data-to-text Generation with Entity Modeling
Ratish Puduppully, Li Dong and Mirella Lapata

Ensuring Readability and Data-fidelity using Head-modifier Templates in Deep
Type Description Generation

Jiangjie Chen, Ao Wang, Haiyun Jiang, Suo Feng, Chenguang Li and Yanghua Xiao

Key Fact as Pivot: A Two-Stage Model for Low Resource Table-to-Text Generation
Shuming Ma, Pengcheng Yang, Tianyu Liu, Peng Li, Jie Zhou and Xu Sun

Unsupervised Neural Text Simplification
Sai Surya, Abhijit Mishra, Anirban Laha, Parag Jain and Karthik Sankaranarayanan

Ixxxv
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Syntax-Infused Variational Autoencoder for Text Generation
Xinyuan Zhang, Yi Yang, Siyang Yuan, Dinghan Shen and Lawrence Carin

Towards Generating Long and Coherent Text with Multi-Level Latent Variable Mod-
els

Dinghan Shen, Asli Celikyilmaz, Yizhe Zhang, Liqun Chen, Xin Wang, Jianfeng
Gao and Lawrence Carin

Jointly Learning Semantic Parser and Natural Language Generator via Dual Infor-
mation Maximization
Hai Ye, Wenjie Li and Lu Wang

Learning to Select, Track, and Generate for Data-to-Text
Hayate Iso, Yui Uehara, Tatsuya Ishigaki, Hiroshi Noji, Eiji Aramaki, Ichiro
Kobayashi, Yusuke Miyao, Naoaki Okazaki and Hiroya Takamura

Reinforced Dynamic Reasoning for Conversational Question Generation
Boyuan Pan, Hao Li, Ziyu Yao, Deng Cai and Huan Sun

[Summarization]

TalkSumm: A Dataset and Scalable Annotation Method for Scientific Paper Sum-
marization Based on Conference Talks

Guy Lev, Michal Shmueli-Scheuer, Jonathan Herzig, Achiya Jerbi and David
Konopnicki

Improving Abstractive Document Summarization with Salient Information Modeling
Yongjian You, Weijia Jia, Tianyi Liu and Wenmian Yang

Unsupervised Neural Single-Document Summarization of Reviews via Learning La-
tent Discourse Structure and its Ranking
Masaru Isonuma, Junichiro Mori and Ichiro Sakata

BiSET: Bi-directional Selective Encoding with Template for Abstractive Summariza-
tion
Kai Wang, Xiaojun Quan and Rui Wang

Neural Keyphrase Generation via Reinforcement Learning with Adaptive Rewards
Hou Pong Chan, Wang Chen, Lu Wang and Irwin King

Scoring Sentence Singletons and Pairs for Abstractive Summarization

Logan Lebanoff, Kaigiang Song, Franck Dernoncourt, Doo Soon Kim, Seokhwan
Kim, Walter Chang and Fei Liu
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Keep Meeting Summaries on Topic: Abstractive Multi-Modal Meeting Summariza-
tion
Manling Li, Lingyu Zhang, Heng Ji and Richard J. Radke

Adversarial Domain Adaptation Using Artificial Titles for Abstractive Title Gener-
ation
Francine Chen and Yan-Ying Chen

BIGPATENT: A Large-Scale Dataset for Abstractive and Coherent Summarization
Eva Sharma, Chen Li and Lu Wang

Ranking Generated Summaries by Correctness: An Interesting but Challenging Ap-
plication for Natural Language Inference

Tobias Falke, Leonardo F. R. Ribeiro, Prasetya Ajie Utama, Ido Dagan and Iryna
Gurevych

Self-Supervised Learning for Contextualized Extractive Summarization
Hong Wang, Xin Wang, Wenhan Xiong, Mo Yu, Xiaoxiao Guo, Shiyu Chang and
William Yang Wang

On the Summarization of Consumer Health Questions
Asma Ben Abacha and Dina Demner-Fushman

Unsupervised Rewriter for Multi-Sentence Compression
Yang Zhao, Xiaoyu Shen, Wei Bi and Akiko Aizawa

[Question Answering]

Inferential Machine Comprehension: Answering Questions by Recursively Deduc-
ing the Evidence Chain from Text
Jianxing Yu, Zhengjun Zha and Jian Yin

Token-level Dynamic Self-Attention Network for Multi-Passage Reading Compre-
hension
Yimeng Zhuang and Huadong Wang

Explicit Utilization of General Knowledge in Machine Reading Comprehension
Chao Wang and Hui Jiang

Multi-style Generative Reading Comprehension

Kyosuke Nishida, Itsumi Saito, Kosuke Nishida, Kazutoshi Shinoda, Atsushi Ot-
suka, Hisako Asano and Junji Tomita
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Retrieve, Read, Rerank: Towards End-to-End Multi-Document Reading Compre-
hension
Minghao Hu, Yuxing Peng, Zhen Huang and Dongsheng Li

Multi-Hop Paragraph Retrieval for Open-Domain Question Answering
Yair Feldman and Ran El-Yaniv

E3: Entailment-driven Extracting and Editing for Conversational Machine Reading
Victor Zhong and Luke Zettlemoyer

Generating Question-Answer Hierarchies
Kalpesh Krishna and Mohit Iyyer

Answering while Summarizing: Multi-task Learning for Multi-hop QA with Evi-
dence Extraction

Kosuke Nishida, Kyosuke Nishida, Masaaki Nagata, Atsushi Otsuka, Itsumi Saito,
Hisako Asano and Junji Tomita

Enhancing Pre-Trained Language Representations with Rich Knowledge for Ma-
chine Reading Comprehension

An Yang, Quan Wang, Jing Liu, Kai Liu, Yajuan Lyu, Hua Wu, Qiaoqgiao She and
Sujian Li

XQA: A Cross-lingual Open-domain Question Answering Dataset
Jiahua Liu, Yankai Lin, Zhiyuan Liu and Maosong Sun

[TACL] Complex Program Induction for Querying Knowledge Bases in the Absence
of Gold Programs

Amrita Saha, Ghulam Ahmed Ansari, Abhishek Laddha, Karthik Sankaranarayanan
and Soumen Chakrabarti

[TACL] Trick Me If You Can: Human-in-the-loop Generation of Adversarial Ques-
tion Answering
Eric Wallace, Pedro Rodriguez, Shi Feng, Ikuya Yamada and Jordan Boyd-Graber

[Tagging, Chunking, Syntax and Parsing]

Compound Probabilistic Context-Free Grammars for Grammar Induction
Yoon Kim, Chris Dyer and Alexander Rush

Semi-supervised Domain Adaptation for Dependency Parsing
Zhenghua Li, Xue Peng, Min Zhang, Rui Wang and Luo Si

Head-Driven Phrase Structure Grammar Parsing on Penn Treebank
Junru Zhou and Hai Zhao

Ixxxviil
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Distantly Supervised Named Entity Recognition using Positive-Unlabeled Learning
Minlong Peng, Xiaoyu Xing, Qi Zhang, Jinlan Fu and Xuanjing Huang

Multi-Task Semantic Dependency Parsing with Policy Gradient for Learning Easy-
First Strategies
Shuhei Kurita and Anders Sggaard

GCDT: A Global Context Enhanced Deep Transition Architecture for Sequence La-
beling
Yijin Liu, Fandong Meng, Jinchao Zhang, Jinan Xu, Yufeng Chen and Jie Zhou

Unsupervised Learning of PCFGs with Normalizing Flow
Lifeng Jin, Finale Doshi-Velez, Timothy Miller, Lane Schwartz and William
Schuler

Variance of Average Surprisal: A Better Predictor for Quality of Grammar from
Unsupervised PCFG Induction
Lifeng Jin and William Schuler

Cross-Domain NER using Cross-Domain Language Modeling
Chen Jia, Xiaobo Liang and Yue Zhang

Graph-based Dependency Parsing with Graph Neural Networks
Tao Ji, Yuanbin Wu and Man Lan

Wide-Coverage Neural A* Parsing for Minimalist Grammars
John Torr, Milos Stanojevic, Mark Steedman and Shay B. Cohen
[Social Media]

Multi-Modal Sarcasm Detection in Twitter with Hierarchical Fusion Model
Yitao Cai, Huiyu Cai and Xiaojun Wan

Topic-Aware Neural Keyphrase Generation for Social Media Language
Yue Wang, Jing Li, Hou Pong Chan, Irwin King, Michael R. Lyu and Shuming Shi

#YouToo? Detection of Personal Recollections of Sexual Harassment on Social Me-
dia
Arijit Ghosh Chowdhury, Ramit Sawhney, Rajiv Ratn Shah and Debanjan Mahata

Multi-task Pairwise Neural Ranking for Hashtag Segmentation
Mounica Maddela, Wei Xu and Daniel Preotiuc-Pietro
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Entity-Centric Contextual Affective Analysis
Anjalie Field and Yulia Tsvetkov

Sentence-Level Evidence Embedding for Claim Verification with Hierarchical At-
tention Networks
Jing Ma, Wei Gao, Shafiq Joty and Kam-Fai Wong

Predicting Human Activities from User-Generated Content
Steven Wilson and Rada Mihalcea

You Write like You Eat: Stylistic Variation as a Predictor of Social Stratification
Angelo Basile, Albert Gatt and Malvina Nissim

Encoding Social Information with Graph Convolutional Networks forPolitical Per-
spective Detection in News Media
Chang Li and Dan Goldwasser

Fine-Grained Spoiler Detection from Large-Scale Review Corpora
Mengting Wan, Rishabh Misra, Ndapa Nakashole and Julian McAuley

Celebrity Profiling
Matti Wiegmann, Benno Stein and Martin Potthast

Dataset Creation for Ranking Constructive News Comments
Soichiro Fujita, Hayato Kobayashi and Manabu Okumura

Enhancing Air Quality Prediction with Social Media and Natural Language Pro-
cessing
Jyun-Yu Jiang, Xue Sun, Wei Wang and Sean Young

Twitter Homophily: Network Based Prediction of User’s Occupation

Jiagi Pan, Rishabh Bhardwaj, Wei Lu, Hai Leong Chieu, Xinghao Pan and Ni Yi
Puay
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Tuesday, July 30, 2019

09:00-10:00

10:00-10:30

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:43

11:43-11:56

11:56-12:09

Invited Talk 1: Simultaneous Translation: Recent Advances and Remaining
Challenges by Liang Huang

Break

Session 4A: Dialogue and Generation

Domain Adaptive Dialog Generation via Meta Learning
Kun Qian and Zhou Yu

Strategies for Structuring Story Generation
Angela Fan, Mike Lewis and Yann Dauphin

Argument Generation with Retrieval, Planning, and Realization
Xinyu Hua, Zhe Hu and Lu Wang

A Simple Recipe towards Reducing Hallucination in Neural Surface Realisation
Feng Nie, Jin-Ge Yao, Jinpeng Wang, Rong Pan and Chin-Yew Lin

Cross-Modal Commentator: Automatic Machine Commenting Based on Cross-
Modal Information

Pengcheng Yang, Zhihan Zhang, Fuli Luo, Lei Li, Chengyang Huang and Xu Sun

A Working Memory Model for Task-oriented Dialog Response Generation
Xiuyi Chen, Jiaming Xu and Bo Xu
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10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:43

11:43-11:56

Session 4B: Question Answering 1 - Multi-Hop

Cognitive Graph for Multi-Hop Reading Comprehension at Scale
Ming Ding, Chang Zhou, Qibin Chen, Hongxia Yang and Jie Tang

Multi-hop Reading Comprehension across Multiple Documents by Reasoning over
Heterogeneous Graphs
Ming Tu, Guangtao Wang, Jing Huang, Yun Tang, Xiaodong He and Bowen Zhou

Explore, Propose, and Assemble: An Interpretable Model for Multi-Hop Reading
Comprehension
Yichen Jiang, Nitish Joshi, Yen-Chun Chen and Mohit Bansal

Avoiding Reasoning Shortcuts: Adversarial Evaluation, Training, and Model De-
velopment for Multi-Hop QA
Yichen Jiang and Mohit Bansal

Exploiting Explicit Paths for Multi-hop Reading Comprehension
Souvik Kundu, Tushar Khot, Ashish Sabharwal and Peter Clark

Session 4C: Evaluation

Sentence Mover’s Similarity: Automatic Evaluation for Multi-Sentence Texts
Elizabeth Clark, Asli Celikyilmaz and Noah A. Smith

Analysis of Automatic Annotation Suggestions for Hard Discourse-Level Tasks in
Expert Domains

Claudia Schulz, Christian M. Meyer, Jan Kiesewetter, Michael Sailer, Elisabeth
Bauer, Martin R. Fischer, Frank Fischer and Iryna Gurevych

Deep Dominance - How to Properly Compare Deep Neural Models
Rotem Dror, Segev Shlomov and Roi Reichart

We Need to Talk about Standard Splits
Kyle Gorman and Steven Bedrick

Aiming beyond the Obvious: Identifying Non-Obvious Cases in Semantic Similarity

Datasets
Nicole Peinelt, Maria Liakata and Dong Nguyen
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11:56-12:09

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:43

11:43-11:56

11:56-12:09

Putting Evaluation in Context: Contextual Embeddings Improve Machine Transla-
tion Evaluation
Nitika Mathur, Timothy Baldwin and Trevor Cohn

Session 4D: Social Media 1

Joint Effects of Context and User History for Predicting Online Conversation Re-
entries
Xingshan Zeng, Jing Li, Lu Wang and Kam-Fai Wong

CONAN - COunter NArratives through Nichesourcing: a Multilingual Dataset of
Responses to Fight Online Hate Speech
Yi-Ling Chung, Elizaveta Kuzmenko, Serra Sinem Tekiroglu and Marco Guerini

Categorizing and Inferring the Relationship between the Text and Image of Twitter
Posts
Alakananda Vempala and Daniel Preotiuc-Pietro

Who Sides with Whom? Towards Computational Construction of Discourse Net-
works for Political Debates

Sebastian Pad6, Andre Blessing, Nico Blokker, Erenay Dayanik, Sebastian Haunss
and Jonas Kuhn

Analyzing Linguistic Differences between Owner and Staff Attributed Tweets
Daniel Preotiuc-Pietro and Rita Devlin Marier

Exploring Author Context for Detecting Intended vs Perceived Sarcasm
Silviu Oprea and Walid Magdy
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Tuesday, July 30, 2019 (continued)

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

Session 4E: Information Extraction and Text Mining 2

Open Domain Event Extraction Using Neural Latent Variable Models
Xiao Liu, Heyan Huang and Yue Zhang

Multi-Level Matching and Aggregation Network for Few-Shot Relation Classifica-
tion
Zhi-Xiu Ye and Zhen-Hua Ling

Quantifying Similarity between Relations with Fact Distribution
Weize Chen, Hao Zhu, Xu Han, Zhiyuan Liu and Maosong Sun

Matching the Blanks: Distributional Similarity for Relation Learning
Livio Baldini Soares, Nicholas FitzGerald, Jeffrey Ling and Tom Kwiatkowski

Fine-Grained Temporal Relation Extraction
Siddharth Vashishtha, Benjamin Van Durme and Aaron Steven White

Session 4F: Machine Learning 3

FIESTA: Fast IdEntification of State-of-The-Art models using adaptive bandit algo-
rithms
Henry Moss, Andrew Moore, David Leslie and Paul Rayson

Is Attention Interpretable?
Sofia Serrano and Noah A. Smith

Correlating Neural and Symbolic Representations of Language
Grzegorz Chrupata and Afra Alishahi

Interpretable Neural Predictions with Differentiable Binary Variables
Joost Bastings, Wilker Aziz and Ivan Titov

Transformer-XL: Attentive Language Models beyond a Fixed-Length Context

Zihang Dai, Zhilin Yang, Yiming Yang, Jaime Carbonell, Quoc Le and Ruslan
Salakhutdinov

XCiV



Tuesday, July 30, 2019 (continued)

10:30-12:10 Poster Session 4

[Machine Translation]

Domain Adaptation of Neural Machine Translation by Lexicon Induction
Junjie Hu, Mengzhou Xia, Graham Neubig and Jaime Carbonell

Reference Network for Neural Machine Translation
Han Fu, Chenghao Liu and Jianling Sun

Retrieving Sequential Information for Non-Autoregressive Neural Machine Trans-
lation
Chenze Shao, Yang Feng, Jinchao Zhang, Fandong Meng, Xilin Chen and Jie Zhou

STACL: Simultaneous Translation with Implicit Anticipation and Controllable La-
tency using Prefix-to-Prefix Framework

Mingbo Ma, Liang Huang, Hao Xiong, Renjie Zheng, Kaibo Liu, Baigong Zheng,
Chuangiang Zhang, Zhongjun He, Hairong Liu, Xing Li, Hua Wu and Haifeng
Wang

Look Harder: A Neural Machine Translation Model with Hard Attention
Sathish Reddy Indurthi, Insoo Chung and Sangha Kim

Robust Neural Machine Translation with Joint Textual and Phonetic Embedding
Hairong Liu, Mingbo Ma, Liang Huang, Hao Xiong and Zhongjun He

A Simple and Effective Approach to Automatic Post-Editing with Transfer Learning
Gongalo M. Correia and André F. T. Martins

Translating Translationese: A Two-Step Approach to Unsupervised Machine Trans-
lation

Nima Pourdamghani, Nada Aldarrab, Marjan Ghazvininejad, Kevin Knight and
Jonathan May

Training Neural Machine Translation to Apply Terminology Constraints
Georgiana Dinu, Prashant Mathur, Marcello Federico and Yaser Al-Onaizan

Leveraging Local and Global Patterns for Self-Attention Networks
Mingzhou Xu, Derek F. Wong, Baosong Yang, Yue Zhang and Lidia S. Chao

XCv



Tuesday, July 30, 2019 (continued)

Sentence-Level Agreement for Neural Machine Translation
Mingming Yang, Rui Wang, Kehai Chen, Masao Utiyama, Eiichiro Sumita, Min
Zhang and Tiejun Zhao

Multilingual Unsupervised NMT using Shared Encoder and Language-Specific De-
coders
Sukanta Sen, Kamal Kumar Gupta, Asif Ekbal and Pushpak Bhattacharyya

Lattice-Based Transformer Encoder for Neural Machine Translation
Fengshun Xiao, Jiangtong Li, Hai Zhao, Rui Wang and Kehai Chen

[Multilinguality]

Multi-Source Cross-Lingual Model Transfer: Learning What to Share
Xilun Chen, Ahmed Hassan Awadallah, Hany Hassan, Wei Wang and Claire Cardie

Unsupervised Multilingual Word Embedding with Limited Resources using Neural
Language Models
Takashi Wada, Tomoharu Iwata and Yuji Matsumoto

Choosing Transfer Languages for Cross-Lingual Learning

Yu-Hsiang Lin, Chian-Yu Chen, Jean Lee, Zirui Li, Yuyan Zhang, Mengzhou Xia,
Shruti Rijhwani, Junxian He, Zhisong Zhang, Xuezhe Ma, Antonios Anastasopou-
los, Patrick Littell and Graham Neubig

CogNet: A Large-Scale Cognate Database
Khuyagbaatar Batsuren, Gabor Bella and Fausto Giunchiglia

Neural Decipherment via Minimum-Cost Flow: From Ugaritic to Linear B
Jiaming Luo, Yuan Cao and Regina Barzilay

Cross-lingual Knowledge Graph Alignment via Graph Matching Neural Network
Kun Xu, Liwei Wang, Mo Yu, Yansong Feng, Yan Song, Zhiguo Wang and Dong
Yu

Zero-Shot Cross-Lingual Abstractive Sentence Summarization through Teaching
Generation and Attention
Xiangyu Duan, Mingming Yin, Min Zhang, Boxing Chen and Weihua Luo

Improving Low-Resource Cross-lingual Document Retrieval by Reranking with
Deep Bilingual Representations

Rui Zhang, Caitlin Westerfield, Sungrok Shim, Garrett Bingham, Alexander Fabbri,
William Hu, Neha Verma and Dragomir Radev
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Are Girls Neko or Shojo? Cross-Lingual Alignment of Non-Isomorphic Embeddings
with Iterative Normalization

Mozhi Zhang, Keyulu Xu, Ken-ichi Kawarabayashi, Stefanie Jegelka and Jordan
Boyd-Graber

MAAM: A Morphology-Aware Alignment Model for Unsupervised Bilingual Lexi-
con Induction
Pengcheng Yang, Fuli Luo, Peng Chen, Tianyu Liu and Xu Sun

Margin-based Parallel Corpus Mining with Multilingual Sentence Embeddings
Mikel Artetxe and Holger Schwenk

JW300: A Wide-Coverage Parallel Corpus for Low-Resource Languages
Zeljko Agi¢ and Ivan Vulié

Cross-Lingual Syntactic Transfer through Unsupervised Adaptation of Invertible
Projections
Junxian He, Zhisong Zhang, Taylor Berg-Kirkpatrick and Graham Neubig

Unsupervised Joint Training of Bilingual Word Embeddings

Benjamin Marie and Atsushi Fujita

[Word-level Semantics]

Inferring Concept Hierarchies from Text Corpora via Hyperbolic Embeddings
Matthew Le, Stephen Roller, Laetitia Papaxanthos, Douwe Kiela and Maximilian

Nickel

Is Word Segmentation Necessary for Deep Learning of Chinese Representations?
Xiaoya Li, Yuxian Meng, Xiaofei Sun, Qinghong Han, Arianna Yuan and Jiwei Li

Towards Understanding Linear Word Analogies
Kawin Ethayarajh, David Duvenaud and Graeme Hirst

On the Compositionality Prediction of Noun Phrases using Poincaré Embeddings
Abhik Jana, Dima Puzyrev, Alexander Panchenko, Pawan Goyal, Chris Biemann

and Animesh Mukherjee

Robust Representation Learning of Biomedical Names
Minh C. Phan, Aixin Sun and Yi Tay

Xcvil
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Relational Word Embeddings
Jose Camacho-Collados, Luis Espinosa Anke and Steven Schockaert

Unraveling Antonym’s Word Vectors through a Siamese-like Network
Mathias Etcheverry and Dina Wonsever

Incorporating Syntactic and Semantic Information in Word Embeddings using
Graph Convolutional Networks

Shikhar Vashishth, Manik Bhandari, Prateek Yadav, Piyush Rai, Chiranjib Bhat-
tacharyya and Partha Talukdar

Word and Document Embedding with vMF-Mixture Priors on Context Word Vectors
Shoaib Jameel and Steven Schockaert

Delta Embedding Learning
Xiao Zhang, Ji Wu and Dejing Dou

Annotation and Automatic Classification of Aspectual Categories
Markus Egg, Helena Prepens and Will Roberts

Putting Words in Context: LSTM Language Models and Lexical Ambiguity
Laura Aina, Kristina Gulordava and Gemma Boleda

Making Fast Graph-based Algorithms with Graph Metric Embeddings
Andrey Kutuzov, Mohammad Dorgham, Oleksiy Oliynyk, Chris Biemann and

Alexander Panchenko

Embedding Imputation with Grounded Language Information
Ziyi Yang, Chenguang Zhu, Vin Sachidananda and Eric Darve

The Effectiveness of Simple Hybrid Systems for Hypernym Discovery
William Held and Nizar Habash

BERT-based Lexical Substitution
Wangchunshu Zhou, Tao Ge, Ke Xu, Furu Wei and Ming Zhou

Exploring Numeracy in Word Embeddings
Aakanksha Naik, Abhilasha Ravichander, Carolyn Rose and Eduard Hovy

Xcviil



Tuesday, July 30, 2019 (continued)

10:30-12:10

12:10-13:50

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

Student Research Workshop Poster Session 2

Lunch

Session 5A: Generation 1

[TACL] Probabilistic Verb Selection for Data-to-Text Generation
Dell Zhang, Jiahao Yuan, Xiaoling Wang and Adam Foster

HighRES: Highlight-based Reference-less Evaluation of Summarization
Hardy Hardy, Shashi Narayan and Andreas Vlachos

EditNTS: An Neural Programmer-Interpreter Model for Sentence Simplification
through Explicit Editing
Yue Dong, Zichao Li, Mehdi Rezagholizadeh and Jackie Chi Kit Cheung

Decomposable Neural Paraphrase Generation
Zichao Li, Xin Jiang, Lifeng Shang and Qun Liu

Transforming Complex Sentences into a Semantic Hierarchy
Christina Niklaus, Matthias Cetto, André Freitas and Siegfried Handschuh

Session 5B: Semantics

[TACL] No Word is an Island - A Transformation Weighting Model for Semantic
Composition
Corina Dima, Daniél de Kok, Neele Witte and Erhard Hinrichs

[TACL] Syntax-aware Semantic Role Labeling without Parsing
Rui Cai and Mirella Lapata

Right for the Wrong Reasons: Diagnosing Syntactic Heuristics in Natural Language
Inference
Tom McCoy, Ellie Pavlick and Tal Linzen

Zero-Shot Entity Linking by Reading Entity Descriptions
Lajanugen Logeswaran, Ming-Wei Chang, Kenton Lee, Kristina Toutanova, Jacob
Devlin and Honglak Lee

[TACL] Learning Typed Entailment Graphs with Global Soft Constraints

Mohammad Javad Hosseini, Nathanael Chambers, Siva Reddy, Xavier R. Holt,
Shay B. Cohen, Mark Johnson and Mark Steedman

XCiX
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13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:03

15:03-15:16

15:16-15:29

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

Session 5C: Tagging, Chunking, Syntax and Parsing 2

[TACL] Joint Transition-Based Models for Morpho-Syntactic Parsing: Parsing
Strategies for MRLs and a Case Study from Modern Hebrew
Amir More, Amit Seker, Victoria Basmova and Reut Tsarfaty

Dual Adversarial Neural Transfer for Low-Resource Named Entity Recognition
Joey Tianyi Zhou, Hao Zhang, Di Jin, Hongyuan Zhu, Meng Fang, Rick Siow Mong
Goh and Kenneth Kwok

Scalable Syntax-Aware Language Models Using Knowledge Distillation
Adhiguna Kuncoro, Chris Dyer, Laura Rimell, Stephen Clark and Phil Blunsom

An Imitation Learning Approach to Unsupervised Parsing
Bowen Li, Lili Mou and Frank Keller

Women’s Syntactic Resilience and Men’s Grammatical Luck: Gender-Bias in Part-
of-Speech Tagging and Dependency Parsing
Aparna Garimella, Carmen Banea, Dirk Hovy and Rada Mihalcea

Multilingual Constituency Parsing with Self-Attention and Pre-Training
Nikita Kitaev, Steven Cao and Dan Klein

Session 5D: Sentiment Analysis and Argument Mining 2

A Multilingual BPE Embedding Space for Universal Sentiment Lexicon Induction
Mengjie Zhao and Hinrich Schiitze

Tree Communication Models for Sentiment Analysis
Yuan Zhang and Yue Zhang

Improved Sentiment Detection via Label Transfer from Monolingual to Synthetic
Code-Switched Text
Bidisha Samanta, Niloy Ganguly and Soumen Chakrabarti

Exploring Sequence-to-Sequence Learning in Aspect Term Extraction
Dehong Ma, Sujian Li, Fangzhao Wu, Xing Xie and Houfeng Wang

Aspect Sentiment Classification Towards Question-Answering with Reinforced Bidi-
rectional Attention Network

Jingjing Wang, Changlong Sun, Shoushan Li, Xiaozhong Liu, Luo Si, Min Zhang
and Guodong Zhou
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Tuesday, July 30, 2019 (continued)

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:03

15:03-15:16

15:16-15:29

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:03

Session SE: Visual and Multimodal Question Answering

ELI5: Long Form Question Answering
Angela Fan, Yacine Jernite, Ethan Perez, David Grangier, Jason Weston and
Michael Auli

Textbook Question Answering with Multi-modal Context Graph Understanding and
Self-supervised Open-set Comprehension
Daesik Kim, Seonhoon Kim and Nojun Kwak

Generating Question Relevant Captions to Aid Visual Question Answering
Jialin Wu, Zeyuan Hu and Raymond Mooney

Multi-grained Attention with Object-level Grounding for Visual Question Answering
Pingping Huang, Jianhui Huang, Yuqing Guo, Min Qiao and Yong Zhu

Psycholinguistics Meets Continual Learning: Measuring Catastrophic Forgetting
in Visual Question Answering

Claudio Greco, Barbara Plank, Raquel Fernandez and Raffaella Bernardi
Improving Visual Question Answering by Referring to Generated Paragraph Cap-
tions

Hyounghun Kim and Mohit Bansal

Session SF: Multidisciplinary

Shared-Private Bilingual Word Embeddings for Neural Machine Translation
Xuebo Liu, Derek F. Wong, Yang Liu, Lidia S. Chao, Tong Xiao and Jingbo Zhu

Literary Event Detection
Matthew Sims, Jong Ho Park and David Bamman

Assessing the Ability of Self-Attention Networks to Learn Word Order
Baosong Yang, Longyue Wang, Derek F. Wong, Lidia S. Chao and Zhaopeng Tu

Energy and Policy Considerations for Deep Learning in NLP
Emma Strubell, Ananya Ganesh and Andrew McCallum
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15:03-15:16

15:16-15:29

13:50-15:30

What Does BERT Learn about the Structure of Language?
Ganesh Jawahar, Benoit Sagot and Djamé Seddah

A Just and Comprehensive Strategy for Using NLP to Address Online Abuse
David Jurgens, Libby Hemphill and Eshwar Chandrasekharan

Poster Session 5

[Dialogue and Interactive Systems]

Learning from Dialogue after Deployment: Feed Yourself, Chatbot!
Braden Hancock, Antoine Bordes, Pierre-Emmanuel Mazare and Jason Weston

Generating Responses with a Specific Emotion in Dialog
Zhengiao Song, Xiaoqing Zheng, Lu Liu, Mu Xu and Xuanjing Huang

Semantically Conditioned Dialog Response Generation via Hierarchical Disentan-
gled Self-Attention
Wenhu Chen, Jianshu Chen, Pengda Qin, Xifeng Yan and William Yang Wang

Incremental Learning from Scratch for Task-Oriented Dialogue Systems
Weikang Wang, Jiajun Zhang, Qian Li, Mei-Yuh Hwang, Chengqing Zong and
Zhifei Li

ReCoSa: Detecting the Relevant Contexts with Self-Attention for Multi-turn Dia-
logue Generation
Hainan Zhang, Yanyan Lan, Liang Pang, Jiafeng Guo and Xueqi Cheng

Dialogue Natural Language Inference
Sean Welleck, Jason Weston, Arthur Szlam and Kyunghyun Cho

Budgeted Policy Learning for Task-Oriented Dialogue Systems
Zhirui Zhang, Xiujun Li, Jianfeng Gao and Enhong Chen

Comparison of Diverse Decoding Methods from Conditional Language Models

Daphne Ippolito, Reno Kriz, Joao Sedoc, Maria Kustikova and Chris Callison-
Burch
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Retrieval-Enhanced Adversarial Training for Neural Response Generation
Qingfu Zhu, Lei Cui, Wei-Nan Zhang, Furu Wei and Ting Liu

Vocabulary Pyramid Network: Multi-Pass Encoding and Decoding with Multi-Level
Vocabularies for Response Generation
Cao Liu, Shizhu He, Kang Liu and Jun Zhao

On-device Structured and Context Partitioned Projection Networks
Sujith Ravi and Zornitsa Kozareva

Proactive Human-Machine Conversation with Explicit Conversation Goal
Wenquan Wu, Zhen Guo, Xiangyang Zhou, Hua Wu, Xiyuan Zhang, Rongzhong
Lian and Haifeng Wang

Learning a Matching Model with Co-teaching for Multi-turn Response Selection in
Retrieval-based Dialogue Systems
Jiazhan Feng, Chongyang Tao, Wei Wu, Yansong Feng, Dongyan Zhao and Rui Yan

Learning to Abstract for Memory-augmented Conversational Response Generation
Zhiliang Tian, Wei Bi, Xiaopeng Li and Nevin L. Zhang

Are Training Samples Correlated? Learning to Generate Dialogue Responses with
Multiple References
Lisong Qiu, Juntao Li, Wei Bi, Dongyan Zhao and Rui Yan

Pretraining Methods for Dialog Context Representation Learning
Shikib Mehri, Evgeniia Razumovskaia, Tiancheng Zhao and Maxine Eskenazi

A Large-Scale Corpus for Conversation Disentanglement

Jonathan K. Kummerfeld, Sai R. Gouravajhala, Joseph J. Peper, Vignesh Athreya,
Chulaka Gunasekara, Jatin Ganhotra, Siva Sankalp Patel, Lazaros C Polymenakos
and Walter Lasecki

Self-Supervised Dialogue Learning
Jiawei Wu, Xin Wang and William Yang Wang
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[Linguistic Theories, Cognitive Modeling and Psycholinguistics]

Are we there yet? Encoder-decoder neural networks as cognitive models of English
past tense inflection
Maria Corkery, Yevgen Matusevych and Sharon Goldwater

A Spreading Activation Framework for Tracking Conceptual Complexity of Texts
Toana Hulpus, Sanja Stajner and Heiner Stuckenschmidt

End-to-End Sequential Metaphor Identification Inspired by Linguistic Theories
Rui Mao, Chenghua Lin and Frank Guerin

Diachronic Sense Modeling with Deep Contextualized Word Embeddings: An Eco-
logical View
Renfen Hu, Shen Li and Shichen Liang

Miss Tools and Mr Fruit: Emergent Communication in Agents Learning about Ob-
Jject Affordances
Diane Bouchacourt and Marco Baroni

CNNs found to jump around more skillfully than RNNs: Compositional Generaliza-
tion in Seq2seq Convolutional Networks
Roberto Dessi and Marco Baroni

Uncovering Probabilistic Implications in Typological Knowledge Bases
Johannes Bjerva, Yova Kementchedjhieva, Ryan Cotterell and Isabelle Augenstein

Is Word Segmentation Child’s Play in All Languages?

Georgia R. Loukatou, Steven Moran, Damian Blasi, Sabine Stoll and Alejandrina
Cristia

On the Distribution of Deep Clausal Embeddings: A Large Cross-linguistic Study
Damian Blasi, Ryan Cotterell, Lawrence Wolf-Sonkin, Sabine Stoll, Balthasar

Bickel and Marco Baroni

Attention-based Conditioning Methods for External Knowledge Integration
Katerina Margatina, Christos Baziotis and Alexandros Potamianos

civ
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[Resources and Evaluation]

The KnowRef Coreference Corpus: Removing Gender and Number Cues for Diffi-
cult Pronominal Anaphora Resolution

Ali Emami, Paul Trichelair, Adam Trischler, Kaheer Suleman, Hannes Schulz and
Jackie Chi Kit Cheung

StRE: Self Attentive Edit Quality Prediction in Wikipedia
Soumya Sarkar, Bhanu Prakash Reddy, Sandipan Sikdar and Animesh Mukherjee

How Large Are Lions? Inducing Distributions over Quantitative Attributes
Yanai Elazar, Abhijit Mahabal, Deepak Ramachandran, Tania Bedrax-Weiss and
Dan Roth

Fine-Grained Sentence Functions for Short-Text Conversation
Wei Bi, Jun Gao, Xiaojiang Liu and Shuming Shi

Give Me More Feedback 11: Annotating Thesis Strength and Related Attributes in
Student Essays
Zixuan Ke, Hrishikesh Inamdar, Hui Lin and Vincent Ng

Crowdsourcing and Validating Event-focused Emotion Corpora for German and
English
Enrica Troiano, Sebastian Padé and Roman Klinger

Pay Attention when you Pay the Bills. A Multilingual Corpus with Dependency-
based and Semantic Annotation of Collocations.

Marcos Garcia, Marcos Garcia Salido, Susana Sotelo, Estela Mosqueira and Mar-
garita Alonso-Ramos

Does it Make Sense? And Why? A Pilot Study for Sense Making and Explanation
Cunxiang Wang, Shuailong Liang, Yue Zhang, Xiaonan Li and Tian Gao

Large Dataset and Language Model Fun-Tuning for Humor Recognition
Vladislav Blinov, Valeria Bolotova-Baranova and Pavel Braslavski

Ccv
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[Machine Learning]

Towards Language Agnostic Universal Representations
Armen Aghajanyan, Xia Song and Saurabh Tiwary

Leveraging Meta Information in Short Text Aggregation
He Zhao, Lan Du, Guanfeng Liu and Wray Buntine

Exploiting Invertible Decoders for Unsupervised Sentence Representation Learning
Shuai Tang and Virginia R. de Sa

Self-Attentive, Multi-Context One-Class Classification for Unsupervised Anomaly
Detection on Text

Lukas Ruff, Yury Zemlyanskiy, Robert Vandermeulen, Thomas Schnake and Marius
Kloft

Hubless Nearest Neighbor Search for Bilingual Lexicon Induction
Jiaji Huang, Qiang Qiu and Kenneth Church

Distant Learning for Entity Linking with Automatic Noise Detection
Phong Le and Ivan Titov

Learning How to Active Learn by Dreaming
Thuy-Trang Vu, Ming Liu, Dinh Phung and Gholamreza Haffari

Few-Shot Representation Learning for Out-Of-Vocabulary Words
Ziniu Hu, Ting Chen, Kai-Wei Chang and Yizhou Sun

Neural Temporality Adaptation for Document Classification: Diachronic Word Em-
beddings and Domain Adaptation Models
Xiaolei Huang and Michael J. Paul

Learning Transferable Feature Representations Using Neural Networks
Himanshu Sharad Bhatt, Shourya Roy, Arun Rajkumar and Sriranjani Ramakrish-
nan

Bayes Test of Precision, Recall, and F1 Measure for Comparison of Two Natural

Language Processing Models
Ruibo Wang and Jihong Li

cvi
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TIGS: An Inference Algorithm for Text Infilling with Gradient Search
Dayiheng Liu, Jie Fu, Pengfei Liu and Jiancheng Lv

Keeping Notes: Conditional Natural Language Generation with a Scratchpad En-
coder
Ryan Benmalek, Madian Khabsa, Suma Desu, Claire Cardie and Michele Banko

13:50-15:30 Demo Session 2

15:30-16:00 Break

16:00-17:20 Lifetime Acheivement Award +Talk and Test of Time Awards

17:20-17:30 Short Break

17:30-19:00 ACL Business Meeting

19:00-19:15 Break

19:15-1ate Social Event
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Wednesday, July 31, 2019

09:00-10:00

10:00-10:30

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:43

11:43-11:56

11:56-12:09

Invited Talk 2: Loquentes Machinis: Technology, Applications, and Ethics of
Conversational Systems by Pascale Fung

Break

Session 6A: Discourse and Pragmatics

Using Automatically Extracted Minimum Spans to Disentangle Coreference Evalu-
ation from Boundary Detection
Nafise Sadat Moosavi, Leo Born, Massimo Poesio and Michael Strube

Revisiting Joint Modeling of Cross-document Entity and Event Coreference Resolu-
tion

Shany Barhom, Vered Shwartz, Alon Eirew, Michael Bugert, Nils Reimers and Ido
Dagan

A Unified Linear-Time Framework for Sentence-Level Discourse Parsing
Xiang Lin, Shafiq Joty, Prathyusha Jwalapuram and M Saiful Bari

Employing the Correspondence of Relations and Connectives to Identify Implicit
Discourse Relations via Label Embeddings
Linh The Nguyen, Linh Van Ngo, Khoat Than and Thien Huu Nguyen

Do You Know That Florence Is Packed with Visitors? Evaluating State-of-the-art
Models of Speaker Commitment

Nanjiang Jiang and Marie-Catherine de Marneffe

Multi-Relational Script Learning for Discourse Relations
I-Ta Lee and Dan Goldwasser

cviil



Wednesday, July 31, 2019 (continued)

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:43

11:43-11:56

11:56-12:09

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:43

Session 6B: Question Answering 2

Open-Domain Why-Question Answering with Adversarial Learning to Encode An-
swer Texts
Jong-Hoon Oh, Kazuma Kadowaki, Julien Kloetzer, Ryu lida and Kentaro Torisawa

Learning to Ask Unanswerable Questions for Machine Reading Comprehension
Haichao Zhu, Li Dong, Furu Wei, Wenhui Wang, Bing Qin and Ting Liu

[TACL] Natural Questions: a Benchmark for Question Answering Research

Tom Kwiatkowski, Jennimaria Palomaki, Olivia Redfield, Michael Collins, Ankur
Parikh, Chris Alberti, Danielle Epstein, Illia Polosukhin, Matthew Kelcey, Jacob
Devlin, Kenton Lee, Kristina N. Toutanova, Llion Jones, Ming-Wei Chang, Andrew
Dai, Jakob Uszkoreit, Quoc Le and Slav Petrov

Compositional Questions Do Not Necessitate Multi-hop Reasoning
Sewon Min, Eric Wallace, Sameer Singh, Matt Gardner, Hannaneh Hajishirzi and
Luke Zettlemoyer

Improving Question Answering over Incomplete KBs with Knowledge-Aware
Reader
Wenhan Xiong, Mo Yu, Shiyu Chang, Xiaoxiao Guo and William Yang Wang

AdaNSP: Uncertainty-driven Adaptive Decoding in Neural Semantic Parsing
Xiang Zhang, Shizhu He, Kang Liu and Jun Zhao
Session 6C: Applications 2

The Language of Legal and Illegal Activity on the Darknet
Leshem Choshen, Dan Eldad, Daniel Hershcovich, Elior Sulem and Omri Abend

Eliciting Knowledge from Experts: Automatic Transcript Parsing for Cognitive Task
Analysis
Junyi Du, He Jiang, Jiaming Shen and Xiang Ren

Course Concept Expansion in MOOCs with External Knowledge and Interactive
Game

Jifan Yu, Chenyu Wang, Gan Luo, Lei Hou, Juanzi Li, Zhiyuan Liu and Jie Tang

Towards Near-imperceptible Steganographic Text
Falcon Dai and Zheng Cai
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Wednesday, July 31, 2019 (continued)

11:43-11:56

11:56-12:09

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

Inter-sentence Relation Extraction with Document-level Graph Convolutional Neu-
ral Network
Sunil Kumar Sahu, Fenia Christopoulou, Makoto Miwa and Sophia Ananiadou

Neural Legal Judgment Prediction in English
Ilias Chalkidis, Ion Androutsopoulos and Nikolaos Aletras

Session 6D: Machine Translation 3

Robust Neural Machine Translation with Doubly Adversarial Inputs
Yong Cheng, Lu Jiang and Wolfgang Macherey

Bridging the Gap between Training and Inference for Neural Machine Translation
Wen Zhang, Yang Feng, Fandong Meng, Di You and Qun Liu

[TACL] Integrating Weakly Supervised Word Sense Disambiguation into Neural
Machine Translation
Xiao Pu, Nikolaos Pappas, James Henderson and Andrei Popescu-Belis

[TACL] Synchronous Bidirectional Neural Machine Translation
Long Zhou, Jiajun Zhang and Chengqing Zong

Beyond BLEU:Training Neural Machine Translation with Semantic Similarity
John Wieting, Taylor Berg-Kirkpatrick, Kevin Gimpel and Graham Neubig

Session 6E: Information Extraction and Text Mining 3

AutoML Strategy Based on Grammatical Evolution: A Case Study about Knowledge
Discovery from Text

Suilan Estevez-Velarde, Yoan Gutiérrez, Andrés Montoyo and Yudividn Almeida-
Cruz

Distilling Discrimination and Generalization Knowledge for Event Detection via
Delta-Representation Learning
Yaojie Lu, Hongyu Lin, Xianpei Han and Le Sun

Chinese Relation Extraction with Multi-Grained Information and External Linguis-

tic Knowledge
Ziran Li, Ning Ding, Zhiyuan Liu, Haitao Zheng and Ying Shen

CX
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Wednesday, July 31, 2019 (continued)

11:30-11:43

11:43-11:56

11:56-12:09

10:30-12:10

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

10:30-12:10

A2N: Attending to Neighbors for Knowledge Graph Inference
Trapit Bansal, Da-Cheng Juan, Sujith Ravi and Andrew McCallum

Graph based Neural Networks for Event Factuality Prediction using Syntactic and
Semantic Structures
Amir Pouran Ben Veyseh, Thien Huu Nguyen and Dejing Dou

Embedding Time Expressions for Deep Temporal Ordering Models
Tanya Goyal and Greg Durrett

Session 6F: Machine Learning 4

Episodic Memory Reader: Learning What to Remember for Question Answering
from Streaming Data
Moonsu Han, Minki Kang, Hyunwoo Jung and Sung Ju Hwang

Selection Bias Explorations and Debias Methods for Natural Language Sentence
Matching Datasets

Guanhua Zhang, Bing Bai, Jian Liang, Kun Bai, Shiyu Chang, Mo Yu, Conghui
Zhu and Tiejun Zhao

Real-Time Open-Domain Question Answering with Dense-Sparse Phrase Index
Minjoon Seo, Jinhyuk Lee, Tom Kwiatkowski, Ankur Parikh, Ali Farhadi and Han-

naneh Hajishirzi

Language Modeling with Shared Grammar
Yuyu Zhang and Le Song

[TACL] Densely Connected Graph Convolutional Networks for Graph-to-Sequence

Learning
Zhijiang Guo, Yan Zhang, Zhiyang Teng and Wei Lu

Poster Session 6

[Sentence-level semantics]

[TACL] Exploring Neural Methods for Parsing Discourse Representation Structures
Rik van Noord, Lasha Abzianidze, Antonio Toral and Johan Bos

Zero-Shot Semantic Parsing for Instructions
Ofer Givoli and Roi Reichart

cxi
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Wednesday, July 31, 2019 (continued)

Can You Tell Me How to Get Past Sesame Street? Sentence-Level Pretraining Be-
yond Language Modeling

Alex Wang, Jan Hula, Patrick Xia, Raghavendra Pappagari, R. Thomas McCoy,
Roma Patel, Najoung Kim, Ian Tenney, Yinghui Huang, Katherin Yu, Shuning Jin,
Berlin Chen, Benjamin Van Durme, Edouard Grave, Ellie Pavlick and Samuel R.
Bowman

Complex Question Decomposition for Semantic Parsing
Haoyu Zhang, Jingjing Cai, Jianjun Xu and Ji Wang

Multi-Task Deep Neural Networks for Natural Language Understanding
Xiaodong Liu, Pengcheng He, Weizhu Chen and Jianfeng Gao

DisSent: Learning Sentence Representations from Explicit Discourse Relations
Allen Nie, Erin Bennett and Noah Goodman

SParC: Cross-Domain Semantic Parsing in Context

Tao Yu, Rui Zhang, Michihiro Yasunaga, Yi Chern Tan, Xi Victoria Lin, Suyi Li,
Heyang Er, Irene Li, Bo Pang, Tao Chen, Emily Ji, Shreya Dixit, David Proctor,
Sungrok Shim, Jonathan Kraft, Vincent Zhang, Caiming Xiong, Richard Socher
and Dragomir Radev

Towards Complex Text-to-SQL in Cross-Domain Database with Intermediate Rep-
resentation
Jiaqi Guo, Zecheng Zhan, Yan Gao, Yan Xiao, Jian-Guang Lou, Ting Liu and Dong-
mei Zhang

EigenSent: Spectral sentence embeddings using higher-order Dynamic Mode De-
composition
Subhradeep Kayal and George Tsatsaronis

SemBleu: A Robust Metric for AMR Parsing Evaluation
Linfeng Song and Daniel Gildea

Reranking for Neural Semantic Parsing
Pengcheng Yin and Graham Neubig

Representing Schema Structure with Graph Neural Networks for Text-to-SQL Pars-

ing
Ben Bogin, Jonathan Berant and Matt Gardner

Human vs. Muppet: A Conservative Estimate of Human Performance on the GLUE

Benchmark
Nikita Nangia and Samuel R. Bowman
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Wednesday, July 31, 2019 (continued)

Compositional Semantic Parsing across Graphbanks
Matthias Lindemann, Jonas Groschwitz and Alexander Koller

Rewarding Smatch: Transition-Based AMR Parsing with Reinforcement Learning
Tahira Naseem, Abhishek Shah, Hui Wan, Radu Florian, Salim Roukos and Miguel
Ballesteros

BERT Rediscovers the Classical NLP Pipeline
Ian Tenney, Dipanjan Das and Ellie Pavlick

Simple and Effective Paraphrastic Similarity from Parallel Translations
John Wieting, Kevin Gimpel, Graham Neubig and Taylor Berg-Kirkpatrick

Second-Order Semantic Dependency Parsing with End-to-End Neural Networks
Xinyu Wang, Jingxian Huang and Kewei Tu

[Sentiment Analysis and Argument Mining]

Towards Multimodal Sarcasm Detection (An _Obviously_ Perfect Paper)
Santiago Castro, Devamanyu Hazarika, Verénica Pérez-Rosas, Roger Zimmermann,
Rada Mihalcea and Soujanya Poria

Determining Relative Argument Specificity and Stance for Complex Argumentative
Structures
Esin Durmus, Faisal Ladhak and Claire Cardie

Latent Variable Sentiment Grammar
Liwen Zhang, Kewei Tu and Yue Zhang

An Investigation of Transfer Learning-Based Sentiment Analysis in Japanese
Enkhbold Bataa and Joshua Wu

Probing Neural Network Comprehension of Natural Language Arguments
Timothy Niven and Hung-Yu Kao

Recognising Agreement and Disagreement between Stances with Reason Compar-
ing Networks
Chang Xu, Cecile Paris, Surya Nepal and Ross Sparks

Toward Comprehensive Understanding of a Sentiment Based on Human Motives
Naoki Otani and Eduard Hovy

Context-aware Embedding for Targeted Aspect-based Sentiment Analysis
Bin Liang, Jiachen Du, Ruifeng Xu, Binyang Li and Hejiao Huang
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Wednesday, July 31, 2019 (continued)

Yes, we can! Mining Arguments in 50 Years of US Presidential Campaign Debates
Shohreh Haddadan, Elena Cabrio and Serena Villata

An Empirical Study of Span Representations in Argumentation Structure Parsing
Tatsuki Kuribayashi, Hiroki Ouchi, Naoya Inoue, Paul Reisert, Toshinori Miyoshi,
Jun Suzuki and Kentaro Inui

[Textual Inference and Other Areas of Semantics]

Simple and Effective Text Matching with Richer Alignment Features
Rungi Yang, Jianhai Zhang, Xing Gao, Feng Ji and Haiqing Chen

Learning Attention-based Embeddings for Relation Prediction in Knowledge
Graphs
Deepak Nathani, Jatin Chauhan, Charu Sharma and Manohar Kaul

Neural Network Alignment for Sentential Paraphrases
Jessica Ouyang and Kathy McKeown

Duality of Link Prediction and Entailment Graph Induction
Mohammad Javad Hosseini, Shay B. Cohen, Mark Johnson and Mark Steedman

A Cross-Sentence Latent Variable Model for Semi-Supervised Text Sequence Match-
ing
Jihun Choi, Taeuk Kim and Sang-goo Lee

COMET: Commonsense Transformers for Automatic Knowledge Graph Construc-
tion

Antoine Bosselut, Hannah Rashkin, Maarten Sap, Chaitanya Malaviya, Asli Celiky-
ilmaz and Yejin Choi

Detecting Subevents using Discourse and Narrative Features
Mohammed Aldawsari and Mark Finlayson

HellaSwag: Can a Machine Really Finish Your Sentence?
Rowan Zellers, Ari Holtzman, Yonatan Bisk, Ali Farhadi and Yejin Choi

Unified Semantic Parsing with Weak Supervision
Priyanka Agrawal, Ayushi Dalmia, Parag Jain, Abhishek Bansal, Ashish Mittal and
Karthik Sankaranarayanan

Every Child Should Have Parents: A Taxonomy Refinement Algorithm Based on
Hyperbolic Term Embeddings

Rami Aly, Shantanu Acharya, Alexander Ossa, Arne Kohn, Chris Biemann and
Alexander Panchenko
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Wednesday, July 31, 2019 (continued)

10:30-12:10

12:10-13:50

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

Learning to Rank for Plausible Plausibility
Zhongyang Li, Tongfei Chen and Benjamin Van Durme

Generalized Tuning of Distributional Word Vectors for Monolingual and Cross-
Lingual Lexical Entailment
Goran Glavas$ and Ivan Vuli¢

Attention Is (not) All You Need for Commonsense Reasoning
Tassilo Klein and Moin Nabi

A Surprisingly Robust Trick for the Winograd Schema Challenge
Vid Kocijan, Ana-Maria Cretu, Oana-Maria Camburu, Yordan Yordanov and
Thomas Lukasiewicz

Student Research Workshop Poster Session 3

Lunch

Session 7A: Generation 2

Coherent Comments Generation for Chinese Articles with a Graph-to-Sequence
Model
Wei Li, Jingjing Xu, Yancheng He, ShengLi Yan, Yunfang Wu and Xu Sun

Interconnected Question Generation with Coreference Alignment and Conversation
Flow Modeling
Yifan Gao, Piji Li, Irwin King and Michael R. Lyu

Cross-Lingual Training for Automatic Question Generation
Vishwajeet Kumar, Nitish Joshi, Arijit Mukherjee, Ganesh Ramakrishnan and
Preethi Jyothi

A Hierarchical Reinforced Sequence Operation Method for Unsupervised Text Style
Transfer
Chen Wu, Xuancheng Ren, Fuli Luo and Xu Sun

Handling Divergent Reference Texts when Evaluating Table-to-Text Generation

Bhuwan Dhingra, Manaal Faruqui, Ankur Parikh, Ming-Wei Chang, Dipanjan Das
and William Cohen

CXV



Wednesday, July 31, 2019 (continued)

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:03

15:03-15:16

Session 7B: Question Answering 3

Unsupervised Question Answering by Cloze Translation
Patrick Lewis, Ludovic Denoyer and Sebastian Riedel

MultiQA: An Empirical Investigation of Generalization and Transfer in Reading
Comprehension
Alon Talmor and Jonathan Berant

Simple and Effective Curriculum Pointer-Generator Networks for Reading Compre-
hension over Long Narratives

Yi Tay, Shuohang Wang, Anh Tuan Luu, Jie Fu, Minh C. Phan, Xingdi Yuan, Jin-
feng Rao, Siu Cheung Hui and Aston Zhang

Explain Yourself! Leveraging Language Models for Commonsense Reasoning
Nazneen Fatema Rajani, Bryan McCann, Caiming Xiong and Richard Socher

Interpretable Question Answering on Knowledge Bases and Text

Alona Sydorova, Nina Poerner and Benjamin Roth

Session 7C: Multilinguality

A Resource-Free Evaluation Metric for Cross-Lingual Word Embeddings Based on
Graph Modularity

Yoshinari Fujinuma, Jordan Boyd-Graber and Michael J. Paul

Multilingual and Cross-Lingual Graded Lexical Entailment
Ivan Vuli¢, Simone Paolo Ponzetto and Goran Glavas

What Kind of Language Is Hard to Language-Model?
Sebastian J. Mielke, Ryan Cotterell, Kyle Gorman, Brian Roark and Jason Eisner

Analyzing the Limitations of Cross-lingual Word Embedding Mappings
Aitor Ormazabal, Mikel Artetxe, Gorka Labaka, Aitor Soroa and Eneko Agirre

How Multilingual is Multilingual BERT?
Telmo Pires, Eva Schlinger and Dan Garrette

cXvi



Wednesday, July 31, 2019 (continued)

15:16-15:29

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:03

15:03-15:16

Bilingual Lexicon Induction through Unsupervised Machine Translation
Mikel Artetxe, Gorka Labaka and Eneko Agirre

Session 7D: Social Media 2

[TACL] What You Say and How You Say it: Joint Modeling of Topics and Discourse
in Microblog Conversations
Jichuan Zeng, Jing Li, Yulan He, Cuiyun Gao, Michael R. Lyu and Irwin King

Automatically Identifying Complaints in Social Media
Daniel Preotiuc-Pietro, Mihaela Gaman and Nikolaos Aletras

TWEETQA: A Social Media Focused Question Answering Dataset
Wenhan Xiong, Jiawei Wu, Hong Wang, Vivek Kulkarni, Mo Yu, Shiyu Chang,
Xiaoxiao Guo and William Yang Wang

Asking the Crowd: Question Analysis, Evaluation and Generation for Open Discus-
sion on Online Forums
Zi Chai, Xinyu Xing, Xiaojun Wan and Bo Huang

Tree LSTMs with Convolution Units to Predict Stance and Rumor Veracity in Social
Media Conversations
Sumeet Kumar and Kathleen Carley

Session 7E: Summarization 2
HIBERT: Document Level Pre-training of Hierarchical Bidirectional Transformers
for Document Summarization

Xingxing Zhang, Furu Wei and Ming Zhou

Hierarchical Transformers for Multi-Document Summarization
Yang Liu and Mirella Lapata

Abstractive Text Summarization Based on Deep Learning and Semantic Content
Generalization

Panagiotis Kouris, Georgios Alexandridis and Andreas Stafylopatis

Studying Summarization Evaluation Metrics in the Appropriate Scoring Range
Maxime Peyrard

Simple Unsupervised Summarization by Contextual Matching
Jiawei Zhou and Alexander Rush

cxvil


https://www.aclweb.org/anthology/Q19-1017
https://www.aclweb.org/anthology/Q19-1017

Wednesday, July 31, 2019 (continued)

15:16-15:29

13:50-15:30

13:50-14:10

14:10-14:30

14:30-14:50

14:50-15:10

15:10-15:30

13:50-15:30

Generating Summaries with Topic Templates and Structured Convolutional De-
coders
Laura Perez-Beltrachini, Yang Liu and Mirella Lapata

Session 7F: Linguistic Theories, Cognitive Modeling and Psycholinguistics

Morphological Irregularity Correlates with Frequency
Shijie Wu, Ryan Cotterell and Timothy O’Donnell

Like a Baby: Visually Situated Neural Language Acquisition
Alexander Ororbia, Ankur Mali, Matthew Kelly and David Reitter

Relating Simple Sentence Representations in Deep Neural Networks and the Brain
Sharmistha Jat, Hao Tang, Partha Talukdar and Tom Mitchell

Modeling Affirmative and Negated Action Processing in the Brain with Lexical and
Compositional Semantic Models

Vesna Djokic, Jean Maillard, Luana Bulat and Ekaterina Shutova

Word-order Biases in Deep-agent Emergent Communication

Rahma Chaabouni, Eugene Kharitonov, Alessandro Lazaric, Emmanuel Dupoux
and Marco Baroni

Poster Session 7

cXviil



Wednesday, July 31, 2019 (continued)

[Information Extraction and Text Mining]

NNE: A Dataset for Nested Named Entity Recognition in English Newswire
Nicky Ringland, Xiang Dai, Ben Hachey, Sarvnaz Karimi, Cecile Paris and James
R. Curran

Sequence-to-Nuggets: Nested Entity Mention Detection via Anchor-Region Net-
works
Hongyu Lin, Yaojie Lu, Xianpei Han and Le Sun

Improving Textual Network Embedding with Global Attention via Optimal Transport
Liqun Chen, Guoyin Wang, Chenyang Tao, Dinghan Shen, Pengyu Cheng, Xinyuan
Zhang, Wenlin Wang, Yizhe Zhang and Lawrence Carin

Identification of Tasks, Datasets, Evaluation Metrics, and Numeric Scores for Sci-
entific Leaderboards Construction
Yufang Hou, Charles Jochim, Martin Gleize, Francesca Bonin and Debasis Ganguly

Scaling up Open Tagging from Tens to Thousands: Comprehension Empowered
Attribute Value Extraction from Product Title
Huimin Xu, Wenting Wang, Xin Mao, Xinyu Jiang and Man Lan

Incorporating Linguistic Constraints into Keyphrase Generation
Jing Zhao and Yuxiang Zhang

A Unified Multi-task Adversarial Learning Framework for Pharmacovigilance Min-
ing

Shweta Yadav, Asif Ekbal, Sriparna Saha and Pushpak Bhattacharyya

Quantity Tagger: A Latent-Variable Sequence Labeling Approach to Solving
Addition-Subtraction Word Problems

Yanyan Zou and Wei Lu

A Deep Reinforced Sequence-to-Set Model for Multi-Label Classification
Pengcheng Yang, Fuli Luo, Shuming Ma, Junyang Lin and Xu Sun

Joint Slot Filling and Intent Detection via Capsule Neural Networks
Chenwei Zhang, Yaliang Li, Nan Du, Wei Fan and Philip Yu

Neural Aspect and Opinion Term Extraction with Mined Rules as Weak Supervision
Hongliang Dai and Yangqiu Song

CXiX



Wednesday, July 31, 2019 (continued)

Cost-sensitive Regularization for Label Confusion-aware Event Detection
Hongyu Lin, Yaojie Lu, Xianpei Han and Le Sun

Exploring Pre-trained Language Models for Event Extraction and Generation
Sen Yang, Dawei Feng, Linbo Qiao, Zhigang Kan and Dongsheng Li

Improving Open Information Extraction via Iterative Rank-Aware Learning
Zhengbao Jiang, Pengcheng Yin and Graham Neubig

Towards Improving Neural Named Entity Recognition with Gazetteers
Tianyu Liu, Jin-Ge Yao and Chin-Yew Lin

Span-Level Model for Relation Extraction

Kalpit Dixit and Yaser Al-Onaizan

[Tagging, Chunking, Syntax and Parsing]

Enhancing Unsupervised Generative Dependency Parser with Contextual Informa-
tion

Wenjuan Han, Yong Jiang and Kewei Tu

Neural Architectures for Nested NER through Linearization
Jana Strakovd, Milan Straka and Jan Hajic

Online Infix Probability Computation for Probabilistic Finite Automata
Marco Cognetta, Yo-Sub Han and Soon Chan Kwon

How to Best Use Syntax in Semantic Role Labelling
Yufei Wang, Mark Johnson, Stephen Wan, Yifang Sun and Wei Wang

PTB Graph Parsing with Tree Approximation
Yoshihide Kato and Shigeki Matsubara

Sequence Labeling Parsing by Learning across Representations
Michalina Strzyz, David Vilares and Carlos Gémez-Rodriguez

CXX



Wednesday, July 31, 2019 (continued)

A Prism Module for Semantic Disentanglement in Name Entity Recognition
Kun Liu, Shen Li, Daqi Zheng, Zhengdong Lu, Sheng Gao and Si Li

Label-Agnostic Sequence Labeling by Copying Nearest Neighbors
Sam Wiseman and Karl Stratos

[Dialogue and Interactive Systems]

Towards Empathetic Open-domain Conversation Models: A New Benchmark and
Dataset
Hannah Rashkin, Eric Michael Smith, Margaret Li and Y-Lan Boureau

Know More about Each Other: Evolving Dialogue Strategy via Compound Assess-
ment
Siqi Bao, Huang He, Fan Wang, Rongzhong Lian and Hua Wu

Training Neural Response Selection for Task-Oriented Dialogue Systems

Matthew Henderson, Ivan Vuli¢, Daniela Gerz, Ifigo Casanueva, Pawet
Budzianowski, Sam Coope, Georgios Spithourakis, Tsung-Hsien Wen, Nikola
Mrksi¢ and Pei-Hao Su

Collaborative Dialogue in Minecraft
Anjali Narayan-Chen, Prashant Jayannavar and Julia Hockenmaier

Neural Response Generation with Meta-words
Can Xu, Wei Wu, Chongyang Tao, Huang Hu, Matt Schuerman and Ying Wang

Conversing by Reading: Contentful Neural Conversation with On-demand Machine
Reading

Lianhui Qin, Michel Galley, Chris Brockett, Xiaodong Liu, Xiang Gao, Bill Dolan,
Yejin Choi and Jianfeng Gao

Ordinal and Attribute Aware Response Generation in a Multimodal Dialogue Sys-
tem
Hardik Chauhan, Mauajama Firdaus, Asif Ekbal and Pushpak Bhattacharyya

Memory Consolidation for Contextual Spoken Language Understanding with Dia-
logue Logistic Inference

He Bai, Yu Zhou, Jiajun Zhang and Chengqing Zong

Personalizing Dialogue Agents via Meta-Learning
Andrea Madotto, Zhaojiang Lin, Chien-Sheng Wu and Pascale Fung
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Wednesday, July 31, 2019 (continued)

Reading Turn by Turn: Hierarchical Attention Architecture for Spoken Dialogue
Comprehension
Zhengyuan Liu and Nancy Chen

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling
Haihong E, Peiqing Niu, Zhongfu Chen and Meina Song

Dual Supervised Learning for Natural Language Understanding and Generation
Shang-Yu Su, Chao-Wei Huang and Yun-Nung Chen

SUMBT: Slot-Utterance Matching for Universal and Scalable Belief Tracking
Hwaran Lee, Jinsik Lee and Tae-Yoon Kim

Robust Zero-Shot Cross-Domain Slot Filling with Example Values
Darsh Shah, Raghav Gupta, Amir Fayazi and Dilek Hakkani-Tur

Deep Unknown Intent Detection with Margin Loss
Ting-En Lin and Hua Xu

Modeling Semantic Relationship in Multi-turn Conversations with Hierarchical La-
tent Variables

Lei Shen, Yang Feng and Haolan Zhan

Rationally Reappraising ATIS-based Dialogue Systems
Jingcheng Niu and Gerald Penn

cxxil



Wednesday, July 31, 2019 (continued)

[Machine Learning]

Learning Latent Trees with Stochastic Perturbations and Differentiable Dynamic
Programming
Caio Corro and Ivan Titov

Neural-based Chinese Idiom Recommendation for Enhancing Elegance in Essay
Writing
Yuanchao Liu, Bo Pang and Bingquan Liu

Better Exploiting Latent Variables in Text Modeling
Canasai Kruengkrai

Misleading Failures of Partial-input Baselines
Shi Feng, Eric Wallace and Jordan Boyd-Graber

Soft Contextual Data Augmentation for Neural Machine Translation
Fei Gao, Jinhua Zhu, Lijun Wu, Yingce Xia, Tao Qin, Xueqi Cheng, Wengang Zhou
and Tie-Yan Liu

Reversing Gradients in Adversarial Domain Adaptation for Question Deduplication
and Textual Entailment Tasks
Anush Kamath, Sparsh Gupta and Vitor Carvalho

Towards Integration of Statistical Hypothesis Tests into Deep Neural Networks
Ahmad Aghaebrahimian and Mark Cieliebak

Depth Growing for Neural Machine Translation
Lijun Wu, Yiren Wang, Yingce Xia, Fei Tian, Fei Gao, Tao Qin, Jianhuang Lai and
Tie-Yan Liu

Generating Fluent Adversarial Examples for Natural Languages
Huangzhao Zhang, Hao Zhou, Ning Miao and Lei Li

Towards Explainable NLP: A Generative Explanation Framework for Text Classifi-
cation

Hui Liu, Qingyu Yin and William Yang Wang

Combating Adversarial Misspellings with Robust Word Recognition
Danish Pruthi, Bhuwan Dhingra and Zachary C. Lipton
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Wednesday, July 31, 2019 (continued)

13:50-15:30

15:30-16:00

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:20

17:20-17:40

An Empirical Investigation of Structured Output Modeling for Graph-based Neural
Dependency Parsing
Zhisong Zhang, Xuezhe Ma and Eduard Hovy

Demo Session 3

Break

Session 8A: Dialogue and Interactive Systems 3 - New Tasks

Observing Dialogue in Therapy: Categorizing and Forecasting Behavioral Codes
Jie Cao, Michael Tanana, Zac Imel, Eric Poitras, David Atkins and Vivek Srikumar

Multimodal Transformer Networks for End-to-End Video-Grounded Dialogue Sys-
tems
Hung Le, Doyen Sahoo, Nancy Chen and Steven Hoi

Target-Guided Open-Domain Conversation
Jianheng Tang, Tiancheng Zhao, Chenyan Xiong, Xiaodan Liang, Eric Xing and
Zhiting Hu

Persuasion for Good: Towards a Personalized Persuasive Dialogue System for So-
cial Good

Xuewei Wang, Weiyan Shi, Richard Kim, Yoojung Oh, Sijia Yang, Jingwen Zhang
and Zhou Yu

Improving Neural Conversational Models with Entropy-Based Data Filtering
Richérd Csaky, Patrik Purgai and Gabor Recski

CXX1V



Wednesday, July 31, 2019 (continued)

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:20

17:20-17:40

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:13

17:13-17:26

Session 8B: Word-level Semantics 2

Zero-shot Word Sense Disambiguation using Sense Definition Embeddings
Sawan Kumar, Sharmistha Jat, Karan Saxena and Partha Talukdar

Language Modelling Makes Sense: Propagating Representations through WordNet
for Full-Coverage Word Sense Disambiguation
Daniel Loureiro and Alipio Jorge

Word2Sense: Sparse Interpretable Word Embeddings
Abhishek Panigrahi, Harsha Vardhan Simhadri and Chiranjib Bhattacharyya

Modeling Semantic Compositionality with Sememe Knowledge
Fanchao Qi, Junjie Huang, Chenghao Yang, Zhiyuan Liu, Xiao Chen, Qun Liu and
Maosong Sun

Predicting Humorousness and Metaphor Novelty with Gaussian Process Preference
Learning
Edwin Simpson, Erik-Lan Do Dinh, Tristan Miller and Iryna Gurevych

Session 8C: Resources and Evaluation

Empirical Linguistic Study of Sentence Embeddings
Katarzyna Krasnowska-Kieras and Alina Wréblewska

Probing for Semantic Classes: Diagnosing the Meaning Content of Word Embed-
dings

Yadollah Yaghoobzadeh, Katharina Kann, T. J. Hazen, Eneko Agirre and Hinrich
Schiitze

Deep Neural Model Inspection and Comparison via Functional Neuron Pathways
James Fiacco, Samridhi Choudhary and Carolyn Rose

Collocation Classification with Unsupervised Relation Vectors
Luis Espinosa Anke, Steven Schockaert and Leo Wanner

Corpus-based Check-up for Thesaurus
Natalia Loukachevitch

CXXV



Wednesday, July 31, 2019 (continued)

17:26-17:39

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:13

17:13-17:26

17:26-17:39

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:13

Confusionset-guided Pointer Networks for Chinese Spelling Check
Dingmin Wang, Yi Tay and Li Zhong

Session 8D: Machine Translation 4

Generalized Data Augmentation for Low-Resource Translation
Mengzhou Xia, Xiang Kong, Antonios Anastasopoulos and Graham Neubig

[TACL] Attention-Passing Models for Robust and Data-Efficient End-to-End Speech
Translation
Matthias Sperber, Graham Neubig, Jan Niehues and Alex Waibel

Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the
Rest Can Be Pruned
Elena Voita, David Talbot, Fedor Moiseev, Rico Sennrich and Ivan Titov

Better OOV Translation with Bilingual Terminology Mining
Matthias Huck, Viktor Hangya and Alexander Fraser

Simultaneous Translation with Flexible Policy via Restricted Imitation Learning
Baigong Zheng, Renjie Zheng, Mingbo Ma and Liang Huang

Target Conditioned Sampling: Optimizing Data Selection for Multilingual Neural
Machine Translation
Xinyi Wang and Graham Neubig

Session 8E: Information Extraction and Text Mining 4

Adversarial Learning of Privacy-Preserving Text Representations for De-
Identification of Medical Records
Max Friedrich, Arne Kohn, Gregor Wiedemann and Chris Biemann

Merge and Label: A Novel Neural Network Architecture for Nested NER
Joseph Fisher and Andreas Vlachos

Low-resource Deep Entity Resolution with Transfer and Active Learning
Jungo Kasai, Kun Qian, Sairam Gurajada, Yunyao Li and Lucian Popa

A Semi-Markov Structured Support Vector Machine Model for High-Precision
Named Entity Recognition

Ravneet Arora, Chen-Tse Tsai, Ketevan Tsereteli, Prabhanjan Kambadur and Yi
Yang

CXXVi


https://www.mitpressjournals.org/doi/pdfplus/10.1162/tacl_a_00270
https://www.mitpressjournals.org/doi/pdfplus/10.1162/tacl_a_00270

Wednesday, July 31, 2019 (continued)

17:13-17:26

17:26-17:39

16:00-17:40

16:00-16:20

16:20-16:40

16:40-17:00

17:00-17:13

17:13-17:26

17:26-17:39

Using Human Attention to Extract Keyphrase from Microblog Post
Yingyi Zhang and Chengzhi Zhang

Model-Agnostic Meta-Learning for Relation Classification with Limited Supervi-
sion
Abiola Obamuyide and Andreas Vlachos

Session 8F: Machine Learning 5

Variational Pretraining for Semi-supervised Text Classification
Suchin Gururangan, Tam Dang, Dallas Card and Noah A. Smith

Task Refinement Learning for Improved Accuracy and Stability of Unsupervised
Domain Adaptation
Yftah Ziser and Roi Reichart

Optimal Transport-based Alignment of Learned Character Representations for
String Similarity

Derek Tam, Nicholas Monath, Ari Kobren, Aaron Traylor, Rajarshi Das and Andrew
McCallum

The Referential Reader: A Recurrent Entity Network for Anaphora Resolution
Fei Liu, Luke Zettlemoyer and Jacob Eisenstein

Interpolated Spectral NGram Language Models
Ariadna Quattoni and Xavier Carreras

BAM! Born-Again Multi-Task Networks for Natural Language Understanding

Kevin Clark, Minh-Thang Luong, Urvashi Khandelwal, Christopher D. Manning
and Quoc V. Le

CXXVil



Wednesday, July 31, 2019 (continued)
16:00-17:40 Poster Session 8

[Generation]

Curate and Generate: A Corpus and Method for Joint Control of Semantics and
Style in Neural NLG
Shereen Oraby, Vrindavan Harrison, Abteen Ebrahimi and Marilyn Walker

Automated Chess Commentator Powered by Neural Chess Engine
Hongyu Zang, Zhiwei Yu and Xiaojun Wan

Barack’s Wife Hillary: Using Knowledge Graphs for Fact-Aware Language Model-

ing
Robert Logan, Nelson F. Liu, Matthew E. Peters, Matt Gardner and Sameer Singh

Controllable Paraphrase Generation with a Syntactic Exemplar
Mingda Chen, Qingming Tang, Sam Wiseman and Kevin Gimpel

Towards Comprehensive Description Generation from Factual Attribute-value Ta-
bles
Tianyu Liu, Fuli Luo, Pengcheng Yang, Wei Wu, Baobao Chang and Zhifang Sui

Style Transformer: Unpaired Text Style Transfer without Disentangled Latent Rep-
resentation
Ning Dai, Jianze Liang, Xipeng Qiu and Xuanjing Huang

Generating Sentences from Disentangled Syntactic and Semantic Spaces
Yu Bao, Hao Zhou, Shujian Huang, Lei Li, Lili Mou, Olga Vechtomova, Xin-yu
Dai and Jiajun Chen

Learning to Control the Fine-grained Sentiment for Story Ending Generation
Fuli Luo, Damai Dai, Pengcheng Yang, Tianyu Liu, Baobao Chang, Zhifang Sui
and Xu Sun

Self-Attention Architectures for Answer-Agnostic Neural Question Generation
Thomas Scialom, Benjamin Piwowarski and Jacopo Staiano

Unsupervised Paraphrasing without Translation
Aurko Roy and David Grangier

CcxXxviii



Wednesday, July 31, 2019 (continued)

Storyboarding of Recipes: Grounded Contextual Generation
Khyathi Chandu, Eric Nyberg and Alan W Black

Negative Lexically Constrained Decoding for Paraphrase Generation
Tomoyuki Kajiwara

Large-Scale Transfer Learning for Natural Language Generation
Sergey Golovanov, Rauf Kurbanov, Sergey Nikolenko, Kyryl Truskovskyi, Alexan-
der Tselousov and Thomas Wolf

Automatic Grammatical Error Correction for Sequence-to-sequence Text Genera-
tion: An Empirical Study
Tao Ge, Xingxing Zhang, Furu Wei and Ming Zhou

[Question Answering]

Improving the Robustness of Question Answering Systems to Question Paraphrasing
Wee Chung Gan and Hwee Tou Ng

Latent Retrieval for Weakly Supervised Open Domain Question Answering
Kenton Lee, Ming-Wei Chang and Kristina Toutanova

Multi-hop Reading Comprehension through Question Decomposition and Rescor-

ing
Sewon Min, Victor Zhong, Luke Zettlemoyer and Hannaneh Hajishirzi

Combining Knowledge Hunting and Neural Language Models to Solve the Wino-
grad Schema Challenge
Ashok Prakash, Arpit Sharma, Arindam Mitra and Chitta Baral

Careful Selection of Knowledge to Solve Open Book Question Answering
Pratyay Banerjee, Kuntal Kumar Pal, Arindam Mitra and Chitta Baral

Learning Representation Mapping for Relation Detection in Knowledge Base Ques-
tion Answering

Peng Wu, Shujian Huang, Rongxiang Weng, Zaixiang Zheng, Jianbing Zhang, Xi-
aohui Yan and Jiajun Chen

CXXiX



Wednesday, July 31, 2019 (continued)

Dynamically Fused Graph Network for Multi-hop Reasoning
Lin Qiu, Yunxuan Xiao, Yanru Qu, Hao Zhou, Lei Li, Weinan Zhang and Yong Yu

NLProlog: Reasoning with Weak Unification for Question Answering in Natural
Language

Leon Weber, Pasquale Minervini, Jannes Miinchmeyer, Ulf Leser and Tim Rock-
tdschel

Modeling Intra-Relation in Math Word Problems with Different Functional Multi-
Head Attentions
Jierui Li, Lei Wang, Jipeng Zhang, Yan Wang, Bing Tian Dai and Dongxiang Zhang

Synthetic QA Corpora Generation with Roundtrip Consistency
Chris Alberti, Daniel Andor, Emily Pitler, Jacob Devlin and Michael Collins

Are Red Roses Red? Evaluating Consistency of Question-Answering Models
Marco Tulio Ribeiro, Carlos Guestrin and Sameer Singh

MC"2: Multi-perspective Convolutional Cube for Conversational Machine Reading
Comprehension
Xuanyu Zhang

[Multidisciplinary]

Time-Out: Temporal Referencing for Robust Modeling of Lexical Semantic Change
Haim Dubossarsky, Simon Hengchen, Nina Tahmasebi and Dominik Schlechtweg

Reducing Word Omission Errors in Neural Machine Translation: A Contrastive
Learning Approach
Zonghan Yang, Yong Cheng, Yang Liu and Maosong Sun

Exploiting Sentential Context for Neural Machine Translation
Xing Wang, Zhaopeng Tu, Longyue Wang and Shuming Shi

Wetin dey with these comments? Modeling Sociolinguistic Factors Affecting Code-
switching Behavior in Nigerian Online Discussions
Innocent Ndubuisi-Obi, Sayan Ghosh and David Jurgens

Accelerating Sparse Matrix Operations in Neural Networks on Graphics Processing
Units
Arturo Argueta and David Chiang

An Automated Framework for Fast Cognate Detection and Bayesian Phylogenetic

Inference in Computational Historical Linguistics
Taraka Rama and Johann-Mattis List

CXXX



Wednesday, July 31, 2019 (continued)

[Document Analysis]

Sentence Centrality Revisited for Unsupervised Summarization
Hao Zheng and Mirella Lapata

Discourse Representation Parsing for Sentences and Documents
Jiangming Liu, Shay B. Cohen and Mirella Lapata

Inducing Document Structure for Aspect-based Summarization
Lea Frermann and Alexandre Klementiev

Incorporating Priors with Feature Attribution on Text Classification
Frederick Liu and Besim Avci

Matching Article Pairs with Graphical Decomposition and Convolutions
Bang Liu, Di Niu, Haojie Wei, Jinghong Lin, Yancheng He, Kunfeng Lai and Yu
Xu

Hierarchical Transfer Learning for Multi-label Text Classification
Siddhartha Banerjee, Cem Akkaya, Francisco Perez-Sorrosal and Kostas Tsiout-
siouliklis

Bias Analysis and Mitigation in the Evaluation of Authorship Verification
Janek Bevendorff, Matthias Hagen, Benno Stein and Martin Potthast

Numeracy-600K: Learning Numeracy for Detecting Exaggerated Information in
Market Comments
Chung-Chi Chen, Hen-Hsen Huang, Hiroya Takamura and Hsin-Hsi Chen

Large-Scale Multi-Label Text Classification on EU Legislation
Ilias Chalkidis, Emmanouil Fergadiotis, Prodromos Malakasiotis and Ion Androut-
sopoulos

Why Didn’t You Listen to Me? Comparing User Control of Human-in-the-Loop
Topic Models

Varun Kumar, Alison Smith-Renner, Leah Findlater, Kevin Seppi and Jordan Boyd-
Graber

Encouraging Paragraph Embeddings to Remember Sentence Identity Improves
Classification
Tu Vu and Mohit lyyer

CXXX1



Wednesday, July 31, 2019 (continued)

A Multi-Task Architecture on Relevance-based Neural Query Translation
Sheikh Muhammad Sarwar, Hamed Bonab and James Allan

Topic Modeling with Wasserstein Autoencoders
Feng Nan, Ran Ding, Ramesh Nallapati and Bing Xiang

[TACL] GILE: A Generalized Input-Label Embedding for Text Classification
Nikolaos Pappas and James Henderson

[Vision, Robotics, Multimodal, Grounding and Speech]

Dense Procedure Captioning in Narrated Instructional Videos
Botian Shi, Lei Ji, Yaobo Liang, Nan Duan, Peng Chen, Zhendong Niu and Ming
Zhou

Latent Variable Model for Multi-modal Translation
Iacer Calixto, Miguel Rios and Wilker Aziz

Identifying Visible Actions in Lifestyle Vlogs
Oana Ignat, Laura Burdick, Jia Deng and Rada Mihalcea

A Corpus for Reasoning about Natural Language Grounded in Photographs
Alane Suhr, Stephanie Zhou, Ally Zhang, Iris Zhang, Huajun Bai and Yoav Artzi

Learning to Discover, Ground and Use Words with Segmental Neural Language
Models
Kazuya Kawakami, Chris Dyer and Phil Blunsom

What Should I Ask? Using Conversationally Informative Rewards for Goal-oriented
Visual Dialog.

Pushkar Shukla, Carlos Elmadjian, Richika Sharan, Vivek Kulkarni, Matthew Turk
and William Yang Wang

Symbolic Inductive Bias for Visually Grounded Learning of Spoken Language
Grzegorz Chrupata

Multi-step Reasoning via Recurrent Dual Attention for Visual Dialog
Zhe Gan, Yu Cheng, Ahmed Kholy, Linjie Li, Jingjing Liu and Jianfeng Gao

Lattice Transformer for Speech Translation
Pei Zhang, Niyu Ge, Boxing Chen and Kai Fan

CXXXIl


https://www.aclweb.org/anthology/Q19-1009

Wednesday, July 31, 2019 (continued)

Informative Image Captioning with External Sources of Information
Sanqgiang Zhao, Piyush Sharma, Tomer Levinboim and Radu Soricut

CoDraw: Collaborative Drawing as a Testbed for Grounded Goal-driven Commu-
nication

Jin-Hwa Kim, Nikita Kitaev, Xinlei Chen, Marcus Rohrbach, Byoung-Tak Zhang,
Yuandong Tian, Dhruv Batra and Devi Parikh

Bridging by Word: Image Grounded Vocabulary Construction for Visual Captioning
Zhihao Fan, Zhongyu Wei, Siyuan Wang and Xuanjing Huang

Distilling Translations with Visual Awareness
Julia Ive, Pranava Madhyastha and Lucia Specia

VIFIDEL: Evaluating the Visual Fidelity of Image Descriptions
Pranava Madhyastha, Josiah Wang and Lucia Specia

Are You Looking? Grounding to Multiple Modalities in Vision-and-Language Nav-
igation
Ronghang Hu, Daniel Fried, Anna Rohrbach, Dan Klein, Trevor Darrell and Kate
Saenko

Multimodal Transformer for Unaligned Multimodal Language Sequences
Yao-Hung Hubert Tsai, Shaojie Bai, Paul Pu Liang, J. Zico Kolter, Louis-Philippe
Morency and Ruslan Salakhutdinov

Show, Describe and Conclude: On Exploiting the Structure Information of Chest
X-ray Reports

Baoyu Jing, Zeya Wang and Eric Xing

Visual Story Post-Editing
Ting-Yao Hsu, Chieh-Yang Huang, Yen-Chia Hsu and Ting-Hao Huang

Multimodal Abstractive Summarization for How2 Videos
Shruti Palaskar, Jindfich Libovicky, Spandana Gella and Florian Metze

Learning to Relate from Captions and Bounding Boxes

Sarthak Garg, Joel Ruben Antony Moniz, Anshu Aviral and Priyatham Bollimpalli

17:40-17:50 Short Break

CXXXIil



Wednesday, July 31, 2019 (continued)

17:50-18:20 Best Paper Awards and Closing Remarks

CXXX1V



One Time of Interaction May Not Be Enough: Go Deep with an
Interaction-over-Interaction Network for Response Selection in Dialogues

Chongyang Tao'!, Wei Wu?, Can Xu?, Wenpeng Hu', Dongyan Zhao'*® and Rui Yan'3*
"nstitute of Computer Science and Technology, Peking University, Beijing, China
*Microsoft Corporation, Beijing, China
3Center for Data Science, Peking University, Beijing, China
13{chongyangtao, wenpeng.hu, zhaody, ruiyan}@pku.edu.cn
{wuwei, caxu}@microsoft.com

Abstract

Currently, researchers have paid great at-
tention to retrieval-based dialogues in open-
domain. In particular, people study the prob-
lem by investigating context-response match-
ing for multi-turn response selection based
on publicly recognized benchmark data sets.
State-of-the-art methods require a response
to interact with each utterance in a context
from the beginning, but the interaction is per-
formed in a shallow way. In this work,
we let utterance-response interaction go deep
by proposing an interaction-over-interaction
network (Iol). The model performs match-
ing by stacking multiple interaction blocks
in which residual information from one time
of interaction initiates the interaction process
again. Thus, matching information within an
utterance-response pair is extracted from the
interaction of the pair in an iterative fashion,
and the information flows along the chain of
the blocks via representations. Evaluation re-
sults on three benchmark data sets indicate that
Iol can significantly outperform state-of-the-
art methods in terms of various matching met-
rics. Through further analysis, we also unveil
how the depth of interaction affects the perfor-
mance of Iol.

1 Introduction

Building a chitchat style dialogue systems in open-
domain for human-machine conversations has at-
tracted increasing attention in the conversational
artificial intelligence (AI) community. Generally
speaking, there are two approaches to implement-
ing such a conversational system. The first ap-
proach leverages techniques of information re-
trieval (Lowe et al., 2015; Wu et al., 2017; Yan
and Zhao, 2018), and selects a proper response
from an index; while the second approach di-
rectly synthesizes a response with a natural lan-

*Corresponding author: Rui Yan (ruiyan@pku.edu.cn).
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guage generation model estimated from a large-
scale conversation corpus (Serban et al., 2016; Li
et al., 2017b). In this work, we study the prob-
lem of multi-turn response selection for retrieval-
based dialogue systems where the input is a con-
versation context consisting of a sequence of utter-
ances. Compared with generation-based methods,
retrieval-based methods are superior in terms of
response fluency and diversity, and thus have been
widely applied in commercial chatbots such as the
social bot Xiaolce (Shum et al., 2018) from Mi-
crosoft, and the e-commerce assistant AliMe As-
sist from Alibaba Group (Li et al., 2017a).

A key step in multi-turn response selection is
to measure the matching degree between a con-
versation context and a response candidate. State-
of-the-art methods (Wu et al., 2017; Zhou et al.,
2018b) perform matching within a representation-
interaction-aggregation framework (Wu et al.,
2018b) where matching signals in each utterance-
response pair are distilled from their interaction
based on their representations, and then are ag-
gregated as a matching score. Although utterance-
response interaction has proven to be crucial to the
performance of the matching models (Wu et al.,
2017), it is executed in a rather shallow manner
where matching between an utterance and a re-
sponse candidate is determined only by one step
of interaction on each type or each layer of rep-
resentations. In this paper, we attempt to move
from shallow interaction to deep interaction, and
consider context-response matching with multi-
ple steps of interaction where residual information
from one time of interaction, which is generally
ignored by existing methods, is leveraged for ad-
ditional interactions. The underlying motivation is
that if a model extracts some matching informa-
tion from utterance-response pairs in one step of
interaction, then by stacking multiple such steps,
the model can gradually accumulate useful signals

Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 1-11
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for matching and finally capture the semantic rela-
tionship between a context and a response candi-
date in a more comprehensive way.

We propose an interaction-over-interaction net-
work (Iol) for context-response matching, through
which we aim to investigate: (1) how to make in-
teraction go deep in a matching model; and (2) if
the depth of interaction really matters in terms of
matching performance. A key component in Iol is
an interaction block. Taking a pair of utterance-
response as input, the block first lets the utterance
and the response attend to themselves, and then
measures interaction of the pair by an attention-
based interaction function. The results of the in-
teraction are concatenated with the self-attention
representations and then compressed to new rep-
resentations of the utterance-response pair as the
output of the block. Built on top of the interac-
tion block, Iol initializes each utterance-response
pair via pre-trained word embeddings, and then
passes the initial representations through a chain
of interaction blocks which conduct several rounds
of representation-interaction-representation oper-
ations and let the utterance and the response inter-
act with each other in an iterative way. Different
blocks could distill different levels of matching in-
formation in an utterance-response pair. To suffi-
ciently leverage the information, a matching score
is first calculated in each block through aggre-
gating matching vectors of all utterance-response
pairs, and then the block-wise matching scores are
combined as the final matching degree of the con-
text and the response candidate.

We conduct experiments on three benchmark
data sets: the Ubuntu Dialogue Corpus (Lowe
et al., 2015), the Douban Conversation Corpus
(Wu et al., 2017), and the E-commerce Dialogue
Corpus (Zhang et al., 2018b). Evaluation results
indicate that lol can significantly outperform state-
of-the-art methods with 7 interaction blocks over
all metrics on all the three benchmarks. Compared
with deep attention matching network (DAM),
the best performing baseline on all the three data
sets, Iol achieves 2.9% absolute improvement on
Rip@1 on the Ubuntu data, 2.3% absolute im-
provement on MAP on the Douban data, and
3.7% absolute improvement on R1o@1 on the E-
commerce data. Through more quantitative anal-
ysis, we also show that depth indeed brings im-
provement to the performance of Iol, as Iol with
1 interaction block performs worse than DAM on

the Douban data and the E-commerce data, and on
the Ubuntu data, the gap on Rjp@1 between Iol
and DAM is only 1.1%. Moreover, the improve-
ment brought by depth mainly comes from short
contexts.

Our contributions in this paper are three-folds:
(1) proposal of a novel interaction-over-interaction
network which enables deep-level matching with
carefully designed interaction block chains; (2)
empirical verification of the effectiveness of the
model on three benchmarks; and (3) empiri-
cal study on the relationship between interaction
depth and model performance.

2 Related Work

Existing methods for building an open-domain di-
alogue system can be categorized into two groups.
The first group learns response generation mod-
els under an encoder-decoder framework. On top
of the basic sequence-to-sequence with attention
architecture (Vinyals and Le, 2015; Shang et al.,
2015; Tao et al., 2018), various extensions have
been made to tackle the “safe response” problem
(Lietal., 2015; Mou et al., 2016; Xing et al., 2017,
Zhao et al., 2017; Song et al., 2018); to gener-
ate responses with specific personas or emotions
(Li et al., 2016a; Zhang et al., 2018a; Zhou et al.,
2018a); and to pursue better optimization strate-
gies (Li et al., 2017b, 2016b).

The second group learns a matching model
of a human input and a response candidate for
response selection. Along this line, the focus
of research starts from single-turn response se-
lection by setting the human input as a single
message (Wang et al., 2013; Hu et al., 2014;
Wang et al., 2015), and moves to context-response
matching for multi-turn response selection re-
cently. Representative methods include the dual
LSTM model (Lowe et al., 2015), the deep learn-
ing to respond architecture (Yan et al., 2016), the
multi-view matching model (Zhou et al., 2016),
the sequential matching network (Wu et al., 2017,
2018b), and the deep attention matching net-
work (Zhou et al., 2018b). Besides model design,
some attention is also paid to the learning prob-
lem of matching models (Wu et al., 2018a). Our
work belongs to the second group. The proposed
interaction-over-interaction network is unique in
that it performs matching by stacking multiple
interaction blocks, and thus extends the shallow
interaction in state-of-the-art methods to a deep
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Figure 1: Architecture of interaction-over-interaction network.

form. As far as we know, this is the first archi-
tecture that realizes deep interaction for multi-turn
response selection.

Encouraged by the big success of deep neural
architectures such as Resnet (He et al., 2016) and
inception (Szegedy et al., 2015) in computer vi-
sion, researchers have studied if they can achieve
similar results with deep neural networks on NLP
tasks. Although deep models have not yet brought
breakthroughs to NLP as they do to computer vi-
sion, they have proven effective in a few tasks such
as text classification (Conneau et al., 2017), natu-
ral language inference (Kim et al., 2018; Tay et al.,
2018), and question answering (Tay et al., 2018;
Kim et al., 2018), etc. In this work, we attempt
to improve the accuracy of multi-turn response se-
lection in retrieval-based dialogue systems by in-
creasing the depth of context-response interaction
in matching. Through extensive studies on bench-
marks, we show that depth can bring significant
improvement to model performance on the task.

3 Problem Formalization

Suppose that there is a conversation data set
D = {(yz, Ci,Ti)}g\;l. Vi € {1, . ,N}, c; =
{wiq, ..., u;;,} represents a conversation context
with w; i, the k-th turn, r; is a response candidate,
and y; € {0,1} denotes a label with y; = 1
indicating 7; a proper response for c;, otherwise
y; = 0. The task is to learn a matching model
g(-, ) from D, and thus for a new context-response
pair (¢,7), g(c,r) measures the matching degree

between c and 7.

In the following sections, we will elaborate how
to define g(-,-) to achieve deep interaction be-
tween c and r, and how to learn such a deep model
from D.

4 Interaction-over-Interaction Network

We define g(-, ) as an interaction-over-interaction
network (Iol). Figure 1 illustrates the architecture
of Iol. The model pairs each utterance in a con-
text with a response candidate, and then aggre-
gates matching information from all the pairs as
a matching score of the context and the response
candidate. For each pair, ol starts from initial rep-
resentations of the utterance and the response, and
then feeds the pair to stacked interaction blocks.
Each block represents the utterance and the re-
sponse by letting them interact with each other
based on the interactions before. Matching signals
are first accumulated along the sequence of the ut-
terances in each block, and then combined along
the chain of blocks as the final matching score. Be-
low we will describe details of components of ol
and how to learn the model with D.

4.1 Initial Representations

Given an utterance u in a context ¢ and a re-
sponse candidate r, v and r are initialized as E,, =
leu1, - ,eym)and By = [e,1,--- ,e.,] respec-
tively. Vi € {1,...,m} and Vj € {1,...,n},
e, and e, ; are representations of the i-th word
of w and the j-th word of r respectively which



are obtained by pre-training Word2vec (Mikolov
et al., 2013) on D. E, and E, are then processed
by stacked interaction blocks that model different
levels of interaction between u and r and generate
matching signals.

4.2 Interaction Block

The stacked interaction blocks share the same
internal structure. In a nutshell, each block is
composed of a self-attention module that captures
long-term dependencies within an utterance and
a response, an interaction module that models
the interaction between the utterance and the re-
sponse, and a compression module that condenses
the results of the first two modules into representa-
tions of the utterance and the response as output of
the block. The output is then utilized as the input
of the next block.

Before diving to details of the block, we first
generally describe an attention mechanism that
lays a foundation for the self-attention module and
the interaction module. Let Q € R"*? and
K € R™*4 be a query and a key respectively,
where n, and n; denote numbers of words and d
is the embedding size, then attention from Q to K
is defined as

Q=5(Q,K) K, (1)

where S(-, -) is a function for attention weight cal-
culation. Here, we exploit the symmetric function
in (Huang et al., 2017b) as S(-,-) which is given
by:

S(Q,K) = softmax(f(QW)Df(KW) ). (2)

In Equation (2), f is a ReLU activation function,
D is a diagonal matrix, and both D € R4*d and
W € R4 are parameters to estimate from train-
ing data. Intuitively, in Equation (1), each entry of
K is weighted by an importance score defined by
the similarity of an entry of QQ and an entry of K.
The entries of K are then linearly combined with
the weights to form a new representation of Q.

A residual connection (He et al., 2016) and a
layer normalization (Ba et al., 2016) are then ap-
plied to Q as Q After that, Q is fed to a feed
forward network which is formulated as

ReLU(QW + b)Wy + by, (3)

where Wi 91 € R and by oy are parame-
ters. The output of the attention mechanism is de-
fined with the result of Equation (3) after another

round of residual connection and layer normaliza-
tion. For ease of presentation, we denote the entire
attention mechanism as fa7r7(Q, K).

Let U*~! and R*~! be the input of the k-th
block where U? = E, and R? = E,, then the
self-attention module is defined as

U* = farr(UFL UMY, @)
R* = farr(R* 1, RF). (5)

The interaction module first lets U*~! and R*~!
attend to each other by

T = farr(UF 1, RFY), 6)
R'= farr(RE-LUF). (7

TlEE U1 and R*! further interact with U"
and R~ respectively, which can be formulated as

Uk = Ukl o T, (8)
R =R'1oR", 9)

where © denotes element-wise multiplication. Fi-
nally, the compression module updates U*~! and
RF! to U* and R” as the output of the block.
Suppose that efii and ef,i are the i-th entries of
U* and R respectively, then efj’i and efvi are cal-
culated by

eﬁ’i = ReLU(w, Cu,i +b,) + ekl

u,b 0

(10)

el,f’i = ReLU(w, g?i +b,) + ekl

T

an

where w;, € R44xd and b, are learnable projec-

tion weights and biases, é’{“w}’i, é’{“w},i, é’{“u7T}7i,
and e]f;’i“ are the i-th entries of {U, R},
{U,R}*, {U,R}*, and {U, R}*1, respectively.
Inspired by Huang et al. (2017a), we also intro-
duce direct connections from initial representa-
tions to all their corresponding subsequent blocks.

4.3 Matching Aggregation

Suppose that ¢ = (ug,...,u;) is a conversation
context with u; the ¢-th utterance, then in the k-
th interaction block, we construct three similarity



matrices by

(12)

where U¥~! and R*~! are the input of the k-th
block, ﬂf and R are defined by Equations (4-5),
and ﬁf and R are calculated by Equations (6-7).
The three matrices are then concatenated into a 3-
D matching tensor T¥ € R™*"*3 which can be
written as

T} = M}, & M}, & M}, (13)

2

where & denotes a concatenation operation, and
m; and n refer to numbers of words in u; and r
respectively.

We exploit a convolutional neural net-
work (Krizhevsky et al., 2012) to extract matching
features from Tf. The output of the final feature
maps are flattened and mapped to a d-dimensional
matching vector v¥ with a linear transformation.
(vk,---,vF) is then fed to a GRU (Chung et al.,
2014) to capture temporal relationship among
(u1,...,uy). Vi € {1,...,1}, the i-th hidden state
of the GRU model is given by

h} = GRU(v},h} ), (14)

where h’g is randomly initialized. A matching
score for context c and response candidate r in the
k-th block is defined as

g"(c,r) = o(hf - w, +b,), (15)

where w, and b,, are parameters, and o (+) is a sig-
moid function. Finally, g(c, ) is defined by

L
gle;r) =Y g"(e,r), (16)
k=1

where L is the number of interaction blocks in
Iol. Note that we define g(c,r) with all blocks
rather than only with the last block. This is mo-
tivated by (1) only using the last block will make
training of Iol difficult due to the gradient van-
ishing/exploding problem; and (2) different blocks
may capture different levels of matching informa-
tion in (¢, r), and thus leveraging all of them could
enhance matching accuracy.

S Learning Methods

We consider two strategies to learn an Iol model
from the training data D. The first strategy es-
timates the parameters of Iol (denoted as ©) by
minimizing a global loss function that is formu-
lated as

N
= [yilog(g(ci, ri)+(1—yi) log(1—g(ci, 7)) ]
i=1

a7
In the second strategy, we construct a local loss
function for each block and minimize the summa-
tion of the local loss functions. By this means,
each block can be directly supervised by the la-
bels in D during learning. The learning objective
is then defined as

L N
=) [wilog(g"(cirri))

k=1 i=1
+ (1= yi) log(1 — g"(ci,m3))].

We compare the two learning strategies through
empirical studies, as will be reported in the next
section. In both strategies, © are optimized using
back-propagation with Adam algorithm (Kingma
and Ba, 2015).

(18)

6 Experiments

We test the proposed Iol on three benchmark data
sets for multi-turn response selection.

6.1 Experimental Setup

The first data we use is the Ubuntu Dialogue Cor-
pus (Lowe et al., 2015) which is a multi-turn En-
glish conversation data set constructed from chat
logs of the Ubuntu forum. We use the version
provided by Xu et al. (2017). The data contains
1 million context-response pairs for training, and
0.5 million pairs for validation and test. In all the
three sets, positive responses are human responses,
while negative ones are randomly sampled. The
ratio of the positive and the negative is 1:1 in the
training set, and 1:9 in both the validation set and
the test set. Following Lowe et al. (2015), we em-
ploy recall at position k£ in n candidates (R,, @k)
as evaluation metrics.

The second data set is the Douban Conversation
Corpus (Wu et al., 2017) that consists of multi-
turn Chinese conversations collected from Douban
group'. There are 1 million context-response pairs

"https://www.douban.com/group



for training, 50 thousand pairs for validation, and
6,670 pairs for testing. In the training set and the
validation set, the last turn of each conversation
is taken as a positive response and a negative re-
sponse is randomly sampled. For each context in
the test set, 10 response candidates are retrieved
from an index and their appropriateness regard-
ing to the context is annotated by human labelers.
Following Wu et al. (2017), we employ R,,@ks,
mean average precision (MAP), mean reciprocal
rank (MRR) and precision at position 1 (P@1) as
evaluation metrics.

Finally, we choose the E-commerce Dialogue
Corpus (Zhang et al., 2018b) as an experimen-
tal data set. The data consists of multi-turn real-
world conversations between customers and cus-
tomer service staff in Taobao?, which is the largest
e-commerce platform in China. It contains 1 mil-
lion context-response pairs for training, and 10
thousand pairs for validation and test. Positive re-
sponses in this data are real human responses, and
negative candidates are automatically constructed
by ranking the response corpus based on conver-
sation history augmented messages using Apache
Lucene’. The ratio of the positive and the neg-
ative is 1:1 in training and validation, and 1:9 in
test. Following (Zhang et al., 2018b), we employ
Rip@1,R1p@2, and R;( @5 as evaluation metrics.

6.2 Baselines

We compare Iol with the following models:

Single-turn Matching Models: these models,
including RNN (Lowe et al., 2015), CNN (Lowe
et al., 2015), LSTM (Lowe et al., 2015), BiL-
STM (Kadlec et al., 2015), MV-LSTM (Wan et al.,
2016) and Match-LSTM (Wang and Jiang, 2016),
perform context-response matching by concate-
nating all utterances in a context into a single long
document and calculating a matching score be-
tween the document and a response candidate.

Multi-View (Zhou et al., 2016): the model cal-
culates matching degree between a context and
a response candidate from both a word sequence
view and an utterance sequence view.

DL2R (Yan et al., 2016): the model first refor-
mulates the last utterance with previous turns in
a context with different approaches. A response
candidate and the reformulated message are then
represented by a composition of RNN and CNN.

https://www.taobao.com
3http://lucene.apache.org/

Finally, a matching score is computed with the
concatenation of the representations.

SMN (Wu et al., 2017): the model lets each ut-
terance in a context interact with a response can-
didate at the beginning, and then transforms inter-
action matrices into a matching vector with CNN.
The matching vectors are finally accumulated with
an RNN as a matching score.

DUA (Zhang et al., 2018b): the model considers
the relationship among utterances within a context
by exploiting deep utterance aggregation to form
a fine-grained context representation. Each re-
fined utterance then matches with a response can-
didate, and their matching degree is finally calcu-
lated through an aggregation on turns.

DAM (Zhou et al., 2018b): the model lets each
utterance in a context interact with a response can-
didate at different levels of representations ob-
tained by a stacked self-attention module and a
cross-attention module.

For the Ubuntu data and the Douban data, since
results of all baselines under fine-tuning are avail-
able in Zhou et al. (2018b), we directly copy the
numbers from the paper. For the E-commerce
data, Zhang et al. (2018b) report performance of
all baselines except DAM. Thus, we copy all avail-
able numbers from the paper and implement DAM
with the published code*. In order to conduct sta-
tistical tests, we also run the code of DAM on the
Ubuntu data and the Douban data.

6.3 Implementation Details

In Iol, we set the size of word embedding as 200.
For the CNN in matching aggregation, we set the
window size of convolution and pooling kernels as
(3,3), and the strides as (1,1) and (3, 3) respec-
tively. The number of convolution kernels is 32 in
the first layer and 16 in the second layer. The di-
mension of the hidden states of GRU is set as 200.
Following Wu et al. (2017), we limit the length of
a context to 10 turns and the length of an utterance
(either from a context or from a response candi-
date) to 50 words. Truncation or zero-padding is
applied to a context or a response candidate when
necessary. We gradually increase the number of
interaction blocks (i.e., L) in Iol, and finally set
L = 7 in comparison with the baseline models. In
optimization, we choose 0.2 as a dropout rate, and
50 as the size of mini-batches. The learning rate
is initialized as 0.0005, and exponentially decayed

*https://github.com/baidu/Dialogue



Metrics Ubuntu Corpus Douban Corpus
Models RQ@I Rlo@l R10@2 R10@5 MAP | MRR P@1 Rlo@l R10@2 R10@5
RNN (Lowe et al., 2015) 0.768 | 0.403 0.547 0.819 | 0.390 | 0.422 | 0.208 | 0.118 0.223 0.589
CNN (Lowe et al., 2015) 0.848 | 0.549 0.684 | 0.896 | 0.417 | 0.440 | 0.226 | 0.121 0.252 | 0.647
LSTM (Lowe et al., 2015) 0.901 | 0.638 0.784 | 0.949 | 0.485 | 0.527 | 0.320 | 0.187 0.343 0.720
BiLSTM (Kadlec et al., 2015) 0.895 | 0.630 | 0.780 | 0.944 | 0.479 | 0.514 | 0.313 | 0.184 0.330 | 0.716
DL2R (Yan et al., 2016) 0.899 | 0.626 | 0.783 0.944 | 0.488 | 0.527 | 0.330 | 0.193 0.342 | 0.705
MV-LSTM (Wan et al., 2016) 0.906 | 0.653 0.804 | 0.946 | 0.498 | 0.538 | 0.348 | 0.202 0.351 0.710
Match-LSTM (Wang and Jiang, 2016) | 0.904 | 0.653 0.799 0.944 | 0.500 | 0.537 | 0.345 | 0.202 0.348 0.720
Multi-View (Zhou et al., 2016) 0.908 | 0.662 | 0.801 0.951 | 0.505 | 0.543 | 0.342 | 0.202 0.350 | 0.729
SMN (Wu et al., 2017) 0.926 | 0.726 | 0.847 0.961 | 0.529 | 0.569 | 0.397 | 0.233 0.396 | 0.724
DUA(Zhang et al., 2018b) - 0.752 | 0.868 0.962 | 0.551 | 0.599 | 0.421 | 0.243 0.421 0.780
DAM (Zhou et al., 2018b) 0.938 | 0.767 0.874 | 0.969 | 0.550 | 0.601 | 0.427 | 0.254 0.410 | 0.757
ITol-global 0941 | 0.778 | 0.879 | 0.970 | 0.566 | 0.608 | 0.433 | 0.263 0436 | 0.781
ToI-local 0.947 | 0.796 | 0.894 | 0.974 | 0.573 | 0.621 | 0.444 | 0.269 0.451 0.786

Table 1: Evaluation results on the Ubuntu data and the Douban data. Numbers in bold mean that the improvement
to the best performing baseline is statistically significant (t-test with p-value < 0.05).

Modan: Metrics Ri0@1 | Rip@2 | Ryp@5
RNN (Lowe et al., 2015) 0.325 0.463 0.775
CNN (Lowe et al., 2015) 0.328 | 0.515 0.792
LSTM (Lowe et al., 2015) 0.365 | 0.536 | 0.828
BiLSTM (Kadlec et al., 2015) 0.355 0.525 0.825
DL2R (Yan et al., 2016) 0399 | 0.571 0.842
MV-LSTM (Wan et al., 2016) 0412 | 0.591 0.857
Match-LSTM (Wang and Jiang, 2016) | 0.410 0.590 0.858
Multi-View (Zhou et al., 2016) 0.421 0.601 0.861
SMN (Wu et al., 2017) 0.453 | 0.654 | 0.886
DUA(Zhang et al., 2018b) 0.501 0.700 | 0.921
DAM (Zhou et al., 2018b) 0.526 | 0.727 0.933
ToI-global 0.554 | 0.747 0.942
ToI-local 0.563 | 0.768 | 0.950

Table 2: Evaluation results on the E-commerce data.
Numbers in bold mean that the improvement to the
best performing baseline is statistically significant (t-
test with p-value < 0.05).

during training.

6.4 Evaluation Results

Table 1 and Table 2 report evaluation results on the
three data sets where Iol-global and Iol-local rep-
resent models learned with Objective (17) and Ob-
jective (18) respectively. We can see that both Iol-
local and Iol-global outperform the best perform-
ing baseline, and improvements from Iol-local on
all metrics and from Iol-global on a few met-
rics are statistically significant (t-test with p-value
< 0.05). Iol-local is consistently better than Iol-
global over all metrics on all the three data sets,
demonstrating that directly supervising each block
in learning can lead to a more optimal deep struc-
ture than optimizing the final matching model.

6.5 Discussions

In this section, we make some further analysis
with Iol-local to understand (1) how depth of in-
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Figure 2: Performance of Iol under different numbers
of the interaction blocks.

teraction affects the performance of Iol; (2) how
context length affects the performance of Iol; and
(3) importance of different components of Iol with
respect to matching accuracy.

Impact of interaction depth. Figure 2 illus-
trates how the performance of Iol changes with re-
spect to the number of interaction blocks on test
sets of the three data. From the chart, we ob-
serve a consistent trend over the three data sets:
there is significant improvement during the first
few blocks, and then the performance of the model
becomes stable. The results indicate that depth
of interaction indeed matters in terms of match-
ing accuracy. With shallow interaction (L = 1),
Iol performs worse than DAM on the Douban data
and the E-commerce data. Only after the interac-
tion goes deep (L. > 5), improvement from Iol



Metrics Ubuntu data Douban data E-commerce data
Models Ro@1 | Rjp@1 | R1g@2 | MAP | MRR | P@1 | Rip@1 | Rj(@2 | Rp@5
Tol 0.947 | 0.796 | 0.894 | 0.573 | 0.621 | 0.444 | 0.563 0.768 | 0.947
Iol-E 0.947 | 0.794 | 0.891 | 0.568 | 0.616 | 0.438 | 0.559 | 0.762 | 0.943
Iol-F 0.946 | 0.790 | 0.888 | 0.565 | 0.613 | 0.433 | 0.557 | 0.749 | 0.941
Iol-E 0.947 | 0.793 0.890 | 0.566 | 0.613 | 0.439 | 0.560 | 0.754 | 0.943
Iol-E 0.947 | 0.795 0.891 | 0.571 | 0.616 | 0.441 | 0.562 | 0.740 | 0.944
ToI-M; 0.946 | 0.793 0.890 | 0.568 | 0.611 | 0.436 | 0.557 | 0.743 | 0.943
Tol-M, 0.944 | 0.788 | 0.886 | 0.562 | 0.605 | 0.427 | 0.551 0.739 | 0.942
Tol- M3 0.946 | 0.793 0.889 | 0.567 | 0.615 | 0.438 | 0.558 | 0.748 | 0.946
Table 3: Evaluation results of the ablation study on the three data sets.
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Figure 3: Performance of Iol across contexts with different lengths on the Ubuntu data.

to DAM on the two data becomes significant. On
the Ubuntu data, improvement to DAM from the
deep model (L = 7) is more than twice as much as
that from the shallow model (L = 1). The perfor-
mance of ol becomes stable earlier on the Ubuntu
data than it does on the other two data. This may
stem from the different nature of test sets of the
three data. The test set of the Ubuntu data is in
large size and built by random sampling, while the
test sets of the other two data are smaller and con-
structed through response retrieval.

Impact of context length. Context length is
measured by (1) number of turns in a context and
(2) average length of utterances in a context. Fig-
ure 3 shows how the performance of Iol varies
across contexts with different lengths, where we
bin test examples of the Ubuntu data into buckets
and compare Iol (L = 7) with its shallow version
(L = 1) and DAM. We find that (1) Iol, either in a
deep form or in a shallow form, is good at dealing
with contexts with long utterances, as the model
achieves better performance on longer utterances;
(2) overall, Iol performs well on contexts with
more turns, although too many turns (e.g., > 8) is
still challenging; (3) a deep form of our model is
always better than its shallow form, no matter how

we measure context length, and the gap between
the two forms is bigger on short contexts than it is
on long contexts, indicating that depth mainly im-
proves matching accuracy on short contexts; and
(4) trends of DAM in both charts are consistent
with those reported in (Zhou et al., 2018b), and on
both short contexts and long contexts, lol is supe-
rior to DAM.

Ablation study. Finally, we examine how dif-
ferent components of lol affects its performance.
First, we remove eﬁ;l (ef;l), éii (éﬁi), éﬁ,i
(é’ﬁ’i), and éﬁ’i (é,’?’i) one by one from Equation
(10) and Equation (11), and denote the models as
Iol-E, Iol-E, Iol-E, and Iol-E respectively. Then,
we keep all representations in Equation (10) and
Equation (11), and remove MY |, M¥,, and M/,
one by one from Equation (13). The models are
named Iol-M;, Iol-M>, and Iol-Mj3 respectively.
Table 3 reports the ablation results’. We conclude
that (1) all representations are useful in represent-
ing the information flow along the chain of inter-
action blocks and capturing the matching infor-
mation between an utterance-response pair within
the blocks, as removing any component gener-

Due to space limitation, we only report results on main
metrics.



ally causes performance drop on all the three data
sets; and (2) in terms of component importance,
E>E>E>EandM2 > M; =~ M3, meaning
that self-attention (i.e., E) and cross-attention (i.e.,
E) are more important than others in information
flow representation, and self-attention (i.e., those
used for calculating Ms) convey more matching
signals. Note that these results are obtained with
Iol (L. = 7). We also check the ablation results
of Iol (L = 1) and do not see much difference
on overall trends and relative gaps among differ-
ent ablated models.

7 Conclusions and Future Work

We present an interaction-over-interaction net-
work (Iol) that lets utterance-response inter-
action in context-response matching go deep.
Depth of the model comes from stacking multi-
ple interaction blocks that execute representation-
interaction-representation in an iterative manner.
Evaluation results on three benchmarks indicate
that Iol can significantly outperform baseline
methods with moderate depth. In the future, we
plan to integrate our Iol model with models like
ELMo (Peters et al., 2018) and BERT (Devlin
et al., 2018) to study if the performance of Iol can
be further improved.
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Abstract

Document Grounded Conversations is a task
to generate dialogue responses when chatting
about the content of a given document. Ob-
viously, document knowledge plays a critical
role in Document Grounded Conversations,
while existing dialogue models do not exploit
this kind of knowledge effectively enough. In
this paper, we propose a novel Transformer-
based architecture for multi-turn document
grounded conversations. In particular, we de-
vise an Incremental Transformer to encode
multi-turn utterances along with knowledge
in related documents. Motivated by the hu-
man cognitive process, we design a two-pass
decoder (Deliberation Decoder) to improve
context coherence and knowledge correctness.
Our empirical study on a real-world Document
Grounded Dataset proves that responses gen-
erated by our model significantly outperform
competitive baselines on both context coher-
ence and knowledge relevance.

1 Introduction

Past few years have witnessed the rapid develop-
ment of dialogue systems. Based on the sequence-
to-sequence framework (Sutskever et al., 2014),
most models are trained in an end-to-end man-
ner with large corpora of human-to-human di-
alogues and have obtained impressive success
(Shang et al., 2015; Vinyals and Le, 2015; Li et al.,
2016; Serban et al., 2016). While there is still
a long way for reaching the ultimate goal of di-
alogue systems, which is to be able to talk like
humans. And one of the essential intelligence
to achieve this goal is the ability to make use of
knowledge.

* Fandong Meng is the corresponding author of the pa-
per. This work was done when Zekang Li was interning at
Pattern Recognition Center, WeChat Al, Tencent.
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There are several works on dialogue sys-
tems exploiting knowledge. = The Mem2Seq
(Madotto et al., 2018) incorporates structured
knowledge into the end-to-end task-oriented di-
alogue. Liu et al. (2018) introduces fact-
matching and knowledge-diffusion to generate
meaningful, diverse and natural responses using
structured knowledge triplets. ~ Ghazvininejad
et al. (2018), Parthasarathi and Pineau (2018),
Yavuz et al. (2018), Dinan et al. (2018) and
Lo and Chen (2019) apply unstructured text facts
in open-domain dialogue systems. These works
mainly focus on integrating factoid knowledge
into dialogue systems, while factoid knowledge
requires a lot of work to build up, and is only
limited to expressing precise facts. Documents as
a knowledge source provide a wide spectrum of
knowledge, including but not limited to factoid,
event updates, subjective opinion, etc. Recently,
intensive research has been applied on using
documents as knowledge sources for Question-
Answering (Chen et al., 2017; Huang et al., 2018;
Yu et al., 2018; Rajpurkar et al., 2018; Reddy
etal., 2018).

The Document Grounded Conversation is a task
to generate natural dialogue responses when chat-
ting about the content of a specific document. This
task requires to integrate document knowledge
with the multi-turn dialogue history. Different
from previous knowledge grounded dialogue sys-
tems, Document Grounded Conversations utilize
documents as the knowledge source, and hence
are able to employ a wide spectrum of knowl-
edge. And the Document Grounded Conversations
is also different from document QA since the con-
textual consistent conversation response should be
generated. To address the Document Grounded
Conversation task, it is important to: 1) Exploit
document knowledge which are relevant to the

Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 12-21
Florence, Italy, July 28 - August 2, 2019. (©2019 Association for Computational Linguistics



conversation; 2) Develop a unified representation
combining multi-turn utterances along with the
relevant document knowledge.

In this paper, we propose a novel and effec-
tive Transformer-based (Vaswani et al., 2017) ar-
chitecture for Document Grounded Conversations,
named Incremental Transformer with Deliberation
Decoder. The encoder employs a transformer ar-
chitecture to incrementally encode multi-turn his-
tory utterances, and incorporate document knowl-
edge into the the multi-turn context encoding pro-
cess. The decoder is a two-pass decoder similar
to the Deliberation Network in Neural Machine
Translation (Xia et al., 2017), which is designed
to improve the context coherence and knowledge
correctness of the responses. The first-pass de-
coder focuses on contextual coherence, while the
second-pass decoder refines the result of the first-
pass decoder by consulting the relevant document
knowledge, and hence increases the knowledge
relevance and correctness. This is motivated by
human cognition process. In real-world human
conversations, people usually first make a draft on
how to respond the previous utterance, and then
consummate the answer or even raise questions by
consulting background knowledge.

We test the effectiveness of our proposed model
on Document Grounded Conversations Dataset
(Zhou et al., 2018). Experiment results show that
our model is capable of generating responses of
more context coherence and knowledge relevance.
Sometimes document knowledge is even well used
to guide the following conversations. Both auto-
matic and manual evaluations show that our model
substantially outperforms the competitive base-
lines.

Our contributions are as follows:

e We build a novel Incremental Transformer
to incrementally encode multi-turn utterances
with document knowledge together.

e We are the first to apply a two-pass decoder
to generate responses for document grounded
conversations. Two decoders focus on con-
text coherence and knowledge correctness re-
spectively.

2 Approach

2.1 Problem Statement

Our goal is to incorporate the relevant doc-
ument knowledge into multi-turn conversations.
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Figure 1: The framework of Incremental Transformer
with Deliberation Decoder for Document Grounded
Conversations.

Formally, let U = u® .. u® . u be a

whole conversation composed of K utterances.

k) (CIMORINC

s Uy 5.ty to denote

the k-th utterance containing I words, where ul(-k)
denotes the ¢-th word in the k-th utterance. For
each utterance u(k), likewise, there is a specified
relevant document s(*) sgk), ey sg-k), R Sgk),
which represents the document related to the k-
th utterance containing J words. We define the
document grounded conversations task as gen-
erating a response ulk+1) given its related doc-
ument s*+1) and previous k utterances U<y
with related documents S<j, where U<y
u®, .. u® and S<i = s ... s®) Note that
stk) gk+1) " s(k+1) may be the same.

Therefore, the probability to generate the re-
sponse u**1) is computed as:

We use ul®) = y

P* Uy, Sciy1; 0)
= [T}y P(uf T [Usk, S<ppa, U(<k¢+1); 0)

)
(k+1)

k+1) (k+1)
<i Uy .

where u = ug s Uy

2.2 Model Description

Figure 1 shows the framework of the proposed
Incremental Transformer with Deliberation De-
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Figure 2: (1) Detailed architecture of model components. (a) The Self-Attentive Encoder(SA). (b) Incremental
Transformer (ITE). (c) Deliberation Decoder (DD). (2) Simplified version of our proposed model used to verify
the validity of our proposed Incremental Transformer Encoder and Deliberation Decoder. (d) Knowledge-Attention
Transformer(KAT). (e) Context-Knowledge-Attention Decoder (CKAD).

coder. Please refer to Figure 2 (1) for more details.
It consists of three components:

1) Self-Attentive Encoder (SA) (in orange) is
a transformer encoder as described in (Vaswani
et al., 2017), which encodes the document knowl-
edge and the current utterance independently.

2) Incremental Transformer Encoder (ITE) (on
the top) is a unified transformer encoder which en-
codes multi-turn utterances with knowledge repre-
sentation using an incremental encoding scheme.
This module takes previous utterances u and the
document s(V)’s SA representation as input, and
use attention mechanism to incrementally build up
the representation of relevant context and docu-
ment knowledge.

3) Deliberation Decoder (DD) (on the bottom)
is a two-pass unified transformer decoder for bet-
ter generating the next response. The first-pass de-
coder takes current utterance u(®)’s SA representa-
tion and ITE output as input, and mainly relies on
conversation context for response generation. The
second-pass decoder takes the SA representation
of the first pass result and the relevant document
s(F+1)°s SA representation as input, and uses doc-
ument knowledge to further refine the response.

Self-Attentive Encoder

As document knowledge often includes several
sentences, it’s important to capture long-range
dependencies and identify relevant information.
We use multi-head self-attention (Vaswani et al.,
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2017) to compute the representation of document
knowledge.

As shown in Figure 2 (a), we use a self-
attentive encoder to compute the representation
of the related document knowledge s(*). The in-
put (Ingk)) of the encoder is a sequence of docu-
ment words embedding with positional encoding
added.(Vaswani et al., 2017):

Ingk) = [sgk), - sf,k)] 2)
s = ey, + PE(j) 3)
where e, is the word embedding of sgk) and

PE(+) denotes positional encoding function.

The Self-Attentive encoder contains a stack of
N, identical layers. Each layer has two sub-
layers. The first sub-layer is a multi-head self-
attention (MultiHead) (Vaswani et al., 2017).
MultiHead(Q, K, V) is a multi-head attention
function that takes a query matrix Q, a key ma-
trix K, and a value matrix V as input. In cur-
rent case, Q = K = V. That’s why it’s called
self-attention. And the second sub-layer is a sim-
ple, position-wise fully connected feed-forward
network (FFN). This FFN consists of two lin-
ear transformations with a ReLU activation in be-
tween. (Vaswani et al., 2017).

AW = MultiHead(In(®), In(® In(®)  (4)
DY = FFN(AW) (5)
FFN(z) = max(0,2W7 + b1)Wa + by (6)



where A is the hidden state computed by multi-
head attention at the first layer, D™ denotes the
representation of s(®) after the first layer. Note
that residual connection and layer normalization
are used in each sub-layer, which are omitted in
the presentation for simplicity. Please refer to
(Vaswani et al., 2017) for more details.
For each layer, repeat this process:

A = MultiHead (D™D, D=1 D)

(7
D™ = FFN(A™) (8)
where n = 1, ..., Ny and D(©) = Ingk).
We use SA;(+) to denote this whole process:
d®) = D) = g7, (s)) (9)

where d(*) is the final representation for the docu-
ment knowledge s(¥).

Similarly, for each utterance u(k), we use
In&k) = [ugk)7 ey u&k)] to represent the sequence
of the position-aware word embedding. Then the
same Self-Attentive Encoder is used to compute
the representation of current utterance ul®, and
we use SA,(u®) to denote this encoding result.
The Self-Attentive Encoder is also used to encode
the document s(**1) and the first pass decoding re-
sults in the second pass of the decoder. Note that
SA, and SA, have the same architecture but dif-
ferent parameters. More details about this will be
mentioned in the following sections.

Incremental Transformer Encoder

To encode multi-turn document grounded ut-
terances effectively, we design an Incremental
Transformer Encoder. Incremental Transformer
uses multi-head attention to incorporate document
knowledge and context into the current utterance’s
encoding process. This process can be stated re-
cursively as follows:

c®) = ITE(c*V, d® 1n(R)

where ITE(-) denotes the encoding function, c(
denotes the context state after encoding utterance
ul®, ¢(*=1) is the context state after encoding last
utterance u*—1), d(*) is the representation of doc-
ument s(*) and In,l(f') is the embedding of current
utterance u(®).

As shown in Figure 2 (b), we use a stack of N,
identical layers to encode u®)_ Each layer consists
of four sub-layers. The first sub-layer is a multi-
head self-attention:

B = MultiHead(C™~ D, ¢! 1)
(11)

(10)
k)
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where n = 1, ..., N,, CY is the output of the
last layer and C(©) = Inq(f). The second sub-layer
is a multi-head knowledge attention:

E™ = Multiflead(B™,d®) d®) (12

The third sub-layer is a multi-head context atten-
tion:

F™) = MultiHead(E™, ¢~V ¢k=1) (13)

where c¢(*~1) is the representation of the previous
utterances. That’s why we called the encoder In-
cremental Transformer”. The fourth sub-layer is
a position-wise fully connected feed-forward net-
work:

Cc™ = FFN(F™) (14)

We use ¢*) to denote the final representation at
N,-th layer:
cF) = cVw) (15)

Deliberation Decoder

Motivated by the real-world human cognitive pro-
cess, we design a Deliberation Decoder contain-
ing two decoding passes to improve the knowledge
relevance and context coherence. The first-pass
decoder takes the representation of current utter-
ance SA,(u®) and context c(¥) as input and fo-
cuses on how to generate responses contextual co-
herently. The second-pass decoder takes the rep-
resentation of the first-pass decoding results and
related document s(*+1) as input and focuses on
increasing knowledge usage and guiding the fol-
lowing conversations within the scope of the given
document.

When generating the ¢-th response word
we have the generated words u(fiﬂ) as input

(Vaswani et al., 2017). We use Inq(]“*l) to denote
(k+1)
<i

(k+1)

7 ’

the matrix representation of u as following:

k k k
In* ) = [ W W (16
where u(()kﬂ) is the vector representation of

sentence-start token.

As shown in Figure 2 (c), the Deliberation
Decoder consists of a first-pass decoder and a
second-pass decoder. These two decoders have
the same architecture but different input for sub-
layers. Both decoders are composed of a stack
of N, identical layers. Each layer has four sub-
layers. For the first-pass decoder, the first sub-
layer is a multi-head self-attention:

G{" = Multiead®{" "V, R{"V R{"™Y)
(17)



Ny, Rgn_l) is the output of the
(0)

previous layer, and R~ = Ing.kﬂ). The second
sub-layer is a multi-head context attention:
H{" = MultiHead(G{™,c® c®))  (18)

where c(¥) is the representation of context u<.
The third sub-layer is a multi-head utterance at-
tention:

M

where n = 1, ...,

= MultiHead(Hg"), SA,(u®)

Ay(u®))
(19)
where SA,(-) is a Self-Attentive Encoder which
encodes latest utterance u(*). Eq. (18) mainly en-
codes the context and document knowledge rele-
vant to the latest utterance, while Eq. (19) encodes
the latest utterance directly. We hope optimal per-
formance can be achieved by combining both.
The fourth sub-layer is a position-wise fully
connected feed-forward network:

R{"” = FFN(M{") (20)

After N, layers, we use softmax to get the words
probabilities decoded by first-pass decoder:

P(a Elf;rl)) = softmaX(RgNy)) (21)
where uglf;r ) is the response decoded by the first-

pass decoder. For second-pass decoder:

G = MultiHead(R{"™, Ry RYY)
(22)
H{" = MultiHead(G”, d*®+D d*+D) (23)
M§” = MultiHead (HS”,  SA,(af)) ),
k
SAu(afy) ™))
(24)
R{Y = FFN(MY) (25)
P(ajy)) = softmax(RS™)  (26)
where R{"™") is the counterpart to R{" ") in pass

two decoder, referring to the output of the previ-
ous layer. d**1) is the representation of docu-
ment s*T1) using Self-Attentive Encoder, ugg;' b

is the output words after the second-pass decoder.
Training

In contrast to the original Deliberation Network
(Xia et al., 2017), where they propose a com-
plex joint learning framework using Monte Carlo

Method, we minimize the following loss as Xiong
et al. (2018) do:

Lmle = Lmlel + LmleQ (27)
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Lonter = — Z ZlogP @)
k=1i=1
K I i
Lz == 3 log P(aly[V)  (29)
k=11i=1

3 Experiments

3.1 Dataset

We evaluate our model using the Document
Grounded Conversations Dataset (Zhou et al.,
2018). There are 72922 utterances for training,
3626 utterances for validation and 11577 utter-
ances for testing. The utterances can be either ca-
sual chats or document grounded. Note that we
consider consequent utterances of the same per-
son as one utterance. For example, we consider A:
Hello! B: Hi! B: How’s it going? as A: Hello!
B: Hi! How’s it going?. And there is a related
document given for every several consequent ut-
terances, which may contain movie name, casts,
introduction, ratings, and some scenes. The aver-
age length of documents is about 200. Please refer
to (Zhou et al., 2018) for more details.

3.2 Baselines

We compare our proposed model with the fol-
lowing state-of-the-art baselines:

Models not using document knowledge:

Seq2Seq: A simple encoder-decoder model
(Shang et al., 2015; Vinyals and Le, 2015) with
global attention (Luong et al., 2015). We concate-
nate utterances context to a long sentence as input.

HRED: A hierarchical encoder-decoder model
(Serban et al., 2016), which is composed of
a word-level LSTM for each sentence and a
sentence-level LSTM connecting utterances.

Transformer: The state-of-the-art NMT model
based on multi-head attention (Vaswani et al.,
2017). We concatenate utterances context to a
long sentence as its input.

Models using document knowledge:

Seq2Seq (+knowledge) and HRED (+knowl-
edge) are based on Seq2Seq and HRED respec-
tively. They both concatenate document knowl-
edge representation and last decoding output em-
bedding as input when decoding. Please refer to
(Zhou et al., 2018) for more details.

Wizard Transformer: A Transformer-based
model for multi-turn open-domain dialogue with
unstructured text facts (Dinan et al., 2018). It con-
catenates context utterances and text facts to a long



Knowledge  Context
Model PPL BLEU(%) Fluency Relevance Coherence
Seq2Seq without knowledge 80.93 0.38 1.62 0.18 0.54
HRED without knowledge 80.84 0.43 1.25 0.18 0.30
Transformer without knowledge 87.32 0.36 1.60 0.29 0.67
Seq2Seq (+knowledge) 78.47 0.39 1.50 0.22 0.61
HRED (+knowledge) 79.12 0.77 1.56 0.35 0.47
Wizard Transformer 70.30 0.66 1.62 0.47 0.56
ITE+DD (ours) 15.11 0.95 1.67 0.56 0.90
ITE+CKAD (ours) 64.97 0.86 1.68 0.50 0.82
KAT (ours) 65.36 0.58 1.58 0.33 0.78

Table 1: Automatic evaluation and manual evaluation results for baselines and our proposed models.

Knowledge Context

Model Relevance(%) | Coherence(%)
Wizard 64/25/11 58/28/14
ITE+CKAD 67/16/17 40/37/23
ITE+DD 64/16/20 38/34/28

Table 2: The percent(%) of score (0/1/2) of Knowledge
Relevance and Context Coherence for Wizard Trans-
former, ITE+CKAD and ITE+DD.

sequence as input. We replace the text facts with
document knowledge.

Here, we also conduct an ablation study to il-
lustrate the validity of our proposed Incremental
Transformer Encoder and Deliberation Decoder.

ITE+CKAD: It uses Incremental Trans-
former Encoder (ITE) as encoder and Context-
Knowledge-Attention Decoder (CKAD) as shown
in Figure 2 (e). This setup is to test the validity of
the deliberation decoder.

Knowledge-Attention Transformer (KAT):
As shown in Figure 2 (d), the encoder of this
model is a simplified version of Incremental
Transformer Encoder (ITE), which doesn’t have
context-attention sub-layer. We concatenate ut-
terances context to a long sentence as its in-
put. The decoder of the model is a simplified
Context-Knowledge-Attention Decoder (CKAD).
It doesn’t have context-attention sub-layer either.
This setup is to test how effective the context has
been exploited in the full model.

3.3 Experiment Setup

We use OpenNMT-py! (Klein et al., 2017) as
the code framework?. For all models, the hidden
size is set to 512. For rnn-based models (Seq2Seq,
HRED), 3-layer bidirectional LSTM (Hochreiter

'https://github.com/OpenNMT/OpenNMT-py
>The code and models are available at https://
github.com/1lizekang/ITDD
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and Schmidhuber, 1997) and 1-layer LSTM is ap-
plied for encoder and decoder respectively. For
transformer-based models, the layers of both en-
coder and decoder are set to 3. The number of
attention heads in multi-head attention is 8 and
the filter size is 2048. The word embedding is
shared by utterances, knowledge and generated re-
sponses. The dimension of word embedding is set
to 512 empirically. We use Adam (Kingma and
Ba, 2014) for optimization. When decoding, beam
size is set to 5. We use the previous three utter-
ances and its related documents as input.

3.4 Evaluation Metrics

Automatic Evaluation: We adopt perplexity
(PPL) and BLEU (Papineni et al., 2002) to au-
tomatically evaluate the response generation per-
formance. Models are evaluated using perplexity
of the gold response as described in (Dinan et al.,
2018). Lower perplexity indicates better perfor-
mance. BLEU measures n-gram overlap between
a generated response and a gold response. How-
ever, since there is only one reference for each re-
sponse and there may exist multiple feasible re-
sponses, BLEU scores are extremely low. We
compute BLEU score by the multi-bleu.perl®
Manual Evaluation: Manual evaluations are es-
sential for dialogue generation. We randomly
sampled 30 conversations containing 606 utter-
ances from the test set and obtained 5454 utter-
ances from the nine models. We have annotators
score these utterances given its previous utterances
and related documents. We defined three metrics
- fluency, knowledge relevance (Liu et al., 2018)
and context coherence for manual evaluation. All
these metrics are scored 0/1/2.

fluency: Whether the response is natural and

*https://github.com/google/seq2seq/
blob/master/bin/tools/multi-bleu.perl



Document

moviename despicable me ... cast: steve carell as gru ... rotten tomatoes: 81% ... it is the debut

film of illumination entertainment.

... gru, a supervillain, is disheartened when an unknown
supervillain steals the great pyramid of giza. gru, with the assistance of his colleague dr. Nefario
and his minions, resolves to one-up this mystery rival by shrinking and stealing the moon. as it
would be costly to steal the moon, gru seeks a loan from the bank of evil. ... upon learning that

an up-and-coming villain named vector was responsible for the pyramid theft ...

Utterance 1

what do you think about despicable me?

ITE+DD i think it is an awesome movie, what about you?
Wizard i think it’s a great movie!
Utterance 2 i rather liked it. it wasn’t what i was expecting but it was still good.

ITE+DD yeah, it makes me laugh, even when they make a movie about it.
Wizard it’s a great movie for kids and adults.
Utterance 3 i like it too. funny and heart warming at the same time.
ITE+DD i think it’s interesting that gru decided to take a loan from the bank of evil.
Wizard i think they should have made a sequel.

Utterance 4

gru was a really interesting character, too.

i liked steve carell and the voice he

used for gru.

ITE+DD yeah, now that you mention it, what did you think of the minions?
Wizard i think the entire cast was great.
Utterance S yes, he did an excellent job portraying the character. 81% in ratings i think is great.
ITE+DD yes, 81% is a great score!
Wizard i also liked the villain of the movie.

Table 3: Responses generated by Incremental Transformer with Deliberation Decoder(ITE+DD) and the Wizard
Transformer(Wizard). These utterances are from continuous dialogues. ITE+DD and Wizard generate responses
using context utterances and a given document. Note that Utterance 7 + 1 is the gold response of Utterance <.

fluent. Score O represents not fluent and incom-
prehensible; 1 represents partially fluent but still
comprehensible; 2 represents totally fluent.

knowledge relevance: Whether the response
uses relevant and correct knowledge. Score O rep-
resents no relevant knowledge; 1 represents con-
taining relevant knowledge but not correct; 2 rep-
resents containing relevant knowledge and correct.

context coherence: Whether the response is
coherent with the context and guides the follow-
ing utterances. Score 0 represents not coherent or
leading the dialogue to an end; 1 represents coher-
ent with the utterance history but not guiding the
following utterances; 2 represents coherent with
utterance history and guiding the next utterance.

3.5 Experimental Results

Table 1 shows the automatic and manual evalu-
ation results for both the baseline and our models.

In manual evaluation, among baselines, Wizard
Transformer and RNN without knowledge have
the highest fluency of 1.62 and Wizard obtains the
highest knowledge relevance of 0.47 while Trans-
former without knowledge gets the highest context
coherence of 0.67. For all models, ITE+CKAD
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obtains the highest fluency of 1.68 and ITE+DD
has the highest Knowledge Relevance of 0.56 and
highest Context Coherence of 0.90.

In automatic evaluation, our proposed model
has lower perplexity and higher BLEU scores than
baselines. For BLEU, HRED with knowledge ob-
tains the highest BLEU score of 0.77 among the
baselines. And ITE+DD gets 0.95 BLEU score,
which is the highest among all the models. For
perplexity, Wizard Transformer obtains the low-
est perplexity of 70.30 among baseline models and
ITE+DD has remarkably lower perplexity of 15.11
than all the other models. A detailed analysis is in
Section 3.6.

3.6 Analysis and Discussion

To our surprise, ITE+DD reaches an extremely
low ground truth perplexity. We find that the
ground truth perplexity after the first-pass decod-
ing is only similar to the ITE+CKAD. It shows
that the second-pass decoder utilizes the docu-
ment knowledge well, and dramatically reduced
the ground truth perplexity.

As shown in Table 2, ITE+DD has a higher per-
cent of score 2 both on Knowledge Relevance and



Utterance

Two-pass Responses

I think rachel mcadams
had an even better role
as regina george
however! would you
agree?

‘m not a fan of
kristen bell, but i think
she did a great job.

i’'m not a huge fan of
rachel mcadams, but
he did a great job.

yeah, I guess that’s
always worth it, and a

truce was made as well.

yeah, notonly does
she reconcile with the
plastics.

yeah, she reconciles
with janis , damien and
aaron.

1 liked the scene where
buzz thinks he’s a big
shot hero but then the
camera reveals him to
be a tiny toy.

i think that’s one of
the best scenes in the
movie.

oh, 1 think that 1is
what makes the movie
unique as well. have

you seen any of the
other pixar movies?

Table 4: Examples of the two pass decoding. Under-
lined texts are the differences between two results. For
each case, the first-pass response is on the top.

Context Coherence than ITE+CKAD. This result
also demonstrates that Deliberation Decoder can
improve the knowledge correctness and guide the
following conversations better.

Although the perplexity of ITE+CKAD is only
slightly better than KAT, the BLEU score, Flu-
ency, Knowledge Relevance and Context Coher-
ence of ITE+CKAD all significantly outperform
those of KAT model, which indicates that Incre-
mental Transformer can deal with multi-turn doc-
ument grounded conversations better.

Wizard Transformer has a great performance
on Knowledge Relevance only second to our pro-
posed Incremental Transformer. However, its
score on Context Coherence is lower than some
other baselines. As shown in Table 2, Wizard
Transformer has Knowledge Relevance score 1 re-
sults twice more than score 2 results, which indi-
cates that the model tends to generate responses
with related knowledge but not correct. And
the poor performance on Context Coherence also
shows Wizard Transformer does not respond to the
previous utterance well. This shows the limitation
of representing context and document knowledge
by simple concatenation.

3.7 Case Study

In this section, we list some examples to show
the effectiveness of our proposed model.

Table 3 lists some responses generated by our
proposed Incremental Transformer with Delibera-
tion Decoder (ITE+DD) and Wizard Transformer
(which achieves overall best performance among
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baseline models). Our proposed model can gener-
ate better responses than Wizard Transformer on
knowledge relevance and context coherence.

To demonstrate the effectiveness of the two-
pass decoder, we compare the results from the
first-pass decoding and the second-pass decoding.
Table 4 shows the improvement after the second-
pass decoding. For Case 1, the second-pass de-
coding result revises the knowledge error in the
first-pass decoding result. For Case 2, the second-
pass decoder uses more detailed knowledge than
the first-pass one. For Case 3, the second-pass de-
coder cannot only respond to the previous utter-
ance but also guide the following conversations by
asking some knowledge related questions.

4 Related Work

The closest work to ours lies in the area of open-
domain dialogue system incorporating unstruc-
tured knowledge. Ghazvininejad et al. (2018)
uses an extended Encoder-Decoder where the de-
coder is provided with an encoding of both the
context and the external knowledge. Parthasarathi
and Pineau (2018) uses an architecture containing
a Bag-of-Words Memory Network fact encoder
and an RNN decoder. Dinan et al. (2018) com-
bines Memory Network architectures to retrieve,
read and condition on knowledge, and Trans-
former architectures to provide text representa-
tion and generate outputs. Different from these
works, we greatly enhance the Transformer ar-
chitectures to handle the document knowledge in
multi-turn dialogue from two aspects: 1) using at-
tention mechanism to combine document knowl-
edge and context utterances; and 2) exploiting in-
cremental encoding scheme to encode multi-turn
knowledge aware conversations.

Our work is also inspired by several works in
other areas. Zhang et al. (2018) introduces docu-
ment context into Transformer on document-level
Neural Machine Translation (NMT) task. Guan
et al. (2018) devises the incremental encoding
scheme based on rnn for story ending genera-
tion task. In our work, we design an Incremental
Transformer to achieve a knowledge-aware con-
text representation using an incremental encoding
scheme. Xia et al. (2017) first proposes Deliber-
ation Network based on rnn on NMT task. Our
Deliberation Decoder is different in two aspects:
1) We clearly devise the two decoders targeting
context and knowledge respectively; 2) Our sec-



ond pass decoder directly fine tunes the first pass
result, while theirs uses both the hidden states and
results from the first pass.

5 Conclusion and Future Work

In this paper, we propose an Incremental Trans-
former with Deliberation Decoder for the task of
Document Grounded Conversations. Through an
incremental encoding scheme, the model achieves
a knowledge-aware and context-aware conversa-
tion representation. By imitating the real-world
human cognitive process, we propose a Delibera-
tion Decoder to optimize knowledge relevance and
context coherence. Empirical results show that the
proposed model can generate responses with much
more relevance, correctness, and coherence com-
pared with the state-of-the-art baselines. In the fu-
ture, we plan to apply reinforcement learning to
further improve the performance.
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Abstract

Recent research has made impressive progress
in single-turn dialogue modelling. In the
multi-turn setting, however, current models are
still far from satisfactory. One major chal-
lenge is the frequently occurred coreference
and information omission in our daily con-
versation, making it hard for machines to un-
derstand the real intention. In this paper, we
propose rewriting the human utterance as a
pre-process to help multi-turn dialgoue mod-
elling. Each utterance is first rewritten to re-
cover all coreferred and omitted information.
The next processing steps are then performed
based on the rewritten utterance. To properly
train the utterance rewriter, we collect a new
dataset with human annotations and introduce
a Transformer-based utterance rewriting archi-
tecture using the pointer network. We show
the proposed architecture achieves remarkably
good performance on the utterance rewriting
task. The trained utterance rewriter can be eas-
ily integrated into online chatbots and brings
general improvement over different domains. !

1 Introduction

Dialogue systems have made dramatic progress in
recent years, especially in single-turn chit-chat and
FAQ matching (Shang et al., 2015; Ghazvinine-
jad et al., 2018; Molino et al., 2018; Chen et al.,
2019). Nonethless, multi-turn dialogue modelling
still remains extremely challenging (Vinyals and
Le, 2015; Serban et al., 2016, 2017; Shen et al.,
2018a,b). The challenge is multi-sided. One
most important difficulty is the frequently oc-
curred coreference and information omission in
our daily conversations, especially in pro-drop
languages like Chinese or Japanese. From our pre-
liminary study of 2,000 Chinese multi-turn con-
*Both authors contributed equally.

'The code is available on https://github.com/
chin-gyou/dialogue—-utterance-rewriter.
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Context 1

Human: 15776 £ 52

Human: How tall is Messi?

ChatBot: B J1 BiiE B w5 R R 79T -
ChatBot: Officially he is 5ft 7 inches.
Human: [ERICE & B ITFAIER 6L ?

Human: Who is the best, he or C.Ronaldo?
Human: 75 /5 FICH & B IFRIER R ?
Human: Who is the best, Messi or C.Ronaldo?
Context 2

Human: REE0 A HBE?

Human: What movie do you like most?
ChatBot: 732 bt

ChatBot: Titanic.

Human: FF 20?7

Human: Why?

Human: Rt 25 g 0 G2 w?

Human: Why do you like Titanic most?

Utterance 1
(Translation)
Utterance 2

Utterance 3

Utterance 3’

Utterance 1

Utterance 2

Utterance 3

Utterance 3’

Table 1: An example of multi-turn dialogue. Each ut-
terance 3 is rewritten into Utterance 3’. Green means
coreference and blue means omission.

versations, different degrees of coreference and
omission exist in more than 70% of the utterances.
Capturing the hidden intention beneath them re-
quires deeper understanding of the dialogue con-
text, which is difficult for current neural network-
based systems. Table 1 shows two typical exam-
ples in multi-turn dialogues. “{t#”(he) from Con-
text 1 is a coreference to “#& 74 (Messi) and “ N1t
2.”(Why) from Context 2 omits the further ques-
tion of “Hft 4 B MM JE 3 (Why do you
like Tatanic most)?. Without expanding the coref-
erence or omission to recover the full information,
the chatbot has no idea how to continue the talk.
To address this concern, we propose simplifying
the multi-turn dialogue modelling into a single-
turn problem by rewriting the current utterance.
The utterance rewriter is expected to perform (1)
coreference resolution and (2) information com-
pletion to recover all coreferred and omitted men-
tions. In the two examples from Table 1, each ut-
terance 3 will be rewritten into utterance 3'. Af-
terwards, the system will generate a reply by only
looking into the utterance 3’ without considering
the previous turns utterance 1 and 2. This sim-
plification shortens the length of dialogue con-
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text while still maintaining necessary information
needed to provide proper responses, which we be-
lieve will help ease the difficulty of multi-turn di-
alogue modelling. Compared with other methods
like memory networks (Sukhbaatar et al., 2015) or
explicit belief tracking (Mrksi¢ et al., 2017), the
trained utterance rewriter is model-agnostic and
can be easily integrated into other black-box dia-
logue systems. It is also more memory-efficient
because the dialogue history information is re-
flected in a single rewritten utterance.

To get supervised training data for the utterance
rewriting, we construct a Chinese dialogue dataset
containing 20k multi-turn dialogues. Each utter-
ance is paired with corresponding manually anno-
tated rewritings. We model this problem as an ex-
tractive generation problem using the Pointer Net-
work (Vinyals et al., 2015). The rewritten utter-
ance is generated by copying words from either the
dialogue history or the current utterance based on
the attention mechanism (Bahdanau et al., 2014).
Inspired by the recently proposed Transformer
architecture (Vaswani et al., 2017) in machine
translation which can capture better intra-sentence
word dependencies, we modify the Transformer
architecture to include the pointer network mech-
anism. The resulting model outperforms the re-
current neural network (RNN) and original Trans-
former models, achieving an F1 score of over 0.85
for both the coreference resolution and informa-
tion completion. Furthermore, we integrate our
trained utterance rewriter into two online chatbot
platforms and find it leads to more accurate inten-
tion detection and improves the user engagement.
In summary, our contributions are:

1. We collect a high-quality annotated dataset
for coreference resolution and information
completion in multi-turn dialogues, which
might benefit future related research.

We propose a highly effective Transformer-
based utterance rewriter outperforming sev-
eral strong baselines.

The trained utterance rewriter, when inte-
grated into two real-life online chatbots, is
shown to bring significant improvement over
the original system.

In the next section, we will first go over some re-
lated work. Afterwards, in Section 3 and 4, our
collected dataset and proposed model are intro-
duced. The experiment results and analysis are
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presented in Section 5. Finally, some conclusions
are drawn in Section 6.

2 Related Work

2.1 Sentence Rewriting

Sentence rewriting has been widely adopted in
various NLP tasks. In machine translation, people
have used it to refine the output generations from
seq2seq models (Niehues et al., 2016; Junczys-
Dowmunt and Grundkiewicz, 2017; Grangier and
Auli, 2017; Gu et al., 2017). In text summariza-
tion, reediting the retrieved candidates can provide
more accurate and abstractive summaries (See
et al., 2017; Chen and Bansal, 2018; Cao et al.,
2018). In dialogue modelling, Weston et al. (2018)
applied it to rewrite outputs from a retrieval model,
but they pay no attention to recovering the hidden
information under the coreference and omission.
Concurrent with our work, Rastogi et al. (2019)
adopts a similar idea on English conversations to
simplify the downstream SLU task by reformulat-
ing the original utterance. Rewriting the source
input into some easy-to-process standard format
has also gained significant improvements in in-
formation retrieval (Riezler and Liu, 2010), se-
mantic parsing (Chen et al., 2016) or question an-
swering (Abujabal et al., 2018), but most of them
adopt a simple dictionary or template based rewrit-
ing strategy. For multi-turn dialogues, due to the
complexity of human languages, designing suit-
able template-based rewriting rules would be time-
consuming.

2.2 Coreference Resolution

Coreference resolution aims to link an antecedent
for each possible mention. Traditional approaches
often adopt a pipeline structure which first iden-
tify all pronouns and entities then run clustering
algorithms (Haghighi and Klein, 2009; Lee et al.,
2011; Durrett and Klein, 2013; Bjorkelund and
Kuhn, 2014). At both stages, they rely heav-
ily on complicated, fine-grained features. Re-
cently, several neural coreference resolution sys-
tems (Clark and Manning, 2016a,b) utilize dis-
tributed representations to reduce human labors.
Lee et al. (2017) reported state-of-the-art results
with an end-to-end neural coreference resolution
system. However, it requires computing the scores
for all possible spans, which is computationally
inefficient on online dialogue systems. The re-
cently proposed Transformer adopted the self-



attention mechanism which could implicitly cap-
ture inter-word dependencies in an unsupervised
way (Vaswani et al., 2017). However, when mul-
tiple coreferences occur, it has problems properly
distinguishing them. Our proposed architecture is
built upon the Transformer architecture, but per-
form coreference resolution in a supervised setting
to help deal with ambiguous mentions.

3 Dataset

To get parallel training data for the sentence
rewriting, we crawled 200k candidate multi-turn
conversational data from several popular Chinese
social media platforms for human annotators to
work on. Sensitive information is filtered be-
forehand for later processing. Before starting the
annotation, we randomly sample 2,000 conversa-
tional data and analyze how often coreference and
omission occurs in multi-turn dialogues. Table 2
lists the statistics. As can be seen, only less than
30% utterances have neither coreference nor omis-
sion and quite a few utterances have both. This
further validates the importance of addressing the
these situations in multi-turn dialogues.

% Rate
Coreference 33.5
Omission 524
Neither 29.7

Table 2: Proportion of utterances containing corefer-
ence and omission in multi-turn conversation

In the annotation process, human annotators
need to identify these two situations then rewrite
the utterance to cover all hidden information. An
example is shown in Table 1. Annotators are re-
quired to provide the rewritten utterance 3’ given
the original conversation [utterance 1,2 and 3]. To
ensure the annotation quality, 10% of the annota-
tions from each annotator are daily examined by a
project manager and feedbacks are provided. The
annotation is considered valid only when the ac-
curacy of examined results surpasses 95%. Apart
from the accuracy examination, the project man-
age is also required to (1) select topics that are
more likely to be talked about in daily conversa-
tions, (2) try to cover broader domains and (3) bal-
ance the proportion of different coreference and
omission patterns. The whole annotation takes 4
months to finish. In the end, we get 40k high-
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quality parallel samples. Half of them are nega-
tive samples which do not need any rewriting. The
other half are positive samples where rewriting is
needed. Table 3 lists the statistics. The rewritten
utterance contains 10.5 tokens in average, reduc-
ing the context length by 80%.

Dataset size: 40,000
Avg. length of original conversation:  48.8
Avg. length of rewritten utterance: 10.5

Table 3: Statistics of dataset. Length is counted in the
unit of Chinese characters.

4 Model

4.1 Problem Formalization

We denote each training sample as (H,U,, — R).
H = {U,Us,...,U,_1} represents the dialogue
history containing the first n — 1 turn of utter-
ances. U, is the nth turn of utterance, the one
that needs to be rewritten. R is the rewritten ut-
terance after recovering all corefernced and omit-
ted information in U,,. R could be identical to U,
if no coreference or omission is detected (nega-
tive sample). Our goal is to learn a mapping func-
tion p(R|(H,U,)) that can automatically rewrite
U, based on the history information H. The pro-
cess is to first encode (H, U,,) into s sequence of
vectors, then decode R using the pointer network.
The next section will explain the steps in order.

4.2 Encoder

We unfold all tokens (H,U,) into
(w1, wa,...,wy). m is the number of to-
kens in the whole dialogue. An end-of-turn
delimiter is inserted between each two turns. The
unfolded sequence of tokens are then encoded
with Transformer. We concatenate all tokens in
(H,U,) as the input, in hope that the Transformer
can learn rudimentary coreference information
within them by means of the self-attention mech-
anism. For each token wj;, the input embedding
is the sum of its word embedding, position
embedding and turn embedding:

in

The word embedding W E(w;) and position em-
bedding PFE(w;) are the same as in normal Trans-
former architectures (Vaswani et al., 2017). We
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Figure 1: Architecture of our proposed model. Green box is the Transformer encoder and pink box is the decoder.
The decoder computes the probability \ at each step to decide whether to copy from the context or utterance.

add an additional turn embedding T E(w;) to in-
dicate which turn each token belongs to. To-
kens from the same turn will share the same turn
embedding. The input embeddings are then for-
warded into L stacked encoders to get the final
encoding representations. Each encoder contains
a self-attention layer followed by a feedforward
neural network.:

E(O) = [I(wl)v I(wQ)a R I(wm)
E() = FNN(MultiHead(E(~Y, E(—1) E(-D)Y)

FNN is the feedforward neural network and
MultiHead(Q, K, V) is a multi-head attention
function taking a query matrix @, a key matrix K,
and a value matrix V as inputs. Each self-attention
and feedforward component comes with a residual
connection and layer-normalization step, which
we refer to Vaswani et al. (2017) for more details.
The final encodings are the output from the Lth
encoder E(1).

4.3 Decoder

The decoder also contains L layers, each layer is
composed of three sub-layers. The first sub-layer
is a multi-head self-attention:

M' = Multilead(D(~", D!~V DY)

D) = R. The second sub-layer is encoder-
decoder attention that integrates E(X) into the de-
coder. In our task, as [ and U, serve different pur-
poses, we use separate key-value matrix for tokens
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coming from the dialogue history H and those
coming from U,,. The encoded sequence E(X) ob-

tained from the last section is split into E%) (en-
codings of tokens from H) and Eg; ) (encodings
of tokens from U),) then processed separately. The
encoder-decoder vectors are computed as follows:

C(H)! = MultiHead(M®, Eg{L)7 Eg{L))

C(U,)! = MultiHead MY, E{/) E})

The third sub-layer is a position-wise fully con-
nected feed-forward neural network:

DW = FNN([C(H)! o C(Up)"])
where o denotes vector concatenation.

4.4 Output Distribution

In the decoding process, we hope our model could
learn whether to copy words from H or U, at
different steps. Therefore, we impose a soft gat-
ing weight A\ to make the decision. The decoding
probability is computed by combining the atten-



tion distribution from the last decoding layer:

p(Re=w|H, Uy, Rep)=X >
i:(w;=w)A(w; €H)

+(1-N) >

J:(wj=w)A(w;€Un)
a = Attention(M®), E(ULH))
' = Attention(M®), E%))
A =o(wy D +wiCH)F + wC(U)F)

at g

!
Gy,

a and o are the attention distribution over tokens
in H and U, respectively. wy, wy, and wy are
parameters to be learned, o is the sigmoid func-
tion to output a value between 0 and 1. The gat-
ing weight A works like a sentinel to inform the
decoder whether to extract information from the
dialogue history H or directly copy from U,. If
U,, contains neither coreference nor information
omission. A would be always 1 to copy the origi-
nal Uy, as the output. Otherwise A becomes 0 when
a coreference or omission is detected. The atten-
tion mechanism is then responsible of finding the
proper coreferred or omitted information from the
dialogue history. The whole model is trained end-
to-end by maximizing p(R|H, U,).

S Experiments

We train our model to perform the utterance
rewriting task on our collected dataset. In this
section, we focus on answering the following two
questions: (1) How accurately our proposed model
can perform coreference resolution and informa-
tion completion respectively and (2) How good
the trained utterance rewriter is at helping off-the-
shelf dialogue systems provide more appropriate
responses. To answer the first question, we com-
pare our models with several strong baselines and
test them by both automatic evaluation and hu-
man judgement. For the second question, we in-
tegrate our rewriting model to two online dialogue
systems and analyze how it affects the human-
computer interactions. The following section will
first introduce the compared models and basic set-
tings, then report our evaluation results.

5.1 Compared Models

When choosing compared models, we are mainly
curious to see (1) whether the self-attention based
Transformer architecture is superior to other net-
works like LSTMs, (2) whether the pointer-based
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generator is better than pure generation-based
models and (3) whether it is preferred to split the
attention by a coefficient A as in our model. With
these intentions, we implement the following four
types of models for comparison:

1. (L/T)-Gen: Pure generation-based model.
Words are generated from a fixed vocabulary.

. (L/T)-Ptr-Net: Pure pointer-based model as
in Vinyals et al. (2015). Words can only be
copied from the input.

. (L/T)-Ptr-Gen: Hybrid pointer+generation
model as in See et al. (2017). Words can
be either copied from the input or generated
from a fixed vocabulary.

(L/T)-Ptr-A\: Our proposed model which
split the attention by a coefficient .

(L/T) denotes the encoder-decoder structure is the
LSTM or Transformer. For the first three types
of models, we unfold all tokens from the dialogue
as the input. No difference is made between the
dialogue history and the utterance to be rewritten.

5.2 Experiment Settings

Transformer-based models We set the hidden
size as 512. The attention has 8 individual heads
and the encoder/decoder have 6 individual stacked
layers. Models are optimized with the Adam opti-
mizer. The initial learning rate is 0.0001 and batch
size is 64. All hyperparameters are tuned base on
the performance on the validation data.

LSTM-based Models We encode words with a
single-layer bidirectional LSTM and decode with
a uni-directional LSTM. We use 128-dimensional
word embeddings and 256-dimensional hidden
states for both the encoder and decoder.”? The
batch size is set as 128. Models are trained using
Adagrad with learning rate 0.15 and initial accu-
mulator value 0.1, same as in See et al. (2017).

General Setup We built our vocabulary based
on character-based segmentation for Chinese
scripts.  For non-Chinese characters, like fre-
quently mentioned entity names ‘“Kobe” and
“NBA”, we split them by space and keep all
unique tokens which appear more than twice. The
resulting vocabulary size is 5629 (4813 Chinese

2We tried increasing the dimension but find it degrades
the performance.



BLEU-1 BLEU-2 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L EM
L-Gen 65.49 55.38 38.69 65.57 48.57 66.38 47.14/80.18
L-Ptr-Gen  69.78 59.25 43.07 68.24 54.13 70.36 47.35|84.09
L-Ptr-Net 71.70 60.29 44.72 70.81 56.35 72.33 48.24191.94
L-Ptr-A 72.26 62.15 47.11 73.47 57.51 74.55 51.66(93.01
T-Gen 68.74 59.09 42.57 69.12 50.92 69.70 48.59|87.61
T-Ptr-Gen  70.67 62.80 45.17 73.96 53.14 72.07 49.86|89.62
T-Ptr-Net 75.10 66.89 48.11 76.10 58.51 75.54 53.30/94.71
T-Ptr-\ 77.85 68.21 52.47 78.49 60.53 77.70 55.84/98.14

Table 4: BLEU, ROUGE (F;), and EM scores on the test set. EM score is split into the results on the positive (left)
and negative (right) test samples. The first half is LSTM-based models and the second half is Transformer-based.

Bold denotes best results.

characters and 816 other tokens), including the
end-of-turn delimiter and a special UNK token for
all unknown words. In the testing stage, all mod-
els decode words by beam search with beam size
set to 4.

5.3 Quality of Sentence ReWriting

Precision Recall F1
Lee et al. (2017) 0.82 0.78 0.80
L-Gen 0.76 0.66 0.71
L-Ptr-Gen 0.81 0.76  0.78
L-Ptr-Net 0.83 0.78 0.81
L-Ptr-\ 0.85 0.82 0.83
T-Gen 0.80 0.75 0.77
T-Ptr-Gen 0.85 0.81 0.83
T-Ptr-Net 0.88 0.87 0.88
T-Ptr-\ 0.93 090 0.92

Table 5: Precision, recall and F1 score of corefer-
ence resolution. First row is the current state-of-the-art
coreference resolution model

Accuracy of Generation We first evaluate the
accuracy of generation leveraging three metrics:
BLEU, ROUGE, and the exact match score(EM)
(the percentage of decoded sequences that exactly
match the human references). For the EM score,
we report separately on the positive and negative
samples to see the difference. We report BLEU-1,
2, 4 scores and the F1 scores of ROUGE-1, 2, L.
The results are listed in Table 4. We can have sev-
eral observations in response to the three questions
proposed in the beginning of Section 5.1:

1. Transformer-based models lead to signif-
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icant improvement compare with LSTM-
based counterparts. This implies the self-
attention mechanism is helpful in identifying
coreferred and omitted information. More
analysis on how it helps coreference resolu-
tion can be seen in the next section.

The generation mode does not work well in
our setting since all words can be retrieved
from either H or U,. Pointer-based mod-
els outperform the more complex generation-
based and hybrid ones.

. Separately processing H and U,, then com-
bine their attention with a learned \ performs
better than treating the whole dialogue tokens
as s single input, though the improvement is
less significant compared with previous two
mentions.

Overall our proposed model achieves remarkably
good performance, with 55.84% of its genera-
tions exactly matches the human reference on
the positive samples. For negative samples, our
model properly copied the the original utterances
in 98.14% of the cases. It suggests our model is
already able to identify the utterances that do not
need rewriting. Future work should work on im-
proving the rewriting ability on positive samples.

Coreference Resolution Apart from the stan-
dard metrics for text generation, we specifically
test the precision, recall and F1 score of coref-
erence resolution on our task. A pronoun or a
noun is considered as properly coreferred if the
rewritten utterance contains the correct mention in
the corresponding referent. The result is shown
in Table 5. To compare with current state-of-the-



History UL: (RE DL S U2: F5I BT wER S Rt UL: {RBUIEHERR BN U2: 2
(Translation) ~ Ul: Do you read Shakespeare U2: I especially like Romeo and Juliet Ul: Do you play League of Legends U2: Yes.
Utterance U3 B U3: fHARHEFF R
U3: Which character do you like U3: When did it start
Ground Truth  {REA B # B AR AR A 62 fH A RHETF dh TS ik B
Which character do you like in Romeo and Juliet When did you start to play League of Legends
L-Gen RIS HLIEID // Do you like Shakespeare Tt A IHBEFF UG FF IR FF IR // When start start start
L-Ptr-Gen R EE AR T AR €3 5 // You like Romeo character character 1 2B EFF UG ) // When did it start
L-Ptr-Net VREA T BB S 2RI // You like Romeo and Juliet 2 B S HERR B FF 1A ) // When did League of Legends start
L-Ptr-\ VREI T RS TR // You like Romeo and Juliet character A BHEFF IR DTS HERL % () // When did you start to play League of Legends
T-Gen B R B S AT // You like Romeo and Juliet SEHIT L BB TFIRETAY // Yes When start to play
T-Ptr-Gen PREAR T BEER S SR A4~ // Which do you like in Romeo and Juliet ft 2B BEFFIAT // When did it start
T-Ptr-Net IR AR T PRI AT 1 £ // Character you like Romeo and Juliet AR B A 2 BB FFUA BT // League of Legends When did you start to play
T-Ptr-)\ PREIR T BER S A W B f £ // Which character do you like Romeo and Juliet 12 B & FF 16 B3 i B3 ) // When did you start to play League of Legends

Table 6: Examples of rewritten utterances. Highlighted utterances are exactly the same as the ground truth.

ﬁ:ﬁ
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Figure 2: Visualization of the self-attention weights
in Transformer. “ftfi”(he) is properly aligned to “§
T (Messi).

art models. We train the model from Lee et al.
(2017) on our task and report the results on the first
row. The result is quite consistent with the find-
ings from the last section. Our final model outper-
forms the others by a large margin, reaching a pre-
cision score of 93% and recall score of 90%. It im-
plies our model is already quite good at finding the
proper coreference. Future challenges would be
more about information completion. Figure 2 fur-
ther provides an examples of how the Transformer
can help implicitly learn the coreference resolu-
tion through the self-attention mechanism. The
same example is also shown in Table 1. The pro-
noun “ftf”(he) in the utterance is properly aligned
to the mention “#P5”(Messi) in the dialogue his-
tory, also partially to “EK 51" (player) which is the
occupation of him. The implicitly learned coref-
erence relation should be part of the reason that
Transformers outperform LSTM models on the
coreference resolution task.
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Model Recall Precision F1  Fluency
L-Gen 0.65 0.70 0.67 431
L-Ptr-Gen 0.70 0.74 0.72 4.52
L-Ptr-Net 0.78 0.81 0.79 4.74
L-Ptr-\ 0.80 0.82 0.81 4.82
T-Gen 0.71 0.74 0.73 4.74
T-Ptr-Gen 0.77 0.81 0.79 4.85
T-Ptr-Net 0.82 0.84 0.83 4.87
T-Ptr-\ 0.85 0.87 0.86 4.90
Human - - - 4.97

Table 7: Recall, Precision, F1 score on information
completion and Human evaluation results on fluency.

Information Completion Similar as corefer-
ence resolution, we evaluate the quality of infor-
mation completeness separately. One omitted in-
formation is considered as properly completed if
the rewritten utterance recovers the omitted words.
Since it inserts new words to the original utter-
ance, we further conduct a human evaluation to
measure the fluency of rewritten utterances. We
randomly sample 600 samples from our positive
test set. Three participants were asked to judge
whether the rewritten utterance is a fluent sentence
with the score 1(not fluent)-5(fluent). The fluency
score for each model is averaged over all human
evaluated scores.

The results are shown in Table 7. Basically
the condition is similar as in Table 5. T-Ptr-A
achieves the best performance, with the F1 score
of 0.86. The performance is slightly worse than
coreference resolution since information omission
is more implicit. Retrieving all hidden informa-
tion is sometimes difficult even for humans. More-
over, the fluency of our model’s generations is
very good, only slightly worse than the human ref-
erence (4.90 vs 4.97). Information completeness
does not have much effects on the fluency. Exam-



Task-Oriented Chatbot

Ul: How is the weather in Beijing U2: The weather is fine and the temperature is suitable

U3: AU KA AiE
U3: What clothes are suitable for weather in Beijing

Context Ul LR RSB AR U2 REIER, EEEE
(Translation)
Utterance U3: A 2 KR AE

U3: Then what clothes are suitable to wear
Intention HETEI)

Life Shopping
TAR M K AT 4 KT R
What type of clothes do you want to buy

Chatbot Answer

WHRS
City Weather
RIER S F— I E

You’d better wear a coat according to the weather

Chit-Chat Chatbot

Ul: Curry’s 3-pointer is really good U2: The Warriors are the champion again this year

U3: R BB+ R
U3: I agree that the Warriors are the champion again this year

B-RAE =M

Context Ul: ERR=EMEN U2: 5455 e %E
Utterance U3: TS

U3: I agree
Chatbot Answer 51 4

agree what

The Warriors are so strong

Table 8: Examples of integrated test. Left column is the original system and right is the one with utterance rewriter.
Blue words denote completed information by the utterance rewriter.

Model Intention Precision CPS

Original 80.77 6.3

With Rewrite 89.91 7.7
Table 9: Results of integrated testing. Intention

precision for task-oriented and conversation-turns-per-
session (CPS) for chitchat.

ples of rewritten utterances are shown in Table 6.

5.4 Integration Testing

In this section, we study how the proposed utter-
ance rewriter can be integrated into off-the-shelf
online chatbots to improve the quality of gener-
ated responses. We use our best model T-Ptr-A to
rewrite each utterance based on the dialogue con-
text. The rewritten utterance is then forwarded to
the system for response generation. We apply on
both a task-oriented and chitchat setting. The re-
sults are compared with the original system having
no utterance rewriter.

Task-oriented Our task-oriented dialogue sys-
tem contains an intention classifier built on Fast-
Text(Bojanowski et al., 2017) and a set of tem-
plates that perform policy decision and slot-value
filling sequentially. Intention detection is a most
important component in task-oriented dialogues
and its accuracy will affect all the following steps.
We define 30 intention classes like weather, ho-
tel booking and shopping. The training data con-
tains 35,447 human annotations. With the combi-
nation of our rewriter, the intention classier is able
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to achieve a precision of 89.91%, outperforming
the original system by over 9%. The improved in-
tention classification further lead to better conver-
sations. An example is shown in Table 8, a multi-
turn conversation about the weather. The user first
asks “How is the weather in Beijing”, then follows
with a further question about “Then what clothes
are suitable to wear”. The original system wrongly
classified the user intention as shopping since this
is a common conversational pattern in shopping.
In contrast, our utterance rewriter is able to re-
cover the omitted information “under the weather
in Beijing”. Based on the rewritten utterance, the
classifier is able to correctly detect the intention
and provide proper responses.

Chitchat Our social chatbot contains two sep-
arate engines for multi-turn and single-turn dia-
logues. Each engine is a hybrid retrieval and gen-
eration model. In real-life applications, a user
query would be simultaneously distributed to these
two engines. The returned candidate responses
are then reranked to provide the final response.
Generally the model is already able to provide
rather high-quality responses under the single-turn
condition, but under multi-turn conversations, the
complex context dependency makes the genera-
tion difficult. We integrate our utterance rewriter
into the single-turn engine and compare with the
original model by conducting the online A/B test.
Specifically, we randomly split the users into two
groups. One talks with the original system and the
other talks with the system integrated with the ut-
terance rewriter. All users are unconscious of the



details about our system. The whole test lasted
one month. Table 9 shows the Conversation-turns
Per Session (CPS), which is the average num-
ber of conversation-turns between the chatbot and
the user in a session. The utterance rewriter in-
creases the average CPS from 6.3 to 7.7, indicat-
ing the user is more engaged with the integrated
model. Table 8 shows an example of how the ut-
terance rewriter helps with the generation. After
the rewriting, the model can better understand the
dialogue is about the NBA team Warriors, but the
original model feels confused and only provides a
generic response.

6 Conclusion

In this paper, we propose improving multi-turn di-
alogue modelling by imposing a separate utterance
rewriter. The rewriter is trained to recover the
coreferred and omitted information of user utter-
ances. We collect a high-quality manually anno-
tated dataset and designed a Transformer-pointer
based architecture to train the utterance rewriter.
The trained utterance rewriter performs remark-
ably well and, when integrated into two online
chatbot applications, significantly improves the in-
tention detection and user engagement. We hope
the collected dataset and proposed model can ben-
efit future related research.
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Abstract

Neural generative models have been become
increasingly popular when building conversa-
tional agents. They offer flexibility, can be eas-
ily adapted to new domains, and require min-
imal domain engineering. A common criti-
cism of these systems is that they seldom un-
derstand or use the available dialog history ef-
fectively. In this paper, we take an empiri-
cal approach to understanding how these mod-
els use the available dialog history by study-
ing the sensitivity of the models to artificially
introduced unnatural changes or perturbations
to their context at test time. We experiment
with 10 different types of perturbations on 4
multi-turn dialog datasets and find that com-
monly used neural dialog architectures like re-
current and transformer-based seq2seq models
are rarely sensitive to most perturbations such
as missing or reordering utterances, shuffling
words, etc. Also, by open-sourcing our code,
we believe that it will serve as a useful diag-
nostic tool for evaluating dialog systems in the
future !.

1 Introduction

With recent advancements in generative models of
text (Wu et al., 2016; Vaswani et al., 2017; Rad-
ford et al., 2018), neural approaches to building
chit-chat and goal-oriented conversational agents
(Sordoni et al., 2015; Vinyals and Le, 2015; Ser-
ban et al., 2016; Bordes and Weston, 2016; Serban
et al., 2017b) has gained popularity with the hope
that advancements in tasks like machine transla-
tion (Bahdanau et al., 2015), abstractive summa-
rization (See et al., 2017) should translate to dialog
systems as well. While these models have demon-
strated the ability to generate fluent responses,
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they still lack the ability to “understand” and pro-
cess the dialog history to produce coherent and
interesting responses. They often produce bor-
ing and repetitive responses like “Thank you.” (Li
etal., 2015; Serban et al., 2017a) or meander away
from the topic of conversation. This has been often
attributed to the manner and extent to which these
models use the dialog history when generating re-
sponses. However, there has been little empirical
investigation to validate these speculations.

In this work, we take a step in that direction and
confirm some of these speculations, showing that
models do not make use of a lot of the informa-
tion available to it, by subjecting the dialog his-
tory to a variety of synthetic perturbations. We
then empirically observe how recurrent (Sutskever
etal., 2014) and transformer-based (Vaswani et al.,
2017) sequence-to-sequence (seq2seq) models re-
spond to these changes. The central premise of
this work is that models make minimal use of cer-
tain types of information if they are insensitive to
perturbations that destroy them. Worryingly, we
find that 1) both recurrent and transformer-based
seq2seq models are insensitive to most kinds of
perturbations considered in this work 2) both are
particularly insensitive even to extreme pertur-
bations such as randomly shuffling or reversing
words within every utterance in the conversation
history (see Table 1) and 3) recurrent models are
more sensitive to the ordering of utterances within
the dialog history, suggesting that they could be
modeling conversation dynamics better than trans-
formers.

2 Related Work

Since this work aims at investigating and gain-
ing an understanding of the kinds of information
a generative neural response model learns to use,
the most relevant pieces of work are where sim-
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No Perturbations Token shuffling
1 | Good afternoon ! Can I help you ? I afternoon help you Good ? ! Can
2 | Could you show me where the Chinesc-style clothing is | the located Chinesc-style where is show a . buy you ? 1
located ? I want to buy a silk coat clothing want coat silk me Could to
3 | This way , please . Here they are . They’re all handmade . | are handmade . way please This all Here they . , They're .
4 | Model Response: How much is it ? Model Response: How much is it ?

Table 1: An example of an LSTM seq2seq model with attention’s insensitivity to shuffling of words in the dialog

history on the DailyDialog dataset.

ilar analyses have been carried out to understand
the behavior of neural models in other settings.
An investigation into how LSTM based uncondi-
tional language models use available context was
carried out by Khandelwal et al. (2018). They
empirically demonstrate that models are sensitive
to perturbations only in the nearby context and
typically use only about 150 words of context.
On the other hand, in conditional language mod-
eling tasks like machine translation, models are
adversely affected by both synthetic and natural
noise introduced anywhere in the input (Belinkov
and Bisk, 2017). Understanding what information
is learned or contained in the representations of
neural networks has also been studied by “prob-
ing” them with linear or deep models (Adi et al.,
2016; Subramanian et al., 2018; Conneau et al.,
2018).

Several works have recently pointed out the
presence of annotation artifacts in common text
and multi-modal benchmarks. For example, Guru-
rangan et al. (2018) demonstrate that hypothesis-
only baselines for natural language inference ob-
tain results significantly better than random guess-
ing. Kaushik and Lipton (2018) report that reading
comprehension systems can often ignore the entire
question or use only the last sentence of a doc-
ument to answer questions. Anand et al. (2018)
show that an agent that does not navigate or even
see the world around it can answer questions about
it as well as one that does. These pieces of work
suggest that while neural methods have the poten-
tial to learn the task specified, its design could lead
them to do so in a manner that doesn’t use all of
the available information within the task.

Recent work has also investigated the induc-
tive biases that different sequence models learn.
For example, Tran et al. (2018) find that recurrent
models are better at modeling hierarchical struc-
ture while Tang et al. (2018) find that feedfor-
ward architectures like the transformer and con-
volutional models are not better than RNNs at
modeling long-distance agreement. Transformers
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however excel at word-sense disambiguation. We
analyze whether the choice of architecture and the
use of an attention mechanism affect the way in
which dialog systems use information available to
them.

3 Experimental Setup

Following the recent line of work on generative
dialog systems, we treat the problem of generat-
ing an appropriate response given a conversation
history as a conditional language modeling prob-
lem. Specifically we want to learn a conditional
probability distribution Py(y|x) where y is a rea-
sonable response given the conversation history x.
The conversation history is typically represented
as a sequence of utterances Xj, X2, . . . Xn, Where
each utterance x; itself is comprised of a sequence
of words x;, , 5, . . . x;, . The response y is a single
utterance also comprised of a sequence of words
Y1,Y2 ... Ym. The overall conditional probability
is factorized autoregressively as

Py(ylx) =[] Po(yily<i-x1 .. %n)
i—1

Py, in this work, is parameterized by a recurrent
or transformer-based seq2seq model. The crux of
this work is to study how the learned probability
distribution behaves as we artificially perturb the
conversation history Xi,...Xy. We measure be-
havior by looking at how much the per-token per-
plexity increases under these changes. For exam-
ple, one could think of shuffling the order in which
X1 ...Xp is presented to the model and observe
how much the perplexity of y under the model in-
creases. If the increase is only minimal, we can
conclude that the ordering of x; . .. Xy, isn’t infor-
mative to the model. For a complete list of per-
turbations considered in this work, please refer to
Section 3.2. All models are trained without any
perturbations and sensitivity is studied only at test
time.
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Figure 1: The increase in perplexity for different models when only presented with the k£ most recent utterances
from the dialog history for Dailydialog (left) and bAbI dialog (right) datasets. Recurrent models with attention
fare better than transformers, since they use more of the conversation history.

3.1 Datasets

We experiment with four multi-turn dialog
datasets.

bADbI dialog is a synthetic goal-oriented multi-
turn dataset (Bordes and Weston, 2016) consisting
of 5 different tasks for restaurant booking with in-
creasing levels of complexity. We consider Task 5
in our experiments since it is the hardest and is a
union of all four tasks. It contains 1% dialogs with
an average of 13 user utterances per dialog.

Persona Chat is an open domain dataset (Zhang
et al., 2018) with multi-turn chit-chat conversa-
tions between turkers who are each assigned a
“persona” at random. It comprises of 10.9k di-
alogs with an average of 14.8 turns per dialog.

Dailydialog is an open domain dataset (Li et al.,
2017) which consists of dialogs that resemble day-
to-day conversations across multiple topics. It
comprises of 13k dialogs with an average of 7.9
turns per dialog.

MutualFriends is a multi-turn goal-oriented
dataset (He et al., 2017) where two agents must
discover which friend of theirs is mutual based on
the friends’ attributes. It contains 11k dialogs with
an average of 11.41 utterances per dialog.

3.2

We experimented with several types of perturba-
tion operations at the utterance and word (token)
levels. All perturbations are applied in isolation.

Types of Perturbations

Utterance-level perturbations We consider the
following operations 1) Shuf that shuffles the se-
quence of utterances in the dialog history, 2) Rev
that reverses the order of utterances in the history
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(but maintains word order within each utterance)
3) Drop that completely drops certain utterances
and 4) Truncate that truncates the dialog history
to contain only the k£ most recent utterances where
k < n, where n is the length of dialog history.

Word-level perturbations We consider similar
operations but at the word level within every ut-
terance 1) word-shuffle that randomly shuffles the
words within an utterance 2) reverse that reverses
the ordering of words, 3) word-drop that drops
30% of the words uniformly 4) noun-drop that
drops all nouns, 5) verb-drop that drops all verbs.

3.3 Models

We experimented with two different classes
of models - recurrent and transformer-based
sequence-to-sequence generative models. All data
loading, model implementations and evaluations
were done using the ParlAl framework. We used
the default hyper-parameters for all the models as
specified in ParlAlL

Recurrent Models We trained a seq2seq
(seq2seq_lstm) model where the encoder and
decoder are parameterized as LSTMs (Hochreiter
and Schmidhuber, 1997). We also experiment
with using decoders that use an attention mecha-
nism (seq2seq_lstm_att) (Bahdanau et al., 2015).
The encoder and decoder LSTMs have 2 layers
with 128 dimensional hidden states with a dropout
rate of 0.1.

Transformer Our transformer (Vaswani et al.,
2017) model uses 300 dimensional embeddings
and hidden states, 2 layers and 2 attention heads
with no dropout. This model is significantly
smaller than the ones typically used in machine



Models Test PPL Only Shuf Rev Drop Drop Word Verb Noun ‘Word Word
Last First Last Drop Drop Drop Shuf Rev
Utterance level perturbations ( A PPLM ) Word level perturbations ( A PPL[{,] )
DailyDialog

SquSquStm 32.90[1,40] 1.70[0,41] 3-35[0.38] 4'04[0.28] 0.13[0.04] 5.08[0.79] 1.58[0,15] 0.87[0.08] 1.06[0.281 3.37[0.33] 3.10[0.45]

seq2seq-Istm_att 29.65[1.10] 4.76[0.391 2.54[0.24] 3.31 [0.49] 0.32[0.03] 4484[0.42] 2.03[0.25] 1.37[0.29] 2.22[0.22] 2.82[0.31] 3.29[0.25]

transformer 28.73[1.30) 3.281.37] 0.82[0.40] 1.25[0.62] 0-27[0.10] 2:43[0.83] 1-20[0.60] 0.63[0.17] 2.60[0.98] 0.15[0.08] 0.26[0.15]
Persona Chat

squSqustm 43.24[0_99] 3427[0_13] 629[0.48] 13.11[1_22] 0.47[0_21] 6'10[0.46] 1.81[0_25] 0.68[0_19] 0.75[0_15] 1.29[0_17] 1.95[0_20]

seq2seq-lstm_att 42-90[1.76] 4.44[0_31] 6'70[0.67] 11.61[0_75] 2.99[2_24] 5.58[0_45] 2'47[0.67] 1.11[0_27] 1.20[0_23] 2'03[0.46] 2.39[0_31]

transformer 40.78[0_31] 1490[0_03] 1,22[0_22] 1.41[0_54] 70.1[0_07] 1.59[0_39] 0'54[0.08] 0.40[0_001 O~32[O.18] 0.01[0_01] 0-00[0.06]
MutualFriends

seq2seq-Istm 14.17(0.29) 1.44(9 86) 1.42[0.25] 1.24(0.34) 0.00[0.00] 0.76[0.10] 0.28[0.11] 0.00[0.03] 0.61[0.39) 0.31{0.251 0.56[0.39)

seq2seq-Istm_att 10.60[0,21] 32'13[4.08] 1.24[0.19] 1.06[0,24] 0.08[0.03] 1.35[0.15] 1.56[0.20] 0.15[0.07] 3.28[0.381 2.35[0.22] 4-59[0.46]

transformer 10.63[0.031 20.1110.67] 1.()6[0. 16] 1.62[0.44] 0.12[0.031 0.81[0.09] 0.75[0.05] 0.16[0.021 1.50[0.12] 0.07[0.01] 0-13[0.04]

bAbi dailog: TaskS

squSqustm 1,28[0_02] 1431[0_50] 43.61[15_9] 40'99[9.38] 0.00[0_00] 4.28[1_90] 0.38[0_11] 0.01[0_00] O~10[U.06] 0.09[0_02] 0-42[0.38]

seq2seq-lstm_att 1.06[0_02] 9.14[1_23] 41-21[8.03] 34.32[10_7] 0.00[0_00] 6'75[1.86] 0.64[0_07] 0.03[0_03] 0.22[0_04] 0.25[0_01] 1'10[0.80]

transformer 1,07[0_00] 4406[0_33] 0.38[0_02] 0.62[0_02] 0.00[0_00] 0.21[0_02] 0.36[0_02] 0'25[0.06] 0'37[0.06] 0.00[0_00] 0.00[0_00]

Table 2: Model performance across multiple datasets and sensitivity to different perturbations. Columns 1 & 2
report the test set perplexity (without perturbations) of different models. Columns 3-12 report the increase in
perplexity when models are subjected to different perturbations. The mean (p) and standard deviation [o] across
5 runs are reported. The Only Last column presents models with only the last utterance from the dialog history.
The model that exhibits the highest sensitivity (higher the better) to a particular perturbation on a dataset is in bold.
seq2seq_lstm_att are the most sensitive models 24/40 times, while transformers are the least with 6/40 times.

translation since we found that the model that re-
sembled Vaswani et al. (2017) significantly overfit
on all our datasets.

While the models considered in this work might
not be state-of-the-art on the datasets considered,
we believe these models are still competitive and
used commonly enough at least as baselines, that
the community will benefit by understanding their
behavior. In this paper, we use early stopping with
a patience of 10 on the validation set to save our
best model. All models achieve close to the per-
plexity numbers reported for generative seq2seq
models in their respective papers.

4 Results & Discussion

Our results are presented in Table 2 and Figure 1.
Table 2 reports the perplexities of different mod-
els on test set in the second column, followed by
the increase in perplexity when the dialog history
is perturbed using the method specified in the col-
umn header. Rows correspond to models trained
on different datasets. Figure 1 presents the change
in perplexity for models when presented only with
the £ most recent utterances from the dialog his-
tory.
We make the following observations:

1. Models tend to show only tiny changes in
perplexity in most cases, even under extreme
changes to the dialog history, suggesting that
they use far from all the information that is
available to them.
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2. Transformers are insensitive to word-
reordering, indicating that they could be
learning bag-of-words like representations.

3. The use of an attention mechanism in
seq2seq_lstm_att and transformers makes
these models use more information from ear-
lier parts of the conversation than vanilla
seq2seq models as seen from increases in per-
plexity when using only the last utterance.

4. While transformers converge faster and to
lower test perplexities, they don’t seem to
capture the conversational dynamics across
utterances in the dialog history and are less
sensitive to perturbations that scramble this
structure than recurrent models.

5 Conclusion

This work studies the behaviour of generative neu-
ral dialog systems in the presence of synthetically
introduced perturbations to the dialog history, that
it conditions on. We find that both recurrent and
transformer-based seq2seq models are not signifi-
cantly affected even by drastic and unnatural mod-
ifications to the dialog history. We also find sub-
tle differences between the way in which recurrent
and transformer-based models use available con-
text. By open-sourcing our code, we believe this
paradigm of studying model behavior by intro-
ducing perturbations that destroys different kinds
of structure present within the dialog history can



be a useful diagnostic tool. We also foresee this
paradigm being useful when building new dialog
datasets to understand the kinds of information
models use to solve them.
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Boosting Dialog Response Generation
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Abstract

Neural models have become one of the most
important approaches to dialog response gen-
eration. However, they still tend to generate
the most common and generic responses in
the corpus all the time. To address this prob-
lem, we designed an iterative training process
and ensemble method based on boosting. We
combined our method with different training
and decoding paradigms as the base model,
including mutual-information-based decoding
and reward-augmented maximum likelihood
learning. Empirical results show that our ap-
proach can significantly improve the diversity
and relevance of the responses generated by
all base models, backed by objective measure-
ments and human evaluation.

1 Introduction

Sequence-to-sequence models (Sutskever et al.,
2014) has become one of the most popular ap-
proaches to dialog systems, for it provides a high
degree of automation and flexibility. On the other
hand, they are known to suffer from the “dull-
response” problem (Li et al., 2015). Various re-
search attempts have been made to improve the
diversity of responses generated by sequence-to-
sequence models. One line of research investigate
alternatives to maximum likelihood learning and
decoding, which is believed to be the main cause
of monotonicity. (Li et al., 2015) employed a de-
coding objective based on mutual information be-
tween contexts and responses; (Li et al., 2017a)
used reinforcement learning techniques for train-
ing the decoder to generate responses that max-
imize pre-defined rewards instead of perplexities;
(Lietal.,2017b; Xu et al., 2017) adopted adversar-
ial learning, in which a generator is trained to de-
ceive a discriminator that tries to differentiate be-
tween generated responses and human responses.
Beside changing training and decoding objectives,
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(Liu et al., 2018; Lison and Bibauw, 2017) consid-
ered reweighting data points by penalizing those
with overly frequent responses or by emphasizing
high-quality responses. (Serban et al., 2017; Zhao
et al., 2017) introduced stochastic latent variables
into their models to capture discourse information
on an inter-utterance level. (Shao et al., 2017) ex-
perimented with a novel segment-based training
and decoding paradigm to help mitigate the prob-
lem of redundancy and contradiction.

Yet another type of approach has not been in-
vestigated in the literature in the context of re-
sponse generation — boosting and ensembling, de-
spite having been studied for machine translation
(Xiao et al., 2010; Zhang et al., 2017). Being a
long established machine learning method (Freund
and Schapire, 1997), the process typically involves
iteratively training multiple models on reweighted
instances according to the error of the previous
models and combining these models. The idea has
been recently revived and extended to generative
models and image generation, which also suffers
from diversity problem (Tolstikhin et al., 2017;
Grover and Ermon, 2018). In computer vision, the
state-of-the-art models tend to generate a few cat-
egories of objects all the time and ignore the rest,
known as the problem of “missing modes”. Boost-
ing has been shown to significantly improve the
coverage of image generation models.

For language generation, given the prior success
with data re-weighting and bootstrap approach
(Zhang et al., 2017; Liu et al., 2018), we be-
lieve dialog response generation may benefit from
boosting as well. In this work, we designed a prin-
cipled framework of boosting response generation,
based on the recently developed theory of boost-
ing generative models. Moreover, we combined
boosting with different training and/or decoding
paradigms, and empirically show that boosting can
invariably improve them, in both quantitative and
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qualitative evaluation.

2 Preliminaries

For standard sequence-to-sequence approaches,
training of models and decoding for generations
are done through maximum likelihood estimation:

n
logp(y | z) = logp(yi | y1--.yi1, ) (1)
=1

where x is the source (or context) and y is the tar-
get (or response). (Li et al., 2015) proposed a de-
coding objective based on mutual information of
x and y to improve diversity:

MMI(z,y) =logp(y | z) — Ap(y) (2)

The conditional probability of y given x is esti-
mated from sequence-to-sequence models, and the
marginal probability of y from a separately trained
language model.

Reward-augmented maximum likelihood learn-
ing (RAML) (Norouzi et al., 2016) incorporates
task rewards into maximum likelihood training.
An exponential payoff distribution is defined:

exp{r(y,y*)/7} (3)

. 1
5(?/|y;7):m

where y* is the true target, r is a pre-defined
reward function, and 7 is temperature parame-
ter. The model is trained to minimize the KL-
divergence of the conditional distribution of y and
the payoff distribution:

Y Drrlsy | y) |l ply | 2)) =

xz,y*
—> > sly ly")logp(y | x) + const
Yy
“4)

In multiplicative boosting, the density estimate
of at each iteration 7' is given by:

T «
_. ht
qr = hy"qr-1 = thl : (5)
T
where h; is t*" model’s estimate, and oy is mod-

els” weights. The goal of boosting is to approx-
imate better the true distribution, P. It is shown
in (Grover and Ermon, 2018) that if the model at
each iteration can optimize for a re-weighted dis-
tribution of the following form perfectly:

P\p
dy o< (—)7t
! (Qt)

(6)

39

the distance of models’ density estimate and the
true distribution is decreasing, that is,
Drr(P || Qt) < Drr(P || Qi-1) (D)
In equation (5) - (7), the density estimates are
for the joint distribution of x and y. We make
an additional assumption that the sources are uni-
formly distributed so that p(z,y) = ip(y | ),
for the ease of applying the boosting algorithm to
sequence-to-sequence training.

The true distribution P is usually set to be uni-
form to boost the coverage of generative mod-
els. One of our innovations in this work is ex-
tending it to the exponential payoff distribution in
RAML setting. The decreasing property of KL-
divergence still holds, as the theoretical analysis is
very much similar to that in (Grover and Ermon,
2018).

3 Design

We discuss some practical considerations when
applying boosting framework to response gener-
ation problem.

3.1 Data Reweighting

In the generative boosting method of (6), the
weights of data are inversely proportional to the
perplexities of the responses. However, it is ob-
served in experiments that the generic responses
do not always have low perplexities. If not handled
properly, such responses end up being boosted,
and become the frequently generated responses at
the next iteration.

In search for a consistent way to penalize
generic responses with high perplexities, we first
considered the discriminative boosting approach
introduced in (Grover and Ermon, 2018). A
discriminator is trained to differentiate between
generated responses and human responses. The
weights of data after discriminative boosting is the
density ratio from the discriminator. The idea is
closely related to generative adversarial learning
(Goodfellow et al., 2014). However, in our case
it is difficult to apply such approach. Because
the generated responses are very limited, most
classifiers can easily memorize all of them. The
discriminators end up assigning extremely high
probabilities to most of the human responses, and
close-to-zero densities to generated responses. In
other words, the amount of negative examples is



Model | Win Loss Tie

MLE 37.6 £ 6.4% 17.6 £ 4.0% | 44.8 +6.4%
MMI 36.0 £ 9.2% 16.8 2 6.8% | 47.2 + 8.8%
RAML | 44.8% 4 10.8% | 16.8 == 4.8% | 38.4 4 12.4%

Table 1: Human evaluation results. “Win” stands for the boosted model winning.

too small to train a discriminator to obtain good
decision boundaries and generalization.

Instead, we resort to a simple rule-based dis-
criminator. At each iteration, we maintain a list
of most frequently generated responses, C;. We
choose a binary function to decide whether two
responses, ¥, z, are similar, denoted by sim(y, 2).
The discriminator is defined as

Duly) = { if 3yo € U, Cr, sim(y, yo) = 1
®)

0.5 otherwise
And the weights of data at round ¢ is given by

C

p(@,y) 5 Di(y)
qr(r,y)” 1= Dy(y)

In our experiments, the similarity function is cho-
sen to be a predicate of whether there is an n-gram
overlap with n > 4. We chose to be aggressive and
set ¢ = 0, so responses that are similar to those
generated by previous models are excluded. The
sizes of C} is chosen to be around 20 so that the
amount of training data reduces by about 10 per-
cent at each iteration.

In our experiments, we include bootstrapping
as an additional baseline. At each iteration, 80%
of the data are randomly sampled for training and
validation.

di(z,y) o (

9)

3.2 Model Combination

At decoding time, due to the discrete nature of text
data, the optimization for the response that has
highest probability (or mutual information) is in-
tractable, so we use the following heuristics. Can-
didate responses are generated from the single best
model using beam search. The candidates are then
scored by all models, and the one with the highest
average score is chosen. The model weights o, are
set to be uniform.

Since each model are trained on data with
different weights, their un-normalized probabil-
ity density estimates may have different scales.
Hence, at decoding time, scores of each model
are z-normalized with mean and standard devia-
tion calculated from the training data.
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3.3 Other Details

For RAML, the reward function is based on tf-idf
matching — that is, the sum of products of term fre-
quency and inverse document frequency of each
word, divided by lengths. The rationale is to en-
courage models to include key content words in
their generations. Empirically, we observed that
RAML with aforementioned reward can generate
better responses than MLE baseline even without
boosting. The temperature parameter 7 is set to
be 0.1. To approximate the expectation term in
the objective of RAML, three additional responses
with highest rewards are selected from training
data for each message-response pair in the begin-
ning. We do not sample new responses at the fol-
lowing iterations for the sake of fair comparison.
We set 3, in equation (6) to be % where b is be-
tween 10 and 20, and is tuned on validation set.

4 Experiments

We evaluate our algorithm on single-turn conver-
sations from Persona Dataset (Zhang et al., 2018).
Participants are instructed to converse according
to their given personalized background. In the
preparation of training data, persona descriptions
are prepended to the sources, and all trailing punc-
tuations are truncated from the responses.

We use a standard sequence-to-sequence archi-
tecture with attention mechanism. Both encoder
and decoder are LSTMs with hidden size of 512
and input size of 300. Attentional contexts are
weighted sums of hidden states of words in per-
sonas. We use Adam optimizer to train the model
with learning rate of 0.001. All model parameters
including word embeddings are randomly initial-
ized between —0.1 and 0.1.

In addition to the base models mentioned be-
fore, we investigate the combination of RAML
and MMI, in which models are trained with
RAML and decoded with MMI.
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Figure 1: Quantitative results. X-axis is for iteration and y-axis for metrics. The numbers at iteration 1 represent

the base models.

4.1 Quantitative Evaluation

We employ two standard word-overlap-based met-
rics, BLEU (Papineni et al., 2002) and ROUGE
(Lin, 2004). We also performed embedding-based
evaluation. We embed the responses using the
word averaging approach by (Arora et al., 2016),
and measure the cosine similarity of the embed-
dings of generated responses and true responses.
To measure the diversity of the responses, we per-
form k-means clustering on their embeddings with
10 clusters, and measure the inertia. The larger in-
ertia indicates more diversity. We also show statis-
tics on number of distinct n-grams.

As can be seen in Figure 1, the general trend of
boosting is that performance drastically improves
up to the third model, then it slowly gets bet-
ter or stays the same. Boosting is far better than
bootstrapping. Boosting can improve lexical-level
semantic similarity between generate responses
and true responses, measured by cosine similarity.
While BLEU scores only fluctuate in a tight range,
ROUGE-L suffered from boosting a little, when
used on base models that can generate more diver-
sified responses. But we do not consider BLEU
and ROUGE the most important metrics. Diver-
sity measures, including count of distinct n-grams
and inertia of clusters, are significantly improved
by boosting. Combining RAML and MMI seems
to give an advantage in BLEU (mainly because
generated responses are longer), inertia, and num-
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ber of unigrams.

4.2 Qualitative Evaluation

To ensure the diversified responses are as relevant
as before boosting, we ask 5 annotators to eval-
uate a randomly sampled subset of 100 examples
from each base model against its boosted counter-
part. Each context are paired with two responses —
one from the base model and one from the boosted
model. The annotators are asked to choose the
most appropriate response, or tie if they are equal.
The results are shown in Table 1. On average,
about 38 to 47 percent of the time the annota-
tors showed no preferences, and boosted models
beat base models for 36 to 45 percent of the trials.
Note that all individual tests show annotators pre-
ferred the boosted model over the base model, ex-
cept for one case, where the annotator chose MMI
base model over the boosted model slightly more
often. We also provide an example of generated
responses in Table 2.

5 Conclusion

We investigated the use of boosting to improve the
diversity and relevance of dialog response genera-
tion, with various training and decoding objectives
including mutual-information-based decoding and
reward-augmented maximum likelihood learning.
Our combination of boosting and RAML for re-
sponse generation is novel, and its combination



Context | my family lives in alaska . it is freezing down there .
Human i bet it is oh i could not

Baseline what do you do for a living

Boosted do you live near the beach ? i live in canada

Table 2: Examples of generated responses from baseline sequence-to-sequence model and its boosted counterpart.

with MMI gives some of the most diversified re-
sults. Quantitative evaluation shows our method
can substantially improve the diversity without
harming the quality of generated responses. Our
human evaluation provides evidence that diversi-
fied responses by boosting are even more appro-
priate than those generated from baseline models.
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Abstract

Response selection plays an important role
in fully automated dialogue systems. Given
the dialogue context, the goal of response se-
lection is to identify the best-matched next-
utterance (i.e., response) from multiple can-
didates. Despite the efforts of many previ-
ous useful models, this task remains challeng-
ing due to the huge semantic gap and also
the large size of candidate set. To address
these issues, we propose a Spatio-Temporal
Matching network (STM) for response selec-
tion. In detail, soft alignment is first used to
obtain the local relevance between the con-
text and the response. And then, we con-
struct spatio-temporal features by aggregating
attention images in time dimension and make
use of 3D convolution and pooling operations
to extract matching information. Evaluation
on two large-scale multi-turn response selec-
tion tasks has demonstrated that our proposed
model significantly outperforms the state-of-
the-art model. Particularly, visualization anal-
ysis shows that the spatio-temporal features
enables matching information in segment pairs
and time sequences, and have good inter-
pretability for multi-turn text matching.

1 Introduction

Fully automated dialogue systems (Litman and
Silliman, 2004; Banchs and Li, 2012; Lowe et al.,
2017; Zhou et al., 2018) are becoming increas-
ingly important area in natural language process-
ing. An important research topic in dialogue sys-
tems is response selection, as illustrated in Figure
1, which aims to select an optimal response from
a pre-defined pool of potential responses (Kum-
merfeld et al., 2018). Practical methods to re-
sponse selection are usually retrieval-based, that
focus on matching the semantic similarity between
the response and utterances in the dialogue his-
tory (Shang et al., 2015; Zhang et al., 2018).
Recently, convolutional operation, as a useful
attempt to explore local correlation, has been in-
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Context

— It is a 64 bit Mobo after all.

— It has nothing to do with yourt router ot your netwotk catd, in fact, the,
protocol does not wotk on that layet. The problem is, mostervers d_o]

Mot support o when y

so when ydu try to query a domain in Firefox, it will query
“using ipvG, then time out,, then query using That is why it takes time to
“look up” domains. If you disable ipv6, this la will go away.
—+ Ah. The wiki made it sound like the hardware being outdated being the
problem. So, basically, the DNS I’m trying to query doesn’t support the
protocol and that’s why it times out?

Correct Response

Technicully,&our server is only listening onnotaddtesse}, but your

analogy is cotrect.

Figure 1: Examples of the Ubuntu dataset provided by
NOESIS '. Text segments with the same color symbols
across context and response can be seen as matched
pairs.

vestigated to extract the matching features from
the attention grid (Wu et al., 2017; Zhou et al.,
2018). Unfortunately, these methods usually do
not perform well when there are many candidate
responses.

In fact, in multi-turn dialogues, the next sen-
tence is generally based on what was presented be-
fore and tends to match a recent local context. This
is because the topic in a conversation may change
over time, and the effective matching between the
dialogue may only appear in a local time period.
This phenomena generally appear in video pro-
cessing (Hara et al., 2018; Tran et al., 2014), im-
age caption (Chen et al., 2017) and action recog-
nition (Girdhar and Ramanan, 2017).

Therefore, it is natural to adopt convolutional
structure or attention mechanism to extract lo-
cal matching information from the sentence se-
quences. Analogously, each turn of dialogue can
be regarded as a frame of a video. This moti-
vates us to propose the Spatio-Temporal Match-
ing block (STM) to construct the spatio-temporal

"Noetic End-to-End Response Selection Challenge is de-
scribed in detail at http://workshop.colips.org/
dstc7.
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Figure 2: The proposed spatio-temporal matching framework for response selection.

features of local semantic relation between each
turn of dialog and candidates by soft-attention
mechanism. In detail, we model the response
selection problem as a multi-class classification
problem with sequences as input, where the la-
bel of the true response is set to one and the
other candidates are set to zero. As illustrated
in Figure 2, the proposed STM framework in-
cludes two parts: (i) representation module and
(i) matching block. Specifically, representa-
tions of the dialogue context and candidate an-
swers are first learned through from dual en-
coders, and deep 3D ConvNets (Ji et al., 2013)
are then used to match attentions between the di-
alogue contexts and candidate answers. Evalua-
tion on the NOESIS datasets has demonstrated the
outstanding performance of our proposed model
against other well-known frameworks. Further-
more, our model enjoys a merit of good inter-
pretation with the visualization of the attention
weight as a thermal map. Our code is released
under https://github.com/CSLujunyu/
Spatio-Temporal-Matching—-Network.

2  Our model

Before presenting the model, we first provide the
problem formulation. Suppose that we have a di-
alogue dataset {(D, C,R);}¥,, we denotes D =
{do,d1,...,d,} as a conversation context with ut-
terances d; and C = {cg, c1, ..., ¢,, } as the next ut-
terance candidate set. R represents the correct re-
sponse ID in the corresponding candidate set. Our

goal is to learn a matching model between the di-
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alog context D and the candidates ¢; which can
measure the matching degree and predict the best
matched response.

2.1 Representation Module

Given a dialog context D = {dy, d1, ..., d,} and
candidates C = {cy, c1, ..., ¢, }, we employ L lay-
ers of bidirectional GRUs (Bi-GRU) (Cho et al.,
2014) to extract sequential information in a sen-
tence. The representations we used are deep,
in the sense that they are a function of all of
the internal layers of the Bi-GRU (Devlin et al.,
2018; Peters et al., 2018a) We denote " GRU
layer dialog and candidate representation as HL =
{/Lé)’ :ull’ ey :uin} and H{y = {7(l)7 Via X 7£z} re-
spectively.

2.2 Spatio-Temporal Matching block

An illustration of the matching block is shown in
Figure 3. We use attention mechanism to con-
struct local related features for every candidate.
In order to avoid the influence of gradient explo-
sion caused by large dot product, matching ma-
trices are constructed at each layer using scale-
attention (Vaswani et al., 2017), which is defined
as:

T
! (b)) Vh

HmyTn \/& )

where [ € [1, L], ul, € R¥" denotes m™ turn
of dialog representation at [ GRU layer, v/, €
R¥*™ denotes n' candidate representation at [
GRU layer, M}, . € R™*™ is constructed as

(D



attention images, d is the dimension of word em-
bedding, n,, and n. denotes the number of words
in dialog utterances and candidates respectively.

‘M1Um=rn ‘MLumJn
Tn

Figure 3: A close-up of the matching block

Moreover, in order to retain the natural tempo-
ral relationship of the matching matrices, we ag-
gregate them all into a 4D-cube by expanding in
time dimension. We call 4D-matching as spatio-
temporal features and define images of n™ candi-
date as Q(")

- {Q(J k}anHan (2)

(n) _ rafl 3

Qi = (M, 1. Ko, 3)

where QW) e RmMXnuxnyxL M;ltz,vn[%k] cR

and Qgg)k € RE is a pixel in Q™)

Motivated by C3D network (Tran et al., 2014),
it is natural to apply a 3D ConvNet to extract local
matching information from Q(™). The operation
of 3D convolution with max-pooling is the exten-
sion of typical 2D convolution, whose filters and
strides are 3D cubes. Our matching block has four
convolution layers and three pooling layers (First
two convolution layers are both immediately fol-
lowed by pooling layer, yet the last pooling layer
follows two continuous convolution layers). All
of 3D convolution filters are 3 x 3 x 3 with stride
1 x 1 x 1. With the intention of preserving the
temporal information in the early phase, 3D pool-
ing layers are set as 3 x 3 x 3 with stride 3 x 3 x 3
except for the first pooling layer which has kernel
size of 1 X 3 x 3 and stride 1 x 3 x 3.

One fully-connected layer is used to predict the
matching score between dialog context and poten-
tial responses. Finally, we compute softmax cross
entropy loss,

Sn = chonv(Q(n)) +b “4)
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where feony i the 3D ConvNet we used, W and
b are learned parameters.

3 Experiments

3.1 Dataset

The ongoing DSTC series starts as an initiative
to provide a common testbed for the task of Di-
alog State Tracking, and the most recent event,
DSTC7 in 2018, mainly focused on end-to-end
systems (Williams et al., 2013; Yoshino et al.,
2019). We evaluate our model on two new datasets
that released by the NOESIS (DSTC7 Track1): (1)
the Ubuntu Corpus: Ubuntu IRC (Lowe et al.,
2015a) consists of almost one million two-person
conversations extracted from the Ubuntu chat logs
, used to receive technical support for various
Ubuntu-related problems. The newest version lies
in manually annotations with a large set of can-
didates (Kummerfeld et al., 2018). The train-
ing data includes over 100,000 complete conversa-
tions, and the test data contains 1,000 partial con-
versations. (2) the Advising Dataset: It collects
advisor dialogues for the purpose of guiding the
student to pick courses that fit not only their cur-
riculum, but also personal preferences about time,
difficulty, career path, etc. It provides 100,000 par-
tial conversations for training, obtained by cutting
500 conversations off randomly at different time
points. Each conversation has a minimum of 3
turns and up to 100 candidates.

3.2 Maetrics

We use the same evaluation metrics as in previ-
ous works and the recommendation of the NOE-
SIS (Wu et al., 2017; Zhou et al., 2018; Yoshino
et al., 2019). Each comparison model is asked
to select k£ best-matched utterances from n avail-
able candidates. We calculate the recall of the
true positive responses among the k selected ones

and denote it as R,, @k = % =0 Zl where y; is the

binary label for each candldate In addition, we
use MRR (Mean reciprocal rank) (Voorhees et al.,
1999; Radev et al., 2002) to evaluate the confident
ranking of the candidates returned by our model.

3.3 Experimental Setting

We consider at most 9 turns and 50 words for each
utterance and responses in our experiments. Word
embeddings are initialized by GloVe' (Pennington

"http://nlp.stanford.edu/data/glove.840B.300d.zip



Model R100@1 RlOO@ 10 MRR
Baseline 0.083 0.359 -
DAM 0.347 0.663 0.356
DAM-+Fine-tune  0.364 0.664 0.443
DME 0.383 0.725 0.498
DME-SMN 0.455 0.761 0.558
STM(Transform) 0.490 0.764 0.588
STM(GRU) 0.503 0.783 0.597
STM(Ensemble) 0.521 0.797 0.616"
STM(BERT) 0.548" 0.827* 0.614

Table 1: Experiment Result on the Ubuntu Corpus.

Model Advising 1 Advising 2
Ripo@10 MRR Rjp0@10 MRR
Baseline 0.296 - - -
DAM 0.603 0.312  0.374 0.174
DAM+Fine-tune  0.622 0.333 0416 0.192
DME 0.420 0.215  0.304 0.142
DME-SMN 0.570 0.335  0.388 0.183
STM(Transform) 0.590 0.320 0.404 0.182
STM(GRU) 0.654 0.380  0.466 0.220
STM(Ensemble) 0.662 0.385*  0.502~ 0.232"

Table 2: Experiment Results on the Advising Dataset.

et al., 2014) and updated during training. We use
Adam (Kingma and Ba, 2014) as the optimizer, set
the initial learning rate is 0.001, and we employ
early-stopping(Caruana et al., 2001) as a regular-
ization strategy.

3.4 Comparison Methods

In this paper, we investigate the current state-of-
the-art model in response selection task. In order
to make it compatible to the task of NOESIS, we
have made some changes as following: (1) Base-
line The benchmark released by DSTC7 is an ex-
tension of the Dual LSTM Encoder model % (Lowe
et al., 2015b). (2) Dual Multi-turn Encoder Dif-
ferent from Baseline, we use a multi-turn encoder
to embed each utterance respectively and calcu-
late utterance-candidate matching scores using dot
product at the last hidden state of LSTM. (3) Se-
quential Matching Network We employ Sequen-
tial Matching Network (Wu et al., 2017) to mea-
sure the matching score of each candidate, and
then calculate categorical cross entropy loss across
all of them. We name it as DME-SMN in Ta-
ble 1, 2. (4) Deep Attention Matching Net-
work The DAM (Zhou et al., 2018) trained on
undersampling data (Chawla, 2009), which use a

Zhttps://github.com/IBM/dstc7-noesis/tree/master/noesis-
tf
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1:1 ratio between true responses and negative re-
sponses for training, is represented as DAM in Ta-
ble 1, 2. Furthermore, we also construct context-
related negative responses to train the model. We
observe that using only this context-related neg-
ative responses to train the model will result in
divergence. So this data is only used for fine-
tuning. In this way, DAM is firstly trained on un-
dersampling data then get fine-tuned with context-
related negative responses. We name this model as
DAM-+Fine-tune in Table 1, 2.

3.5 Ablation Study

As it is shown in Table 1, we conduct an ablation
study on the testset of the Ubuntu Corpus, where
we aim to examine the effect of each part in our
proposed model.

Firstly, we verify the effectiveness of dual
multi-turn encoder by comparing Baseline and
DME in Table 1. Thanks to dual multi-turn en-
coder, DME achieves 0.725 at R190@10 which
is 0.366 better than the Baseline (Lowe et al.,
2015b).

Secondly, we study the ability of representation
module by testing LSTM, GRU and Transformer
with the default hyperparameter in Tensorflow. We
note that GRU is better for this task. After re-
moving spatio-temporal matching block, the per-
formance degrades significantly.

In order to verify the effectiveness of STM
block further, we design a DME-SMN which uses
2D convolution for extracting spatial attention in-
formation and employ GRU for modeling tempo-
ral information. The STM block makes a 10.54%
improvement at Rjgp@1.

Next, we replace GRU with Transformer in
STM. Supposed the data has maximal m turns
and n candidates, the time complexity of cross-
attention (Zhou et al., 2018), O(mn), is much
higher than that of the Dual-Encoder based model,
O(m + n). Thus, cross-attention is an impracti-
cal operation when the candidate set is large. So
we remove cross-attention operations in DAM and
extend it with Dual-Encoder architecture. The re-
sult in Table 1 shows that using self-attention only
may not be enough for representation.

As BERT (Devlin et al., 2018) has been shown
to be a powerful feature extractor for various tasks,
we employ BERT as a feature-based approach
to generate ELMo-like pre-trained contextual rep-
resentations (Peters et al., 2018b).It succeed the
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Figure 4: Attention feature across positive and negative
matching in the first layer.

highest results and outperforms other methods by
a significant margin.

3.6 Visualization

In order to demonstrate the effectiveness of spatio-
temporal information matching mechanism, we
visualize attention features across positive and
negative examples.

To clarify how our model identifies important
matching information between context and candi-
dates, we visualize the attention matching matri-
ces in Figure 4. The first row is positive match-
ing matrices and the sencond is negative match-
ing example. We denote the y-axis of Figure 4 as
response sentence and the z-axis as utterances in
context. Each colored grid represents the match-
ing degree or attention score between two words.
Deeper color represents better matching. Atten-
tion images in the first row are related to posi-
tive matching while those of the second row are
related to negative matching. Intuitively, We can
see that important words such as “vic”, “wma” are
recognized and carried to match “drm” in correct
response. In contrast, the incorrect response has
no correlation and thus little matching spaces.

Note that our model can not only match word-
level information, but also can match segment-
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Figure 5: Attention feature in different granularities.
Left picture represents the second layer matching ma-
trix for segment granularities, while right picture match
at the third layer.

level or sentence level information using 3D con-
volution. As it shows in Figure 5, the second layer
tends to concentrate on segment-level information
for which “wma patch” in utterance highly match
“the home page drm” and ‘“nasty nasty standard
drm” in response. Furthermore, we find in our ex-
periment that third layer tends to focus on sentence
topic and more abstract meaning of the segments,
which achieve better performance. However, more
than three layers will destroy model ability in our
experiments.

4 Conclusion and Future Work

In this paper, we proposed an End-to-End spatio-
temporal matching model for response selection.
The model uses a dual stacked GRU or pre-trained
BERT to embed utterances and candidates respec-
tively and apply spatio-temporal matching block
to measure the matching degree of a pair of context
and candidate. Visualization of attention layers il-
lustrates that our model has the good interpretative
ability, and has the ability to pick out important
words and sentences.

In the future, we would like to explore the ef-
fectiveness of various attention methods to solve
indefinite choices task with interpretive features.
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Abstract

Semantic parsing converts natural language
queries into structured logical forms. The
paucity of annotated training samples is a
fundamental challenge in this field. In this
work, we develop a semantic parsing frame-
work with the dual learning algorithm, which
enables a semantic parser to make full use
of data (labeled and even unlabeled) through
a dual-learning game. This game between a
primal model (semantic parsing) and a dual
model (logical form to query) forces them to
regularize each other, and can achieve feed-
back signals from some prior-knowledge. By
utilizing the prior-knowledge of logical form
structures, we propose a novel reward signal
at the surface and semantic levels which tends
to generate complete and reasonable logical
forms. Experimental results show that our
approach achieves new state-of-the-art perfor-
mance on ATIS dataset and gets competitive
performance on OVERNIGHT dataset.

1 Introduction

Semantic parsing is the task of mapping a natu-
ral language query into a logical form (Zelle and
Mooney, 1996; Wong and Mooney, 2007; Zettle-
moyer and Collins, 2007; Lu et al., 2008; Zettle-
moyer and Collins, 2005). A logical form is
one type of meaning representation understood by
computers, which usually can be executed by an
executor to obtain the answers.

The successful application of recurrent neu-
ral networks (RNN) in a variety of NLP tasks
(Bahdanau et al., 2014; Sutskever et al., 2014,
Vinyals et al., 2015) has provided strong impe-
tus to treat semantic parsing as a sequence-to-
sequence (Seq2seq) problem (Jia and Liang, 2016;
Dong and Lapata, 2016). This approach generates

*Ruisheng Cao and Su Zhu are co-first authors and con-

tribute equally to this work.
The corresponding author is Kai Yu.
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a logical form based on the input query in an end-
to-end manner but still leaves two main issues: (1)
lack of labeled data and (2) constrained decoding.

Firstly, semantic parsing relies on sufficient la-
beled data. However, data annotation of semantic
parsing is a labor-intensive and time-consuming
task. Especially, the logical form is unfriendly for
human annotation.

Secondly, unlike natural language sentences, a
logical form is strictly structured. For example,
the lambda expression of “show flight from ciO

to cil” is ( lambda $0 e ( and ( from
$0 ci0 ) ( to $0 cil ) ( flight
S0 ) ) ). If we make no constraint on decod-

ing, the generated logical form may be invalid or
incomplete at surface and semantic levels.

Surface The generated sequence should be struc-
tured as a complete logical form. For ex-
ample, left and right parentheses should be
matched to force the generated sequence to
be a valid tree.

Semantic Although the generated sequence is a
legal logical form at surface level, it may
be meaningless or semantically ill-formed.
For example, the predefined binary predicate
from takes no more than two arguments.
The first argument must represent a £1ight
and the second argument should be a city.

To avoid producing incomplete or semantically ill-
formed logical forms, the output space must be
constrained.

In this paper, we introduce a semantic parsing
framework (see Figure 1) by incorporating dual
learning (He et al., 2016) to tackle the problems
mentioned above. In this framework, we have a
primal task (query to logical form) and a dual task
(logical form to query). They can form a closed
loop, and generate informative feedback signals to

Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 51-64
Florence, Italy, July 28 - August 2, 2019. (©2019 Association for Computational Linguistics



train the primal and dual models even without su-
pervision. In this loop, the primal and dual mod-
els restrict or regularize each other by generating
intermediate output in one model and then check-
ing it in the other. Actually, it can be viewed as a
method of data augmentation. Thus it can lever-
age unlabeled data (queries or synthesized logical
forms) in a more effective way which helps allevi-
ate the problem of lack of annotated data.

In the dual learning framework, the primal and
dual models are represented as two agents and they
teach each other through a reinforcement learning
process. To force the generated logical form com-
plete and well-formed, we newly propose a valid-
ity reward by checking the output of the primal
model at the surface and semantic levels.

We evaluate our approach on two standard
datasets: ATIS and OVERNIGHT. The results
show that our method can obtain significant im-
provements over strong baselines on both datasets
with fully labeled data, and even outperforms
state-of-the-art results on ATIS. With additional
logical forms synthesized from rules or tem-
plates, our method is competitive with state-of-
the-art systems on OVERNIGHT. Furthermore,
our method is compatible with various semantic
parsing models. We also conduct extensive ex-
periments to further investigate our framework in
semi-supervised settings, trying to figure out why
it works.

The main contributions of this paper are sum-
marized as follows:

e An innovative semantic parsing framework
based on dual learning is introduced, which
can fully exploit data (labeled or unlabeled)
and incorporate various prior-knowledge as
feedback signals. We are the first to intro-
duce dual learning in semantic parsing to the
best of our knowledge.

We further propose a novel validity reward
focusing on the surface and semantics of log-
ical forms, which is a feedback signal indi-
cating whether the generated logical form is
well-formed. It involves the prior-knowledge
about structures of logical forms predefined
in a domain.

We conduct extensive experiments on ATIS
and OVERNIGHT benchmarks. The results
show that our method achieves new state-
of-the-art performance (test accuracy 89.1%)
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on ATIS dataset and gets competitive perfor-
mance on OVERNIGHT dataset.

2 Primal and Dual Tasks of Semantic
Parsing

Before discussing the dual learning algorithm
for semantic parsing, we first present the pri-
mal and dual tasks (as mentioned before) in de-
tail. The primal and dual tasks are modeled
on the attention-based Encoder-Decoder architec-
tures (i.e. Seq2seq) which have been successfully
applied in neural semantic parsing (Jia and Liang,
2016; Dong and Lapata, 2016). We also include
copy mechanism (Gulcehre et al., 2016; See et al.,
2017) to tackle unknown tokens.

2.1 Primal Task

The primal task is semantic parsing which con-
verts queries into logical forms (Q2LF'). Let x =
Ty |y denote the query, and y = y1-- -y
denote the logical form. An encoder is exploited
to encode the query x into vector representations,
and a decoder learns to generate logical form y
depending on the encoding vectors.

Encoder Each word z; is mapped to a fixed-
dimensional vector by a word embedding func-
tion ¢(-) and then fed into a bidirectional LSTM
(Hochreiter and Schmidhuber, 1997). The hidden
vectors are recursively computed at the i-th time
step via:

h; :fLSTMW(ﬂUi),F)iq),i =1,z (D
hy =fisma((@), W)=zl 1 @)
b = ;; b )
where [;-] denotes vector concatenation, h; €

R2", n is the number of hidden cells and figtm
is the LSTM function.

Decoder Decoder is an unidirectional LSTM
with the attention mechanism (Luong et al., 2015).
The hidden vector at the -th time step is computed
by st = fLstm(A(yi—1),8:-1), where ¢(-) is the
token embedding function for logical forms and
st € R™. The hidden vector of the first time step
is initialized as sy = il. The attention weight for

the current step ¢ of the decoder, with the ¢-th step
t

in the encoder is a! = % and

> j=1€XP (UJ)

uf :thanh(Wlhi + Wss;, + b,) 4
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Figure 1: An overview of dual semantic parsing framework. The primal model (Q2LF’) and dual model (LF2Q))
can form a closed cycle. But there are two different directed loops, depending on whether they start from a query
or logical form. Validity reward is used to estimate the quality of the middle generation output, and reconstruction
reward is exploited to avoid information loss. The primal and dual models can be pre-trained and fine-tuned with

labeled data to keep the models effective.

where v, b, € R", and W; € R"*?" W, € R»X?
are parameters. Then we compute the vocabulary
distribution Pyey, (y¢|y<¢, ) by

[

Ct = Z afhl

i=1
Pgen(yt|y<ta l‘) :SOftmaX(Wo[st; ct] + bo) (6)

o)

where W, € RVslX37 b, ¢ RVl and |V, | is the
output vocabulary size. Generation ends once an
end-of-sequence token “EOS” is emitted.

Copy Mechanism We also include copy mech-
anism to improve model generalization following
the implementation of See et al. (2017), a hybrid
between Nallapati et al. (2016) and pointer net-
work (Gulcehre et al., 2016). The predicted token
is from either a fixed output vocabulary V), or raw
input words x. We use sigmoid gate function o to
make a soft decision between generation and copy
at each step .

gt =0 (vy [st; € 3(yr—1)] +bg) (1)

P(yt|ly<t, ®) =gt Pgen(yt|y<i, )

(8)
+ (1 = 9t) Peopy (yt|y<t, @)

where g; € [0,1] is the balance score, v, is a
weight vector and b, is a scalar bias. Distribution
Propy(yt|y<t, ) will be described as follows.

Entity Mapping Although the copy mechanism
can deal with unknown words, many raw words
can not be directly copied to be part of a log-
ical form. For example, kobe bryant is
represented as en.player.kobe_bryant in
OVERNIGHT (Wang et al., 2015). It is common
that entities are identified by Uniform Resource
Identifier (URI, Klyne and Carroll, 2006) in a
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knowledge base. Thus, a mapping from raw words
to URI is included after copying. Mathematically,
Peopy in Eq.8 is calculated by:

Pcopy(yt = w|y<ta :E) =

S Y

i,7: KB(x;.5)=w k=i

where 7 < j, a}t€ is the attention weight of posi-
tion k at decoding step ¢, K B(-) is a dictionary-
like function mapping a specific noun phrase to
the corresponding entity token in the vocabulary
of logical forms.

2.2 Dual Model

The dual task (LF2Q) is an inverse of the primal
task, which aims to generate a natural language
query given a logical form. We can also exploit
the attention-based Encoder-Decoder architecture
(with copy mechanism or not) to build the dual
model.

Reverse Entity Mapping Different with the pri-
mal task, we reversely map every possible KB
entity y; of a logical form to the corresponding
noun phrase before query generation, K B~ (y;)".
Since each KB entity may have multiple aliases in
the real world, e.g. kobe bryant has a nick-
name the black mamba, we make different
selections in two cases:

e For paired data, we select the noun phrase
from K B~!(y;), which exists in the query.

e For unpaired data, we randomly select one
from KB~ (y).
"K' B™!(-) is the inverse operation of K B(-), which re-

turns the set of all corresponding noun phrases given a KB
entity.



3 Dual learning for Semantic Parsing

In this section, we present a semantic parsing
framework with dual learning. We use one agent
to represent the model of the primal task (Q2LF)
and another agent to represent the model of the
dual task (LF2Q), then design a two-agent game
in a closed loop which can provide quality feed-
back to the primal and dual models even if only
queries or logical forms are available. As the feed-
back reward may be non-differentiable, reinforce-
ment learning algorithm (Sutton and Barto, 2018)
based on policy gradient (Sutton et al., 2000) is
applied for optimization.

Two agents, Q2LF and LF2(Q), participate
in the collaborative game with two directed
loops as illustrated in Figure 1. One loop
query—->logical_form->query starts
from a query, generates possible logical forms
by agent (Q2LF and tries to reconstruct the
original query by LF2(@). The other loop
logical_form->query->logical_form
starts from the opposite side. Each agent will
obtain quality feedback depending on reward
functions defined in the directed loops.

3.1 Learning algorithm

Suppose we have fully labeled dataset T
{(z,y)}, unlabeled dataset Q with only queries
if available, and unlabeled dataset LF with only
logical forms if available. We firstly pre-train the
primal model Q2L F and the dual model LF2@)
on 7 by maximum likelihood estimation (MLE).
Let ©garr and O 2 denote all the parameters
of Q2LF and LF2(Q respectively. Our learning
algorithm in each iteration consists of three parts:

3.1.1 Loop starts from a query

As shown in Figure 1 (a), we sample a query
xz from Q U T randomly. Given z, Q2LF
model could generate k possible logical forms
Y1,Y2, - , Y via beam search (k is beam size).
For each y;, we can obtain a validity reward
R}Z’al(yi) (a scalar) computed by a specific reward
function which will be discussed in Section 3.2.1.
After feeding y; into LF2(), we finally get a re-
construction reward R;°“(z,y;) which forces the
generated query as similar to x as possible and will
be discussed in Section 3.2.2.

A hyper-parameter « is exploited to balance
these two rewards in r aR (y;) + (1 —

o) Ry (w, y;), where a € [0, 1],
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By utilizing policy gradient (Sutton et al.,
2000), the stochastic gradients of ©gorr and
O r2¢ are computed as:

k

- 1
VegarrElr] =% Z Ve qgorr 108 P(yil7; ©q2LrF)
i=1
el

v@LF2QE[T] = A

k
Z VeLF2Q log P(-T|yz'§ @LFzQ)

=1

3.1.2 Loop starts from a logical form

As shown in Figure 1 (b), we sample a logical
form y from £F U T randomly. Given y, LF2Q)
model generates k possible queries x1, x2, - - - , Tk
via beam search. For each x;, we can obtain a va-
lidity reward R}’]?l(xz) (a scalar) which will also
be discussed in Section 3.2.1. After feeding z;
into Q2L F, we can also get a reconstruction re-
ward Rj{“(y, x;), which forces the generated log-
ical form as similar to y as possible and will be
discussed in Section 3.2.2.

A hyper-parameter [ is also exploited to bal-
ance these two rewards by rﬁf = BR}’}” (i) +(1—
B)R§(y, i), where B € [0, 1].

By utilizing policy gradient, the stochastic gra-
dients of ©gar,r and O ro¢ are computed as:

k
R 1
Vo roLr] =7 ZrifV@LFm log P(x:|y; ©LF2q)

k
Z v@QQLF log P(y|zi; ©OgaLF)

=1

v@Q2LFE[r] =

3.1.3 Supervisor guidance

The previous two stages are unsupervised learning
processes, which need no labeled data. If there is
no supervision for the primal and dual models af-
ter pre-training, these two models would be rotten
especially when 7 is limited.

To keep the learning process stable and pre-
vent the models from crashes, we randomly se-
lect samples from 7 to fine-tune the primal and
dual models by maximum likelihood estimation
(MLE). Details about the dual learning algorithm
for semantic parsing are provided in Appendix A.

3.2 Reward design

As mentioned in Section 3.1, there are two types
of reward functions in each loop: validity reward
(R}J’al, Rfj‘}l) and reconstruction reward (R€¢,
R}"J‘?C). But each type of reward function may be
different in different loops.



3.2.1 Validity reward

Validity reward is used to evaluate the quality of
intermediate outputs in a loop (see Figure 1). In
the loop starts from a query, it indicates whether
the generated logical forms are well-formed at the
surface and semantic levels. While in the loop
starts from a logical form, it indicates how natu-
ral and fluent the intermediate queries are.

Loop starts from a query: We estimate the qual-
ity of the generated logical forms at two levels, i.e.
surface and semantics. Firstly, we check whether
the logical form is a complete tree without paren-
theses mismatching. As for semantics, we check
whether the logical form is understandable with-
out errors like type inconsistency. It can be formu-
lated as

©)

which returns 1 when y has no error at the surface
and semantic levels, and returns 0 otherwise.

If there exists an executing program
or search engine for logical form y, e.g.
dataset OVERNIGHT (Wang et al., 2015),
grammar_error_indicator(-) has been included.

Otherwise, we should construct a grammar er-
ror indicator based on the ontology of the corre-
sponding dataset. For example, a specification of
ATIS can be extracted by clarifying all (1) entities
paired with corresponding types, (2) unary/binary
predicates with argument constraints (see Table 1).
Accordingly, Algorithm 1 abstracts the procedure
of checking the surface and semantics for a logical
form candidate y based on the specification.

RY™(y) = grammar_error_indicator(y)

category type instances
me lunch:me, snack:me
entity al delta:al, usair:al
pd morning:pd, late:pd
category instances args(
_city ci
unary _airport ap
_oneway flight
category | instances args( argsl
_from flight ci
binary _services al ci
_during_day flight pd

Table 1: A truncated specification for ATIS.

Loop starts from a logical form: A language
model (LM) is exploited to evaluate the quality of
intermediate queries (Mikolov et al., 2010). We
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Algorithm 1 Grammar error indicator on ATIS

Input: Logical form string y; specification D
Output: 1/0, whether y is valid
. if to_lisp_tree(y) succeed then

—_

2: lispTree < to_lisp_tree(y)
> using Depth-First-Search for lispTree
3: if type_consistent(lispT'ree, D) then
4 return 1
5: end if
6: end if
7: return 0

apply length-normalization (Wu et al., 2016) to
make a fair competition between short and long
queries.

R}’}ll(x) =log LM,(x)/Length(x),  (10)
where LM, (-) is a language model pre-trained on
all the queries of Q U T (referred in Section 3.1).

3.2.2 Reconstruction reward

Reconstruction reward is used to estimate how
similar the output of one loop is compared with
the input. We take log likelihood as reconstruction
rewards for the loop starts from a query and the
loop starts from a logical form. Thus,

Ry (2, y:) =log P(z|yi; OLFr2q)
Ri7°(y, z;) =log P(yl|zi; ©OqaLr)

where y; and x; are intermediate outputs.

4 Experiment

In this section, we evaluate our framework on the
ATIS and OVERNIGHT datasets.

4.1 Dataset

ATIS We use the preprocessed version provided
by Dong and Lapata (2018), where natural lan-
guage queries are lowercased and stemmed with
NLTK (Loper and Bird, 2002), and entity men-
tions are replaced by numbered markers. We
also leverage an external lexicon that maps word
phrases (e.g., first class) to entities (e.g.,
first:cl) like what Jia and Liang (2016) did.
OVERNIGHT It contains natural language para-
phrases paired with logical forms across eight
domains. We follow the traditional 80%/20%
train/valid splits as Wang et al. (2015) to choose
the best model during training.



ATIS and OVERNIGHT never provide unlabeled
queries. To test our method in semi-supervised
learning, we keep a part of the training set as fully
labeled data and leave the rest as unpaired queries
and logical forms which simulate unlabeled data.

4.2 Synthesis of logical forms

Although there is no unlabeled query provided in
most semantic parsing benchmarks, it should be
easy to synthesize logical forms. Since a logi-
cal form is strictly structured and can be modi-
fied from the existing one or created from simple
grammars, it is much cheaper than query collec-
tion. Our synthesized logical forms are public 2.

4.2.1

On ATIS, we randomly sample a logical form from
the training set, and select one entity or predicate
for replacement according to the specification in
Table 1. If the new logical form after replacement
is valid and never seen, it is added to the unsuper-
vised set. 4592 new logical forms are created for
ATIS. An example is shown in Figure 2.

Modification based on ontology

1. (lambda $0 e ( and ( flight $0 ) ( class_type $0
first:cl ) ( from S0 c10 ) (to $0cil )))

2. (lambda $0 e ( and ( flight $0 ) ( oneway $0 ) ( from
$0¢i0) (to S0 cil )))

secification D

first:cl.type = coach:cl.type
one_way.args0 = round_trip.args0

entity/predicate replacement

1. (lambda $0 e ( and ( flight $0 ) ( class_type $0
coach:cl) (from $0 ci0 ) (to $0cil )))

2. (lambda $0 e (‘and ( flight $0 ) ( round_trip $0 ) (
from $0 ¢i0 ) (to $0 cil )))

Figure 2: Synthesis of logical forms by replacement.

4.2.2 Generation based on grammar

Wang et al. (2015) proposed an underlying gram-
mar to generate logical forms along with their cor-
responding canonical utterances on OVERNIGHT,
which can be found in SEMPRE °. We reorder
the entity instances (e.g., ENTITYNP) of one type
(e.g., TYPENP) in grammar files to generate new
logical forms. We could include new entity in-
stances if we want more unseen logical forms, but
we didn’t do that actually. Finally, we get about

https://github.com/RhythmCao/
Synthesized-Logical-Forms
3https://github.com/percyliang/sempre
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500 new logical forms for each domain on aver-
age. More examples can be found in Appendix B.

4.3 Experimental settings
4.3.1 Base models

We use 200 hidden units and 100-dimensional
word vectors for all encoders and decoders of
Q2LF and LF2(@Q models. The LSTMs used
are in single-layer. Word embeddings on query
side are initialized by Glove6B (Pennington et al.,
2014). Out-of-vocabulary words are replaced with
a special token (unk). Other parameters are ini-
tialized by uniformly sampling within the interval
[—0.2,0.2]. The language model we used is also
a single-layer LSTM with 200 hidden units and
100-dim word embedding layer.

4.3.2 Training and decoding

We individually pre-train Q2LF/LF2() models
using only labeled data and language model LM,
using both labeled and unlabeled queries. The lan-
guage model is fixed for calculating reward. The
hyper-parameters « and 3 are selected according
to validation set (0.5 is used), and beam size k is
selected from {3,5}. The batch size is selected
from {10,20}. We use optimizer Adam (Kingma
and Ba, 2014) with learning rate 0.001 for all ex-
periments. Finally, we evaluate the primal model
(Q2LF, semantic parsing) and report test accu-
racy on each dataset.

4.4 Results and analysis

We perform a PSEUDO baseline following the
setup in Sennrich et al. (2016) and Guo et al.
(2018). The pre-trained LF2@) or Q2LF model
is used to generate pseudo (query, logical form)
pairs from unlabeled logical forms or unlabeled
queries, which extends the training set. The
pseudo-labeled data is used carefully with a dis-
count factor (0.5) in loss function (Lee, 2013),
when we train Q2L F' by supervised training.

4.4.1 Main results

The results are illustrated in Table 2 and 3. ATT
and ATTPTR represent that the primal/dual models
are attention-based Seq2seq and attention-based
Seq2seq with copy mechanism respectively. We
train models with the dual learning algorithm if
DUAL is included, otherwise we only train the pri-
mal model by supervised training. LF refers to
the synthesized logical forms. PSEUDO uses the



Method Bas. Blo. Cal. Hou. Pub. Rec. Res. Soc. | Avg.
SPO (Wang et al., 2015) 463 419 744 540 59.0 70.8 759 482 | 58.8
DSP-C (Xiao et al., 2016) 80.5 556 750 619 758 _ 80.1 80.0 | 72.7
NoO RECOMBINATION (Jia and Liang, 2016) 852 58.1 780 714 764 79.6 762 814 | 75.8
DATARECOMB (Jia and Liang, 2016)*(+data) 875 602 81.0 725 783 81.0 795 796 | 775
CROSSDOMAIN (Su and Yan, 2017) 882 622 8.1 788 80.1 861 837 83.1 80.6
DOMAINENCODING (Herzig and Berant, 2017) | 862 62.7 821 783 80.7 829 822 81.7 | 79.6
SEQ2ACTION (Chen et al., 2018a) 882 o614 815 741 807 829 80.7 82.1 | 79.0
ATT 86.2 614 764 68.8 752 769 789 822 | 75.7
ATT + PSEUDO(LF) 872 609 732 714 758 80.1 79.2 820 | 76.2
ATT + DUAL 875 637 798 730 814 815 81.6 83.0 | 78.9
ATT + DUAL + LF 88.0 652 80.7 76.7 807 824 84.0 83.8 | 80.2
ATTPTR 86.7 632 744 693 758 778 783 822 | 76.0
ATTPTR + PSEUDO(LF) 857 634 744 698 783 787 79.8 821 | 76.5
ATTPTR + DUAL 877 634 774 741 80.1 80.1 825 834 | 78.6
ATTPTR + DUAL + LF 870 662 798 751 80.7 833 834 838 | 799

Table 2: Test accuracies on OVERNIGHT compared with previous systems.

Method ATIS
ZC07 (Zettlemoyer and Collins, 2007) 84.6
FUBL (Kwiatkowski et al., 2011) 82.8
GUSP++ (Poon, 2013) 83.5
TISP (Zhao and Huang, 2015) 84.2
SEQ2TREE (Dong and Lapata, 2016) 84.6
ASN+SUPATT (Rabinovich et al., 2017) 85.9
TRANX (Yin and Neubig, 2018) 86.2
COARSEZ2FINE (Dong and Lapata, 2018) 87.7
ATT 84.4
ATT + PSEUDO(LF) 83.3
ATT + DUAL 86.4
ATT + DUAL + LF 87.1
ATTPTR 85.7
ATTPTR + PSEUDO(LF) 86.2
ATTPTR + DUAL 88.6
ATTPTR + DUAL + LF 89.1

Table 3: Test accuracies on ATIS compared with previ-
ous systems.

LF2() model and LF to generate pseudo-labeled
data. From the overall results, we can see that:

1) Even without the additional logical forms
by synthesizing, the dual learning based seman-
tic parser can outperform our baselines with su-
pervised training, e.g., “ATT + DUAL” gets much
better performances than “ATT + PSEUDO(LF)”
in Table 2 and 3. We think the Q2L F and LF2(Q)
models can teach each other in dual learning: one
model sends informative signals to help regularize
the other model. Actually, it can also be explained
as a data augmentation procedure, e.g., Q2LF
can generate samples utilized by LF'2@Q and vice
versa. While the PSEUDO greatly depends on the
quality of pseudo-samples even if a discount factor
is considered.

2) By involving the synthesized logical forms
LF in the dual learning for each domain respec-
tively, the performances are improved further. We
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achieve state-of-the-art performance (89.1%)* on
ATIS as shown in Table 3. On OVERNIGHT
dataset, we achieve a competitive performance on
average (80.2%). The best average accuracy is
from Su and Yan (2017), which benefits from
cross-domain training. We believe our method
could get more improvements with stronger pri-
mal models (e.g. with domain adaptation). Our
method would be compatible with various models.

3) Copy mechanism can remarkably improve
accuracy on ATIS, while not on OVERNIGHT. The
average accuracy even decreases from 80.2% to
79.9% when using the copy mechanism. We ar-
gue that OVERNIGHT dataset contains a very small
number of distinct entities that copy is not es-
sential, and it contains less training samples than
ATIS. This phenomenon also exists in Jia and
Liang (2016).

4.4.2 Ablation study

Semi-supervised learning We keep a part of the
training set as labeled data 7 randomly and leave
the rest as unpaired queries (Q) and logical forms
(LF) to validate our method in a semi-supervised
setting. The ratio of labeled data is 50%. PSEUDO
here uses the (Q2LF model and Q to generate
pseudo-labeled data, as well as LF'2(Q) model and
LF. From Table 4, we can see that the dual
learning method outperforms the PSEUDO base-
line in two datasets dramatically. The dual learn-
ing method is more efficient to exploit unlabeled
data. In general, both unpaired queries and logi-

4 Although there is another published result that achieved
better performance by using word class information from
Wiktionary (Wang et al., 2014), it is unfair to compare it
with our results and other previous systems which only ex-
ploit data resources of ATIS.



Method Bas. Blo. Cal. Hou. Pub. Rec. Res. Soc. | Avg. | ATIS
ATT 80.1 554 619 534 602 644 71.1 768 | 654 | 78.6
ATT+PSEUDO(Q) 80.1 594 60.1 529 596 662 738 79.0 | 664 | 78.8
ATT+PSEUDO(LF) 839 604 643 545 584 690 705 773 | 673 | 779
ATT+PSEUDO(LF+Q) 80.6 59.1 619 571 627 653 732 798 | 675 | 783
ATT+DUAL 82.6 602 720 587 665 736 741 793 | 709 | 79.5
ATT+DUAL+Q 839 607 702 608 696 713 762 798 | 71.6 | 79.7
ATT+DUAL+LF 834 614 714 593 702 731 753 786 | 71.6 | 804
ATT+DUAL+LF+Q 84 629 732 593 720 755 756 795 | 729 | 81.7
ATTPTR 81.1 581 63.1 487 553 694 684 774 | 652 | 84.8
ATTPTR+PSEUDO(Q) 82.1 59.6 613 476 57.1 722 699 784 | 66.0 | 85.0
ATTPTR+PSEUDO(LF) 824 59.1 625 545 634 713 69.6 776 | 675 | 86.2
ATTPTR+PSEUDO(LF+Q) 81.3 594 655 492 584 727 720 78.6 | 67.1 | 85.0
ATTPTR+DUAL 81.8 602 685 57.1 652 722 741 79.0 | 69.8 | 86.2
ATTPTR+DUAL+Q 81.6 60.7 69.6 614 689 741 798 80.1 | 72.0 | 86.6
ATTPTR+DUAL+LF 826 622 685 624 696 731 774 794 | 719 | 873
ATTPTR+DUAL+LF+Q 83.6 622 726 619 714 750 765 804 | 73.0 | 86.8

Table 4: Semi-supervised learning experiments

. We keep 50% of the training set as labeled data randomly, and

leave the rest as unpaired queries(Q) and logical forms(LF) to simulate unsupervised dataset.
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Figure 3: Test accuracies on ATIS. It varies the ratio of
labeled data, and keeps the rest as unlabeled data.

cal forms could boost the performance of semantic
parsers with dual learning.

Different ratios To investigate the efficiency of
our method in semi-supervised learning, we vary
the ratio of labeled data kept on ATIS from 1% to
90%. In Figure 3, we can see that dual learning
strategy enhances semantic parsing over all pro-
portions. The prominent gap happens when the
ratio is between 0.2 and 0.4. Generally, the more
unlabeled data we have, the more remarkable the
leap is. However, if the labeled data is really lim-
ited, less supervision can be exploited to keep the
primal and dual models reasonable. For example,
when the ratio of labeled data is from only 1% to
10%, the improvement is not that obvious.

Does more unlabeled data give better result?
We also fix the ratio of labeled data as 30%, and
change the ratio of unlabeled samples to the rest
data on ATIS, as illustrated in Figure 4. Even
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Figure 4: Test accuracies on ATIS. It fixes the ratio of
labeled data as 30%, and varies the ratio of unlabeled
samples to the rest data.

without unlabeled data (i.e. the ratio of unlabeled
data is zero), the dual learning based semantic
parser can outperform our baselines. However, the
performance of our method doesn’t improve con-
stantly, when the amount of unlabeled data is in-
creased. We think the power of the primal and dual
models is constrained by the limited amount of la-
beled data. When some complex queries or logi-
cal forms come, the two models may converge to
an equilibrium where the intermediate value loses
some implicit semantic information, but the re-
wards are high.

Choice for validity reward We conduct another
experiment by changing validity reward in Eq.9
with length-normalized LM score (i.e. language
model of logical forms) like Eq.10. Results (Ta-
ble 5) show that “hard” surface/semantic check
is more suitable than “soft” probability of logical



Method Validity ATIS | OVERNIGHT
ATT LMy 80.6 71.5

+ DuAL | grammar check | 81.7 72.9
ATTPTR LMy 86.2 71.4

+ DuAL | grammar check | 86.8 73.0

Table 5: Test accuracies on ATIS and OVERNIGHT in
semi-supervised learning setting (the ratio of labeled
data is 50%). On OVERNIGHT, we average across
all eight domains. LM;; means using a logical form
language model for validity reward, while “grammar
check” means using the surface and semantic check.

form LM. We think that simple language models
may suffer from long-dependency and data imbal-
ance issues, and it is hard to capture inner struc-
tures of logical forms from a sequential model.

5 Related Work

Lack of data A semantic parser can be trained
from labeled logical forms or weakly supervised
samples (Krishnamurthy and Mitchell, 2012; Be-
rant et al., 2013; Liang et al., 2017; Goldman et al.,
2018). Yih et al. (2016) demonstrate logical forms
can be collected efficiently and more useful than
merely answers to queries. Wang et al. (2015)
construct a semantic parsing dataset starting from
grammar rules to crowdsourcing paraphrase. Jia
and Liang (2016) induces synchronous context-
free grammar (SCFG) and creates new “recombi-
nant” examples accordingly. Su and Yan (2017)
use multiple source domains to reduce the cost
of collecting data for the target domain. Guo
et al. (2018) pre-train a question generation model
to produce pseudo-labeled data as a supplement.
In this paper, we introduce the dual learning to
make full use of data (both labeled and unla-
beled). Yin et al. (2018) introduce a variational
auto-encoding model for semi-supervised seman-
tic parsing. Beyond semantic parsing, the semi-
supervised and adaptive learnings are also typi-
cal in natural language understanding (Tur et al.,
2005; Bapna et al., 2017; Zhu et al., 2014, 2018;
Zhu and Yu, 2018).

Constrained decoding To avoid invalid parses,
additional restrictions must be considered in the
decoding. Dong and Lapata (2016) propose
SEQ2TREE method to ensure the matching of
parentheses, which can generate syntactically
valid output. Cheng et al. (2017) and Dong and
Lapata (2018) both try to decode in two steps,
from a coarse rough sketch to a finer structure hi-
erarchically. Krishnamurthy et al. (2017) define a
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grammar of production rules such that only well-
typed logical forms can be generated. Yin and
Neubig (2017) and Chen et al. (2018a) both trans-
form the generation of logical forms into query
graph construction. Zhao et al. (2019) propose a
hierarchical parsing model following the structure
of semantic representations, which is predefined
by domain developers. We introduce a validity re-
ward at the surface and semantic levels in the dual
learning algorithm as a constraint signal.

Dual learning Dual learning framework is first
proposed to improve neural machine translation
(NMT) (He et al., 2016). Actually, the primal
and dual tasks are symmetric in NMT, while not
in semantic parsing. The idea of dual learn-
ing has been applied in various tasks (Xia et al.,
2017), such as Question Answering/Generation
(Tang et al., 2017, 2018), Image-to-Image Trans-
lation (Yi et al., 2017) and Open-domain Informa-
tion Extraction/Narration (Sun et al., 2018). We
are the first to introduce dual learning in semantic
parsing to the best of our knowledge.

6 Conclusions and Future Work

In this paper, we develop a semantic parsing
framework based on dual learning algorithm,
which enables a semantic parser to fully utilize
labeled and even unlabeled data through a dual-
learning game between the primal and dual mod-
els. We also propose a novel reward function at
the surface and semantic levels by utilizing the
prior-knowledge of logical form structures. Thus,
the primal model tends to generate complete and
reasonable semantic representation. Experimental
results show that semantic parsing based on dual
learning improves performance across datasets.

In the future, we want to incorporate this frame-
work with much refined primal and dual mod-
els, and design more informative reward signals
to make the training more efficient. It would be
appealing to apply graph neural networks (Chen
et al., 2018b, 2019) to model structured logical
forms.
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A

Detailed algorithm

Algorithm 2 Dual Learning Framework for Semantic Parsing

Input:

1:

Supervised dataset 7 = {(z, y) }; Unsupervised dataset for queries Q and logical forms LF;

2: Pre-trained models on 7: Q2LF model P(y|z; Og2rr), LF2Q model P(z|y; ©1r2q);

3: Pre-trained model on Q and queries of 7: Language Model for queries LM,;

4:

5: Beam search size k, hyper parameters « and 3, learning rate 7, for Q2L F' and 1 for LF2Q);

Indicator performs surface and semantic check for a logical form: grammar_error_indicator(-);

Output: Parameters O gy r of Q2LF model

6:
7:

o ®

10:
11:

12:

13:

14:
15:

28:
29:
30:

repeat
> Reinforcement learning process uses unlabeled data, also reuses labeled data
Sample a query  from Q U T; 18: Sample a logical form y from LF U T
Q2LF model generates k logical forms19: LF2(@) model generates Kk queries
Y1,Y2, - , Y via beam search; r1,x2, -+ , T via beam search;
for each possible logical form y; do 20: for each possible query z; do
Obtain validity reward for y; as 21: Obtain validity reward for x; as
Rgal(yi) = grammar_error_indicator(y;) R”al( i) = log LMy(x;)/Length(x;)
Get reconstruction reward for y; as 22: Get reconstruction reward for z; as
R“(z,y;) = log P(x|y;; OLr2q) R$(y, i) = log P(y|zi; ©gaLr)
Compute total reward for y; as 23: Compute total reward for x; as
rf = aRy (yi) + (1 — )Ry (x, i) = BRI (i) + (1 = B)Rif(y, 1)
end for 24: end for
Compute stochastic gradient of ©gar,F: 25: Compute stochastic gradient of © 1, ra:
. 1 L&
v@QzLFE[T] = % Z Tgv@QZLF log P(yi|z; ©g2rF) vOLFzQ = E Z VOLF2Q log P(x;|y; ©Orr2q)
=1 i=1
Compute stochastic gradient of © 1, r2: 26: Compute stochastic gradient of © oy F:
. 1—a k
v@LF2Q Elr] = Z v@LF2Q log P(z|y:; ©rLFr2q) v@Q2LF Z ©Q2LF log P(y|z:; ©q2rF)
=1 i=1
Model updates: 27: Model updates:
O©qQ2rLF <Ogarr + 11 - V®Q2LFE[T] Orr20 < Orr2Q + M2 - V@LFZQE[T]
OrLr2Q < OLr20 + 12 - VeLFQQE[T] Og2LF <Ogarr +m - V@QQLFE[T]

> After reinforcement learning process, use labeled data to fine-tune models
Sample a (x, y) pair from T
Update ©qarr by Ogarr <= Ogarr +m - Ve, r log P(ylr; ©qaLr)
Update ©1r2q by OLr2q < OLF2Q + 12 - Vo, pg 108 P(]y; OLr2q)

31: until Q2L F model converges
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B Examples of synthesized logical forms

Original [ After Modification

Entity Replacement

( lambda $0 e ( and ( flight $0 ) ( meal $0 | ( lambda $0 e ( and ( flight $0 ) ( meal $0 din-

lunch:me ) ( from $0 ci0 ) (to $0 cil ))) ner:me ) ( from $0 ¢i0 ) (to $0 cil )))

(=al0 ( abbrev delta:al ) ) (=al0 ( abbrev usair:al ) )

( lambda $0 e ( and ( flight $0 ) ( class_type $0 | ( lambda $0 e ( and ( flight $0 ) ( class_type $0
thrift:cl ) (from $0 cil ) (to $0¢i0))) business:cl ) ( from $0 cil ) (to $0¢i0)))

Unary Replacement

(lambda $0 e ( exists $1 (and ( round_trip $1 ) ( | ( lambda $0 e ( exists $1 ( and ( oneway $1 ) (
from $1 ¢i0) (to $1cil ) (=(fare $1)%$0)))) from $1 ¢i0 ) (to $1cil ) (=(fare $1)$0))))

( lambda $0 e ( and ( ground_transport $0 ) ( | ( lambda $0 e ( and ( has_meal $0 ) ( to_city $0

to_city $0¢i0))) ci0)))
(lambda $0 e ( and ( taxi $0 ) ( to_city $0 ci0 ) ( | ( lambda $0 e ( and ( limousine $0 ) ( to_city $0
from_airport $0 ap0 ) ) ) ci0 ) ( from_airport $0 ap0) ) )

Binary Replacement

(lambda $0 e ( and ( flight $0 ) ( airline $0 al0 ) ( | (lambda $0 e ( and ( flight $0 ) ( airline $0 al0 ) (
approx_departure_time $0 ti0 ) ( from $0 ci0 ) ( | approx_arrival_time $0 ti0 ) ( from $0 ci0 ) ( to
to$0cil ))) $0cil)))

( lambda $0 e ( and ( flight $0 ) ( from $0 | ( lambda $0 e ( and ( flight $0 ) ( from $0
ci0 ) ( to $0 cil ) ( day_return $0 da0 ) ( | ci0 ) ( to $0 cil ) ( day_arrival $0 da0 ) (
day_number_return $0 dnO ) ( month_return | day_number_arrival $0 dnO ) ( month_arrival

$0mn0))) $0mn0)))
(lambda $0 e ( and ( flight $0 ) ( airline $0 al0 ) ( | ( lambda $0 e ( and ( flight $0 ) ( airline $0 al0 ) (
stop $0¢i0))) from $0¢i0)))

Table 6: Examples of synthesized logical forms on ATIS.

Domain Logical Forms
(call SW.listValue ( call SW.getProperty ( ( lambda s ( call SW filter ( var s ) ( string position ) ( string
Bas. pre 1y = ) en.position.point_guard ) ) ( call SW.domain ( string player ) ) ) ( string player ) ) )
(call SW.listValue ( call SW.getProperty ( (lambda s ( call SW filter ( var s ) ( string position ) ( string
new iy = ) en.position.forward ) ) ( call SW.domain ( string player ) ) ) ( string player ) ) )
( call SW.listValue ( call SW. filter ( call SW.getProperty ( call SW.singleton en.block ) ( string ! type
Blo. pre ) ) ( string shape ) ( string = ) en.shape.pyramid ) )
( call SW.listValue ( call SW. filter ( call SW.getProperty ( call SW.singleton en.block ) ( string ! type
new ) ) (string shape ) ( string =) en.shape.cube ) )
( call SW.listValue ( call SW filter ( call SW.getProperty ( call SW.singleton en.location ) ( string !
Cal. pre type ) ) ( call SW.reverse ( string location ) ) ( string = ) en.meeting.weekly_standup ) )
( call SW.IistValue ( call SW filter ( call SW.getProperty ( call SW.singleton en.location ) ( string !
new type ) ) ( call SW.reverse ( string location ) ) ( string = ) en.meeting.annual_review ) )
(call SW.listValue ( call SW filter ( call SW.getProperty ( call SW.singleton en.housing_unit ) ( string !
Hou. pre ;y)p)e ) ) (string housing_type ) ( string =) ( call SW.concat en.housing.apartment en.housing.condo
(call SW.listValue ( call SW filter ( call SW.getProperty ( call SW.singleton en.housing_unit ) ( string !
new | type)) (string housing_type ) (string =) ( call SW.concat en.housing.condo en.housing.apartment
)))
(call SW.istValue ( call SW.filter ( call SW.getProperty ( call SW.singleton en.article ) ( string ! type
Pub. pre ) ) (string author ) ( string = ) en.person.efron ) )
(call SW.istValue ( call SW.filter ( call SW.getProperty ( call SW.singleton en.article ) ( string ! type
new ) ) (string author ) ( string = ) en.person.lakoff ) )
Rec pre | (call SWlistValue ( call SW.getProperty en.recipe.rice_pudding ( string cuisine ) ) )
: new | (call SW.listValue ( call SW.getProperty en.recipe.quiche ( string cuisine ) ) )
Res pre | (call SW.istValue ( call SW.getProperty en.restaurant.thai_cafe ( string neighborhood ) ) )
) new | (call SW.listValue ( call SW.getProperty en.restaurant.pizzeria_juno ( string neighborhood ) ) )
(call SW.listValue ( call SW.getProperty ( ( lambda s ( call SW.filter ( var s ) ( string field_of_study )
Soc. pre (string ! =) en.field.computer_science ) ) ( call SW.domain ( string student ) ) ) ( string student ) ) )
new (call SW.istValue ( call SW.getProperty ( ( lambda s ( call SW.filter ( var s ) ( string field_of_study )

(string ! =) en.field.history ) ) ( call SW.domain ( string student ) ) ) ( string student ) ) )

Table 7: Examples of synthesized logical forms on OVERNIGHT.
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Abstract

We investigate the capacity of mechanisms for
compositional semantic parsing to describe re-
lations between sentences and semantic repre-
sentations. We prove that in order to represent
certain relations, mechanisms which are syn-
tactically projective must be able to remem-
ber an unbounded number of locations in the
semantic representations, where nonprojective
mechanisms need not. This is the first result
of this kind, and has consequences both for
grammar-based and for neural systems.

1 Introduction

Semantic parsers which translate a sentence into
a semantic representation compositionally must
recursively compute a partial semantic represen-
tation for each node of a syntax tree. These
partial semantic representations usually contain
placeholders at which arguments and modifiers
are attached in later composition steps. Ap-
proaches to semantic parsing differ in whether
they assume that the number of placeholders is
bounded or not. Lambda calculus (Montague,
1974; Blackburn and Bos, 2005) assumes that the
number of placeholders (lambda-bound variables)
can grow unboundedly with the length and com-
plexity of the sentence. By contrast, many meth-
ods which are based on unification (Copestake
et al., 2001) or graph merging (Courcelle and En-
gelfriet, 2012; Chiang et al., 2013) assume a fixed
set of placeholders, i.e. the number of placeholders
is bounded.

Methods based on bounded placeholders are
popular both in the design of hand-written gram-
mars (Bender et al., 2002) and in semantic parsing
for graphs (Peng et al., 2015; Groschwitz et al.,
2018). However, it is not clear that all relations be-
tween language and semantic representations can
be expressed with a bounded number of place-
holders. The situation is particularly challenging
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when one insists that the compositional analysis
is projective in the sense that each composition
step must combine adjacent substrings of the in-
put sentence. In this case, it may be impossible to
combine a semantic predicate with a distant argu-
ment immediately, forcing the composition mech-
anism to use up a placeholder to remember the ar-
gument position. If many predicates have distant
arguments, this may exceed the bounded “memory
capacity” of the compositional mechanism.

In this paper, we show that there are relations
between sentences and semantic representations
which can be described by compositional mech-
anisms which are bounded and non-projective, but
not by ones which are bounded and projective. To
our knowledge, this is the first result on expressive
capacity with respect to semantics — in contrast to
the extensive literature on the expressive capacity
of mechanisms which describe just the string lan-
guages.

More precisely, we prove that tree-adjoining
grammars can describe string-graph relations us-
ing the HR graph algebra (Courcelle and En-
gelfriet, 2012) with two sources (bounded, non-
projective) which cannot be described using linear
monadic context-free tree grammars and the HR
algebra with k sources, for any fixed k (bounded,
projective). This result is especially surprising be-
cause TAG and linear monadic CFTGs describe
the same string languages; thus the difference lies
only in the projectivity of the syntactic analysis.

We further prove that given certain assump-
tions on the alignment between tokens in the sen-
tence and edges in the graph, no generative de-
vice for projective syntax trees can simulate TAG
with two sources. This has practical consequences
for the design of transition-based semantic parsers
(whether grammar-based or neural).

Plan of the paper. We will first explain the lin-
guistic background in Section 2 and lay the formal
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foundations in Section 3. We will then prove the
reduced semantic expressive capacity for aligned
generative devices in Section 4 and for CFTGs in
Section 5. We conclude with a discussion of the
practical impact of our findings (Section 6).

2 Compositional semantic construction

The Principle of Compositionality, which is
widely accepted in theoretical semantics, states
that the meaning of a natural-language expression
can be determined from the meanings of its im-
mediate subexpressions and the way in which the
subexpressions were combined. Implementations
of this principle usually assume that there is some
sort of syntax tree which describes the grammat-
ical structure of a sentence. A semantic repre-
sentation is then calculated by bottom-up evalua-
tion of this syntax tree, starting with semantic rep-
resentations of the individual words and then re-
cursively computing a semantic representation for
each node from those of its children.

2.1 Compositional mechanisms

Mechanisms for semantic composition will usu-
ally keep track of places at which semantic ar-
guments are still missing or modifiers can still
be attached. For instance, when combining the
semantic representations for “John” and “sleeps”
in a derivation of “John sleeps”, the “subject”
argument of “sleeps” is filled with the meaning
of “John”. The compositional mechanism there-
fore assigns a semantic representation to “sleeps”
which has an unfilled placeholder for the subject.

The exact nature of the placeholder depends on
the compositional mechanism. There are two ma-
jor classes in the literature. Lambda-style compo-
sitional mechanisms use a /ist of placeholders. For
instance, lambda calculus, as used e.g. in Mon-
tague Grammar (Montague, 1974), CCG (Steed-
man, 2001), or linear-logic-based approaches in
LFG (Dalrymple et al., 1995) might represent
“sleeps” as \x.sleep(x). Placeholders are lambda-
bound variables (here: x).

By contrast, unification-style compositional
mechanisms use names for placeholders. For ex-
ample, a simplified form of the Semantic Al-
gebra used in HPSG (Copestake et al., 2001)
might represent “sleeps” as the feature structure
[subj:, sem:[pred:sleep, agent:]]. This is uni-
fied with [subj:John]. The placeholders are holes
with labels from a fixed set of argument names
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<>
<04>
\
<>
<0p>
>
\
<> <> <> <0z>

<04, V> <0p, V>

d'chind emHans eshuus I6nd hélfed  aastriiche

(b) <>
<01>\
<04, 05>
~
<04, 0p, 03>
7

<04, 0, V>
e AN

<> <> <> <01, V> <02, V>

hélfed

<03>

d'chind emHans es huus 16nd aastriiche

Figure 1: (a) Nonprojective and (b) projective analysis.

(e.g. subj). Named placeholders are also used in
the HR algebra (Courcelle and Engelfriet, 2012)
and its derivatives, like Hyperedge Replacement
Grammars (Drewes et al., 1997; Chiang et al.,
2013) and the AM algebra (Groschwitz et al.,
2018).

2.2 Boundedness and projectivity

A fundamental difference between lambda-style
and unification-style compositional mechanisms
is in their “memory capacity”: the number of
placeholders in a lambda-style mechanism can
grow unboundedly with the length and complex-
ity of the sentence (e.g. by functional composition
of lambda terms), whereas in a unification-style
mechanism, the placeholders are fixed in advance.

There is an informal intuition that unbounded
memory is needed especially when an unbounded
number of semantic predicates can be far away
from their arguments in the sentence, and the syn-
tax formalism does not allow these predicates to
combine immediately with the arguments. For
illustration, consider the two derivations of the
following Swiss German sentence from Shieber
(1985) in Fig. 1:

(1) (dass) (mer) d’ chind em Hans
(that) (we) the-children-ACC Hans-DAT
es huus 16nd hélfed aastriiche
the-house-ACC let help paint
‘(that we) let the children help Hans paint
the house’

The lexical semantic representation of each verb
comes with a placeholder for its object (01, 02, 03)
and, in the case of “lond” and “hilfed”, also one
for its verb complement (v). The derivation in
Fig. 1a immediately combines each verb with its
complements; the placeholders that are used at
each node never grow beyond the ones the verbs



originally had. However, this derivation combines
verbs with nouns which are not adjacent in the
string, which is not allowed in many grammar for-
malisms. If we limit ourselves to combining only
adjacent substrings (projectively, see Fig. 1b), we
must remember the placeholders for all the verbs
at the same time if we want to obtain the correct
predicate-argument structure. Thus, the number
of placeholders grows with the length of the sen-
tence; this is only possible with a lambda-style
compositional mechanism.

There is scattered evidence in the literature
for this tension between bounded memory and
projectivity. Chiang et al. (2013) report (of a
compositional mechanism based on the HR al-
gebra, unification-style) that a bounded num-
ber of placeholders suffices to derive the graphs
in the AMR version of the Geoquery corpus,
but Groschwitz et al. (2018) find that this re-
quires non-projective derivations in 37% of the
AMRBank training data (Banarescu et al., 2013).
Approaches to semantic construction with tree-
adjoining grammar either perform semantic com-
position along the TAG derivation tree using unifi-
cation (non-projective, unification-style) (Gardent
and Kallmeyer, 2003) or along the TAG derived
tree using linear logic (projective, lambda-style)
(Frank and van Genabith, 2001). Bender (2008)
discusses the challenges involved in modeling the
predicate-argument structure of a language with
very free word order (Wambaya) with projective
syntax. While the Wambaya noun phrase does not
seem to require the projective grammar to collect
unbounded numbers of unfilled arguments as in
Fig. 1b, Bender notes that her projective analysis
still requires a more flexible handling of seman-
tic arguments than the HPSG Semantic Algebra
(unification-style) supports.

In this paper, we define a notion of semantic
expressive capacity and prove the first formal re-
sults about the relationship between projectivity
and bounded memory.

3 Formal background

Let Ng = {0, 1,...} be the nonnegative integers.
A signature is a finite set X of function symbols
f, each of which has been assigned a nonnega-
tive integer called its rank. We write ., for the
symbols of rank n. Given a signature 3, we say
that all constants a € X are trees over X; further,
if f € ¥, and t4,...,t, are trees over 3, then
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f(t1,...,t,) is also a tree. We write 7y, for the
set of all trees over X. We define the height ht(t)
ofatreet = f(t1,...,t,) to be 1 + maxht(¢;),
and ht(c) = 1 for ¢ € %.

Let X ¢ 3, and let Xx = X U {X} (with X
as a constant of rank 0). Then we call a tree C' €
s acontext if it contains exactly one occurrence
of X, and write Cyx; for the set of all contexts. A
context can be seen as a tree with exactly one hole.
If t € Tx, we write C[t] for the tree in Ty, that is
obtained by replacing X with ¢.

Given a string w € W*, we write |w|, for the
number of times that a € W occurs in w.

3.1 Grammars for strings and trees

We take a very general view on how semantic rep-
resentations for strings are constructed composi-
tionally. To this end, we define a notion of “gram-
mar” which encompasses more devices for de-
scribing languages than just traditional grammars,
such as transition-based parsers.

We say that a tree grammar G over the sig-
nature Y. is any finite device that defines a lan-
guage L(G) C Tx. For instance, regular tree
grammars (Comon et al., 2007) are tree grammars,
and context-free grammars can also be seen as tree
grammars defining the language of parse trees.

We say that a string grammar G = (G, yd) over
the signature 3 and the alphabet W is a pair con-
sisting of a tree grammar GG over ¥ and a yield
function yd : Ty, — W™ which maps trees to
strings over W (Weir, 1988). A string grammar
defines a language L(G) = {yd(t) | t € L(G)} C
W*. We call the trees t € L(G) derivations.

A particularly common yield function is the
function yd,,, defined as yd, (f(t1,...,tn)) =
ydpe(t1) - ... -y, (t,) if n > 0 and yd,, (c) = ¢
if ¢ has rank 0. This yield function simply con-
catenates the words at the leaves of t. Applied
to the phrase-structure tree ¢ in Fig. 2c, ydpr(t)
is the Swiss German sentence in (1). Context-free
grammars can be characterized as string grammars
that combine a regular tree grammar with yd,,.
By contrast, we can model tree-adjoining gram-
mars (TAG, Joshi and Schabes, 1997) by choosing
a tree grammar G that describes derivation trees as
in Fig. 2b. The yd function could then substitute
and adjoin the elementary trees as specified by the
derivation tree (see Fig. 2a) and then read off the
words from the resulting derived tree in Fig. 2c.

We say that a string grammar is projective if
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Figure 2: Semantic construction with TAG: (a) TAG derivation, (b) derivation tree, (c) derived tree, (d) semantic
graph. (e) s-graph interpretations of the boxed node in (c); (f,g) s-graph interpretations at the boxed nodes in (b).

its yield function is yd,.. Context-free grammars
as construed above are clearly projective. Tree-
adjoining grammars are not projective: For in-
stance, the yield of the subtree below “aastriiche”
in Fig. 2b consists of the two separate strings “es
Huus” and “aastriiche”, which are then wrapped
around “16nd hélfed” further up in the derivation.

If the grammar is projective, then for any con-
text C there exist two strings left(C') and right(C)
such that for any tree ¢, yd(C[t]) = left(C)-yd(¢)-
right(C).

3.2 Context-free tree languages

Below, we will talk about linear monadic context-
free tree grammars (LM-CFTGs; Rounds (1969),
Comon et al. (2007)). An LM-CFTG is a quadru-
ple G = (N,X, R, S), where N is a ranked sig-
nature of nonterminals of rank at most one, X is a
ranked signature of terminals, S € N is the start
symbol, and R is a finite set of production rules of
one of the forms

e A twithAe Nyandt € Ty

o A(t) = C[t] with A € Ny and C € Cy,
where V' = N U X. The trees in L(G) C Ty, are
obtained by expanding S with production rules.
Nonterminals of rank zero are expanded by replac-
ing them with trees. Nonterminals of rank one
must have exactly one child in the tree; they are
replaced by a context, and the variable in the con-
text is replaced by the subtree below the child.

We can extend an LM-CFTG G to a string
grammar G = (G,yd,;). Then LM-CFTG is
weakly equivalent to TAG (Kepser and Rogers,
2011); that is, LM-CFTG and TAG generate the
same class of string languages. Intuitively, the
weakly equivalent LM-CFTG directly describes
the language of derived trees of the TAG grammar
(cf. Fig. 2c). Notice that LM-CFTG is projective.

Below, we will make crucial use of the follow-
ing pumping lemma for LM-CFTLs:
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Lemma 1 (Maibaum (1978)). Let G be an LM-
CFTG. There exists a constant p € Ng such that
for any t € L(G) with ht(t) > p, there ex-
ists a decomposition t = C1[C2]|Cs[Ca[ts]]]] with
ht(Cg[Cg[C4[XH]) < pand ht(Cg) + ht(C4) >0
such that for any i € Ny, Ci[vi[ts]] € L(G),
where we let v° = C3 and v'™! = Cy[v*[C4[X]]].
We call p the pumping height of L(G).

3.3 The HR algebra

The specific unification-style semantic algebra we
use in this paper is the HR algebra (Courcelle and
Engelfriet, 2012). This choice encompasses much
of the recent literature on compositional semantic
parsing with graphs, based e.g. on Hyperedge Re-
placement Grammars (Chiang et al., 2013; Peng
et al., 2015; Koller, 2015) and the AM algebra
(Groschwitz et al., 2018).

The values of the HR algebra are s-graphs: di-
rected, edge-labeled graphs, some of whose nodes
may be designated as sources, written in angle
brackets. S-graphs can be combined using the
forget, rename, and merge operations. Rename
ren,_.,, changes an a-source node into a b-source
node. Forget f, makes it so the a-source node in
the s-graph is no longer a source node. Merge ||
combines two s-graphs while unifying nodes with
the same source annotation. For instance, the s-
graphs (rt) =% (o) and (o) £2° are merged into
(rt) =5 (o) &

The HR algebra uses operation symbols from a
ranked signature A to describe s-graphs syntacti-
cally. A contains symbols for merge (rank 2) and
the forget and rename operations (rank 1). It also
contains constants (symbols of rank 0) which de-
note s-graphs of the form (a) — (b) and (a) <>,
where a,b are sources and f is an edge label.
Terms t € Ta over this signature evaluate recur-
sively to s-graphs [¢], as usual in an algebra. Each
instance of the HR algebra uses a fixed, finite set
of k source names which can be used in the con-



stant s-graphs and the rename and forget opera-
tions. The class of graphs which can be expressed
as values of terms over the algebra increases with
k. We write H;, for the HR algebra with k source
names (and some set of edge labels).

Let G be an s-graph, and let G’ be a subgraph
of G, i.e. a subset of its edges. We call a node
a boundary node of G' if it is incident both to an
edge in G’ and to an edge that is not in G’. For
instance, the s-graph in Fig. 2e is a subgraph of
the one in Fig. 2d; the boundary nodes are drawn
shaded in (d). The following lemma holds:

Lemma 2. Let G = [C|[t]] be an s-graph, and let
G’ be a subgraph of G such that the s-graph [t]
contains the same edges as G'. Then every bound-
ary node in G' is a source in [t].

3.4 Grammars with semantic interpretations

Finally, we extend string grammars to composi-
tionally relate strings with semantic representa-
tions. Let G = (G, yd) be a string grammar. The
tree grammar G generates a language L(G) C Ty
of trees. We will map each tree ¢t € L(G) into
a term h(t) over some algebra A over a signa-
ture A using a linear tree homomorphism (LTH)
h : Ty — Ta (Comon et al., 2007), i.e. by compo-
sitional bottom-up evaluation. This defines a rela-
tion between strings and values of A:

REL(G, h, A) = {(yd(t), [n(D)]a) | £ € L(G)}

For instance, A could be some HR algebra Hp;
then REL(G, h, Hj,) will be a binary relation be-
tween strings and s-graphs. In this case, we abbre-
viate [h(t)] as graph(t).

If we look at an entire class G of string gram-
mars and a fixed algebra, this defines a class of
such relations:

L(G, A) = {REL(G,h, A) | G € G,hLTH}.

In the example in Fig. 2, we can define a linear
homomorphism h to map the derivation tree ¢ in
(b) to a term h(t) which evaluates to the s-graph
shown in (d). At the top of this term, the s-graphs
at the “chind” and ‘“hilfed” (f,g) nodes are com-
bined into (d) by ~(16nd):

let
=

h(16nd) =(rt)
1 fo({rt) === (o) || renr—o(Gi)))
ARG2
[ fo((rt) = (0) [[ renrt—o(G(g)))
This non-projective derivation produces the s-
graph in (d) using only two sources, rt and o. By
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Figure 3: The CSD graph for ((2), (1, 0), (1), (0, 0));
blocks indicated by gray boxes.

OO O

contrast, a homomorphic interpretation of the pro-
jective tree (c) has to use at least four sources, as
the intermediate result in (e) illustrates.

4 Projective cross-serial dependencies

We will now investigate the ability of projec-
tive grammar formalisms (G,#Hj) to express
L(TAG, H2). We will define a relation CSD €
L(TAG, H2) and prove that CSD cannot be gen-
erated by projective grammar formalisms with
bounded k. We show this first for arbitrary projec-
tive G, under certain assumptions on the alignment
of words and graph edges. In Section 5, we drop
these assumptions, but focus on G = LM-CFTG.

4.1 The relation CSD

To construct CSD, consider the string language
CSD; = {A"B™C"D™ | m,n > 1}, where

A={a("a" )" k> 0},

and analogously for B, C, D. An example string
in CSDy is a((aa)) b(b) b c(c) d d. Note that k
can be chosen independently for each segment.

Every string w € CSDg can be uniquely
described by m, n, and a sequence K (w)
(K@, K® K K@) of numbers specifying
the k’s used in each segment, where K (@) ()
each contain n numbers and K (b), K@ contain m
numbers. In the example, we have n = 1, m = 2,
and K (w) = ((2), (1,0), (1), (0,0)).

We associate a graph G, with each string w €
CSDj; by the construction illustrated in Fig. 3. For
each 1 < 7 < n, we define the i-th a-block to be
the graph consisting of nodes v — v with a further
outgoing a-edge from w. In addition, u connects
to a linear chain of K Z.(a)
(c)

to a linear chain of K’ c-edges. G, consists of
a linear chain of the n a-blocks, followed by the
m b-blocks (defined analogously). We let CSD =

{(w,Gy) | w € CSD4}.

edges with label @, and v



Figure 4: An derivation of ((0), (0,0), (0), (0,0)).

Note that CSD is a more intricate version of the
cross-serial dependency language. CSD can be
generated by a TAG grammar along the lines of
the one from Section 3.4, using a HR algebra with
two sources; thus CSD € L(TAG, Hs).

4.2 CSD with bounded blocks

The characteristic feature of CSD is that edges
which are close together in the graph (e.g. the a
and c edge in an a-block) correspond to symbols
that can be distant in the string (e.g. a and c to-
kens). Projective grammars cannot combine pred-
icates (a) and arguments (c) directly because of
their distance in the string; intuitively, they must
keep track of either the c’s or the a’s for a long
time, which cannot be done with a bounded k.

Before we go into exploiting this intuition, we
first note that its correctness depends on the details
of the construction of CSD, in particular the abil-
ity to select arbitrary and independent K (*) for the
different x € {a, b, c,d}. Consider the derivation
t on the left of Fig. 4 with its projective yield
abbedd, this is the case ((0), (0,0), (0), (0,0)) of
CSD, corresponding to the CSD graph G shown
in Fig. 4 (a). We can map t to this graph by
applying the following linear tree homomorphism
h into Ho:

h(+1)

h(b)
h(a)

(z1

—
—

s(x2))
(s)
(s)
A derivation of the form x((t1, t2) evaluates to the
same graph as ¢1; the graph value of ¢5 is ignored.
Thus if we assume that the subtree of ¢ for cdd
evaluates to some arbitrary graph G, the complete
derivation ¢ evaluates to (G;. Some intermediate
results are shown on the right of Fig. 4.

If we let CSDg be the subset of CSD where all
K@) are zero, we can generalize this construction
into an LM-CFTG which generates CSDy. Thus,

h(*o0)
h(b))

|| renp—
b(rt) —
a(rt) —

X
d <+

fs
d b(rt)
C
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CSDg can be generated by a projective grammar
that is interpreted into Ho. But note that the
derivation in Fig. 4 is unnatural in that the symbols
in the string are not generated by the same deriva-
tion steps that generate the graph nodes that intu-
itively correspond to them; for instance, the graphs
generated for the d tokens are completely irrele-
vant. Below, we prevent unnatural constructions
like this in two ways. We will first assume that
string symbols and graph nodes must be aligned
(Thm. 1). Then we will assume that the K (*) can
be arbitary, which allows us to drop the alignment
assumption (Thm. 2).

4.3 k-distant trees

Let R O CSDg be some relation containing at
least the string-graph pairs of CSDg, e.g. CSD it-
self. Assume that R is generated by a projec-
tive grammar (G, h) with G = (G,yd,,) and a
fixed number k of sources, i.e. we have R
REL(G, h,Hy). We will prove a contradiction.

Given a pair (w,G,) € R, we say that two
edges e, f in Gy, are equivalent, ¢ = f, if they be-
long to the same block. We call a derivation tree
t € T = L(G) k-distant if t has a subtree ¢’ such
that we can find k edges e1,...,ex € graph(t)
with e; # e; for all ¢ # j and k further edges
ey ..., e € Gy graph(t') such that e; = €] for
all 7. For such trees, we have the following lemma.

Lemma 3. A k-distant tree has a subtree t' such
that graph(t') has at least k sources.

Proof. Let BK; be the i-th block in G,,; we let
1 <4 < m + n and do not distinguish between
a- and b-blocks. Let ¢’ be the subtree of ¢ claimed
by the definition of distant trees. For each ¢, let
E! = BK; N graph(t') be the edges in the i-th
block generated by ¢/, and let E; = BK;\ E.

By definition, E; and E are both non-empty for
at least k£ blocks. Each of these blocks is weakly
connected, and thus contains at least one node u;
which is incident both to an edge in E; and in E.
This node is a boundary node of graph(t'). Be-
cause uq,...,u; are all distinct, it follows from
Lemma 2 that graph(t’) has at least k sources. []

We also note the following lemma about deriva-
tions of projective string grammars, which fol-
lows from the inability of projective grammars
to combine distant tokens. We write Sep
{a/c,c/a,b/d,d/b}.

Lemma 4. Let G = (G, yd) be a projective string
grammar. For any r € Ny there exists s € Ng such



that any t € L(G) with yd(t) € a*b°c*d* has a
subtree t' such that yd(t') contains r occurrences
of x and no occurrences of y, for some x|y € Sep.

4.4 Projectivity and alignments

A consequence of Lemma 3 is that if certain
string-graph pairs in CSD can only be expressed
with k-+1-distant trees, then R (which contains
these pairs as well) is not in £(G,Hy), because
‘H . only admits & sources.

However, as we saw in Section 4.2, pairs in
CSDg can have unexpected projective derivations
which make do with a low number of sources.
So let’s assume for now that the string grammar
G and the tree homomorphism h produce tokens
and edge labels that fit together. Let us call G, h
aligned if for all constants ¢ € X, graph(c) is a
graph containing a single edge with label yd(c).
The derivation in Fig. 4 cannot be generated by
an aligned grammar because the graph for the to-
ken b contains a d-edge. We write £, (G, A) =
{REL(G,h,A) | G € G and G, h aligned} for the
class of string-semantics relations which can be
generated with aligned grammars.

Under this assumption, it is easy to see that any
relation including CSDg (hence, CSD) cannot be
expressed with a projective grammar.

Theorem 1. Let G be any class of projective
string grammars and R O CSDq. For any k,
R & L (G, Hy).

Proof. Assume that there is a G = (G,yd,,,) €
G and an LTH h such that R = REL(G, h, Hx).
Given k, choose s € Ny such that every tree ¢ €
T = L(G) with yd(t) = a®b°c*d® has a subtree
t such that yd(¢') contains k£ + 1 occurrences of
x and no occurrences of y, for some z/y € Sep.
Such an s exists according to Lemma 4. We can
choose ¢ such that (yd(t), graph(t)) € CSDy.
Because G, h are aligned, graph(t') contains no
y-edge and at least k£ 4 1 x-edges. Each of these
x-edges is non-equivalent to all the others, and
equivalent to a y-edge in graph(¢)\ graph(t'), so
t is k+1-distant. It follows from Lemma 3 that
graph(t¢') has k + 1 sources, in contradiction to the
assumption that G, h uses only k sources. O

S Expressive capacity of LM-CFTG

Thm. 1 is a powerful result which shows that CSD
cannot be generated by any device for generating
projective derivations using bounded placeholder
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memory — if we can assume that tokens and edges
are aligned. We will now drop this assumption and
prove that CSD cannot be generated using a fixed
set of placeholders using LM-CFTG, regardless of
alignment. The basic proof idea is to enforce a
weak form of alignment through the interaction of
the pumping lemma with very long Z-chains. The
result is remarkable in that LM-CFTG and TAG
are weakly equivalent; they only differ in whether
they must derive the strings projectively or not.

Theorem 2. CSD ¢ L(LM-CFTG,Hy), for any
k.

5.1 Asynchronous derivations

Assume that CSD = REL(G, h, Hy), for some
k, with G = (G,yd) an LM-CFTG. Proving that
this is a contradiction hinges on a somewhat tech-
nical concept of asynchronous derivations, which
have to do with how the nodes generating edge la-
bels such as @ are distributed over a derivation tree.
We prove that all asynchronous derivations of cer-
tain elements of CSD are distant (Lemma 5), and
that all LM-CFTG derivations of CSD are asyn-
chronous (Lemma 6), which proves Thm. 2.

In what follows, Let T = L(G). let us write
for any tree or context ¢ and symbol =, n! as a
shorthand for |yd(t)|,, e, for the number of z-
edges in graph(t) and mZ for the maximum length
of a string in T* which is also substring of yd(t).
Definition 1 (=, y, [-asynchronous derivation). Let
xz/y € Sep, Il > 0, t € T, We call t an x,y,l-
asynchronous derivation iff there is a decomposi-
tiont = C[t'] such that

t/
€y
t/
T

t t t
> ng — ngl —my

el <nbl+mb(l+1).

We call the pair (C,t') an z,y,l-asynchronous
split of t.

Lemma 5. For any k,l > 0, there is a pair
ok, = (wy,, Gr,1) € CSD such that every x,y, I-
asynchronous t with oy, | = (yd(t), graph(t)) is k-
distant.

Proof. Forz € {a,b,c,d} and m € N, let (™)
denote the word ("™ Z"™ )™. Letr = s = 3l+k+1

