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Abstract

One expensive step when defining crowd-
sourcing tasks is to define the examples
and control questions for instructing the
crowd workers. In this paper, we intro-
duce a self-training strategy for crowd-
sourcing. The main idea is to use an au-
tomatic classifier, trained on weakly su-
pervised data, to select examples associ-
ated with high confidence. These are used
by our automatic agent to explain the task
to crowd workers with a question answer-
ing approach. We compared our relation
extraction system trained with data anno-
tated (i) with distant supervision and (ii)
by workers instructed with our approach.
The analysis shows that our method rela-
tively improves the relation extraction sys-
tem by about 11% in F1.

1 Introduction

Recently, the Relation Extraction (RE) task has at-
tracted the attention of many researchers due to
its wide range of applications such as question an-
swering, text summarization and bio-medical text
mining. The aim of this task is to identify the type
of relation between two entities in a given text.
Most work on RE has mainly regarded the applica-
tion of supervised methods, which require costly
annotation, especially for large-scale datasets.

To overcome the annotation problem, Craven et
al. (1999) firstly proposed to collect automatic
annotation through Distant Supervision (DS). In
the DS setting, the training data for RE is of-
ten automatically annotated utilizing an external
Knowledge-Base (KB) such as Wikipedia or Free-
base (Hoffmann et al., 2010; Riedel et al., 2010;
Nguyen and Moschitti, 2011). Although DS has

shown to be promising for RE, it also produces
many noisy labels in the automatic annotated data,
which deteriorate the performance of the system
trained on it.

Hoffmann et al. (2011) showed that by simply
adding a small set of high quality labeled instances
(i.e., human-annotated training data) to a larger
set of instances annotated by DS, makes the over-
all precision of the system significantly increases.
Such level of quality of the labels usually can be
obtained at low cost via crowdsourcing.

However, this finding does not hold for more
complex tasks, where the annotators1 need to have
some expertise on them. For instance in RE, sev-
eral works have shown that only a marginal im-
provement can be achieved via crowdsourcing the
data (Angeli et al., 2014; Zhang et al., 2012; Per-
shina et al., 2014). In such papers, the well-
known Gold Standard quality control mechanism
was used without annotators being trained.

Very recently, despite the previous results, Liu
et al. (2016) showed a larger improvement for the
RE task when training crowd workers in an in-
teractive tutorial procedure called “Gated Instruc-
tion”. This approach, however, requires a set of
high-quality labeled data (i.e., the Gold Standard)
for providing the instruction and feedback to the
crowd workers. However, acquiring such data re-
quires a considerable amount of human effort.

In this paper, we propose to alternatively
use Silver Standard, i.e., a high-quality auto-
matic annotated data, to train the crowd workers.
Specifically, we introduce a self-training strategy
for crowd-sourcing, where the workers are first
trained with simpler examples (which we assume
to be less noisy) and then gradually presented with
more difficult ones. This is biologically inspired
by the common human process of gradual learn-

1From now, the both entities annotators and crowd work-
ers refer to the same concept.
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Figure 1: User Interface of crowd worker training: instruction phase

ing, starting from the simplest concepts.
Moreover, we propose an iterative human-

machine co-training framework for the task of RE.
The main idea is (i) to automatically select a subset
of less-noisy examples applying an automatic clas-
sifier, (ii) training the annotators with such subset,
and (iii) iterating this process after retraining the
classifiers using the annotated data. That is, the
educated crowd workers can provide higher qual-
ity annotations, which can be used by the system
in the next iteration to improve the quality of its
classification. In other words, this cycle gradually
improves both system and human annotators. This
is in line with the studies in human-based compu-
tational approaches, which showed that the crowd
intelligence can effectively alleviate the drifting
problem in auto-annotation systems (Sun et al.,
2014; Russakovsky et al., 2015).

Our study shows that even without using any
gold standard, we can still train workers and their
annotations can achieve results comparable with
the more costly state-of-the-art methods. In sum-
mary our contributions are the following:

• we introduce a self-training strategy for
crowdsourcing;

• we propose an iterative human-machine co-
training framework for the task of RE; and

• we test our approach on a standard bench-
mark, obtaining a slightly lower perfor-
mance compared to the state-of-the-art meth-
ods based on Gold Standard data.

This study opens up avenues for exploiting in-
expensive crowdsourcing solutions similar to ours
to achieve performance gain in NLP tasks.

2 Background Work

There is a large body of work on DS for RE, but we
only discuss the most related to our work and re-
fer the reader to other recent work (Wu and Weld,
2007; Mintz et al., 2009; Bunescu, 2007; Hoff-
mann et al., 2010; Riedel et al., 2010; Surdeanu
et al., 2012; Nguyen and Moschitti, 2011).

Many researchers have exploited the techniques
of combining the DS data with small human anno-
tated data collected via crowdsourcing, to improve
the relation extractor accuracy (Liu et al., 2016;
Angeli et al., 2014; Zhang et al., 2012). Angeli
et al. (2014) reported a minor improvement using
active learning methods to select the best instances
to be crowdsourced.

In the same direction, Zhang et al. (2012) stud-
ied the effect of providing human feedback in
crowdsourcing tasks and observed a minor im-
provement in terms of F1. At high level, our work
may be viewed as employing crowdsourcing for
RE. In that spirit, we are similar to these works,
but with the main difference of training crowd
workers to obtain higher quality annotations.

The most related paper to our work is by Liu
et al. (2016), who trained the crowd workers via
“Gated Instruction”. They also showed that col-
lecting higher-quality annotations can be achieved
through training the workers. The produced data
also improved the performance of the RE systems
trained on it. Our study confirms their finding.
However, unlike them, we do not employ any Gold
Standard (annotated by experts) for training the
annotators and instead we propose a self-training
strategy to select a set of high-quality automatic
annotated data (namely, Silver Standard).
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Figure 2: User Interface of crowd worker training: interactive QA phase

3 Self-Crowdsourcing Training

In this section we first explain, our proposed
method for automatically identifying high-quality
examples (i.e., Silver Standard) to train the crowd
workers and collect annotations for the lower-
quality examples. We then explain the scheme de-
signed for crowd worker training and annotation
collection.

3.1 Silver Standard Mining

The main idea of our approach to Self-
Crowdsourcing training is to use the classifier’s
score for gradually training the crowd workers,
such that the examples and labels associated with
the highest prediction values (i.e., the most reli-
able) will be used as Silver Standard.

More in detail, our approach is based on a
noisy-label dataset, DS, whose labels are ex-
tracted in a distant supervision fashion and CS a
dataset to be labeled by the crowd. The first step is
to divide CS into three parts: CSI , which is used
to create the instructions for the crowd workers;
CSQ, which is used for asking questions about
sentence annotations; and CSA, which is used to
collect the labels from annotators, after they have
been trained.

To select CSI , we train a classifier C on DS,
and then used it to label CS examples. In partic-
ular, we used MultiR framework (Hoffmann et al.,
2011) to train C, as it is a widely used framework
for RE. Then, we sort CS in a descending order
according to the classifier prediction scores and se-
lect the first Ni elements, obtaining CSI .

Next, we select the Nq examples of CS \ CSI

with the highest score to create the set CSQ. Note
that the latter contains highly-reliable classifier an-
notations but since the scores are lower than for

CSI examples, we conjecture that they may be
more difficult to be annotated by the crowd work-
ers.

Finally, CSA is assigned with the remaining ex-
amples, i.e., CS \ CSI \ CSQ. These have the
lowest confidence and should therefore be anno-
tated by crowd workers. Ni and Nq can be tuned
on the task, we set both to 10% of the data.

3.2 Training Schema

We conducted crowd worker training and annota-
tion collection using the well-known Crowdflower
platform2. Given CSI and CSQ (see Section 3.1),
we train the annotators in two steps:

(i) User Instruction: first, a definition of each
relation type (borrowed from TAC-KBP official
guideline) is shown to the annotators. This ini-
tial training step provides the crowd workers with
a big picture of the task. We then train the anno-
tators showing them a set of examples from CSI

(see Fig. 1). The latter are presented in the reverse
order of difficulty. The ranked list of examples
provided by our self-training strategy facilitates
the gradual education of the annotators (Nosof-
sky, 2011). This gives us the benefit of training
the annotators with any level of expertise, which
is a crucial property of crowdsourcing when there
is no clue about the workers’ expertise in advance.

(ii) Interactive QA: after the initial step, we
challenge the workers in an interactive QA task
with multiple-choice questions over the sentence
annotation (see Fig. 2). To accomplish that, we
designed an artificial agent that interacts with the
crowd workers: it corrects their mistakes and
makes them reasoning on why their answer was
wrong. Note that, to have a better control of the

2www.crowdflower.com
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Figure 3: Accuracy of different CS partitions

worker training, we perform a selection of the sen-
tences in CSQ to be used for questioning in a
category-wise fashion. Meaning that, we select the
subsets of examples for each class of relation sep-
arately. We observed in practice that initially a lot
of examples are classified as “No Relation”. This
is due to a difficulty of the task for the DS-based
model. Thus, we used them in CSA.

4 Experimental Setup

In this section, we first introduce the details of
the used corpora, then explain the feature extrac-
tion and RE pipeline and finally present the exper-
iments and discuss the results in detail.

4.1 Corpora
We used TAC-KBP newswires, one of the most
well-known corpora for RE task. As DS, we se-
lected 700K sentences automatically annotated us-
ing Freebase as an external KB. We used the ac-
tive learning framework proposed by Angeli et al.
(2014) to select CS. This allowed us to select the
best sentences to be annotated by humans (sam-
pleJS). As a result, we obtained 4,388 sentences.
We divided the CS sentences in CSI , CSQ and
CSA, with 10%, 10% and 80% split, respectively.
We requested at least 5 annotations for each sen-
tence.

Similarly to Liu et al. (2016), we restricted our
attention to 5 relations between person and loca-
tion3. For both DS and CS, we used the publicly
available data provided by Liu et al. (2016). Ulti-
mately, 221 crowd workers participated to the task
with minimum 2 and maximum 400 annotations
per crowd worker. To evaluate our model, we ran-
domly selected 200 sentences as test set and had

3Nationality, Place-of-birth, Place-of-resident, Place-of-
death, Traveled-to

Model Pr. Rec. F1
DS-only 0.43 0.52 0.47
Our Method 0.50 0.54 0.52
Gated Instruction 0.53 0.57 0.55

Table 1: Evaluation of the impact of the CSA label
quality in the RE task.

a domain expert to manually tag them using the
TAC-KBP annotation guidelines.

4.2 Relation Extraction Pipeline

We used the relation extractor, MultiR (Hoffmann
et al., 2010) along with lexical and syntactic fea-
tures proposed by Mintz et al. (2009) such as: (i)
Part of Speech (POS); (ii) windows of k words
around the matched entities; (iii) the sequences of
words between them; and (iv) finally, dependency
structure patterns between entity pairs. These
yield low-Recall as they appear in conjunctive
forms but at the same time they produce a high
Precision.

4.3 Experimental Results

In the first set of experiments, we verified the qual-
ity of our Silver Standard set used in our self-
training methods. For this purpose, we trained
MultiR on CSI , CSQ and CSA and evaluate them
on our test set. Figure 3 illustrates the results in
terms of Precision, Recall and F1 for each parti-
tion separately. They suggest that, the extractors
trained on CSI and CSQ are significantly better
than the extractor trained on the lower part of CS,
i.e., CSA, even if the latter is much larger than the
other two (80% vs. 10%).

In the next set of experiments, we evaluated the
impact of adding a small set of crowdsourced data
to a large set of instances annotated by Distant Su-
pervision. We conducted the RE experiments in
this setting, as this allowed us to directly compare
with Liu et al. (2016). Thus, we used CSA anno-
tated by our proposed method along with the noisy
annotated DS to train the extractor.

We compared our method with (i) the DS-only
baseline and (ii) the state of the art, Gated Instruc-
tion (GI) strategy (Liu et al., 2016). We empha-
size that the same set of examples (both DS and
CS) are used in this experiment and just replaced
the GI annotations with the annotations collected
using our proposed framework.
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Models DS-only Our Model GI
Accuracy 56% 82% 91%

Table 2: Annotation Accuracy of crowd workers

The results are shown in Table 1. Our method
improves the DS-only baseline by 7%, 5% and
2% (absolute) in Precision, Recall and F1, re-
spectively. This improvement clearly confirms the
benefit of our fully automatic approach to crowd-
sourcing in RE task.

Additionally, our model is just 3% lower than
the GI method in terms of F1. In both our method
and GI, the crowd workers are trained before en-
rolling in the main task. However, GI trains an-
notators using Gold Standard data, which involves
a higher level of supervision with respect to our
method. Thus our self-training method is poten-
tially effective and an inexpensive alternative to
GI.

We also analyzed the accuracy of the crowd
workers in terms of the quality of their annota-
tions. For this purpose, we randomly selected 100
sentences from CSA and then had them manually
annotated by an expert. We compared the accuracy
of the annotations collected with our proposed ap-
proach with those provided by DS-only baseline
and the GI method. Table 2 shows the results:
the annotations performed by workers trained with
our method are just slightly less accurate than the
annotations produced by annotators trained with
GI. This outcome is inline with the positive impact
of our good quality annotation on the RE perfor-
mance.

5 Conclusion

In this paper, we have proposed a self-training
strategy for crowdsourcing as an effective alterna-
tive to train annotators with Gold Standard. Our
experimental results show that the annotations of
workers trained with our method are accurate and
produce a good performance when used in learn-
ing algorithms for RE. Our study suggests that
automatically training annotators can replace the
popular consensus-based filtering scheme. Our
method achieves this goal through an inexpensive
training procedure.

In the future, it would be interesting to study if
our method generalizes to other difficult or even
simpler tasks. In particular, our approach opens
up many research directions on how to best train

workers or best select data for them, similarly to
what active learning methods have been doing for
training machines.
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