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Introduction

Welcome to the ACL-IJCNLP 2009 Student Research Workshop! The Student Research Workshop
is now an established tradition at ACL conferences and provides a venue for student researchers
investigating topics in Computational Linguistics and Natural Language Processing to present their
work and receive feedback. This year we received a total of 25 submissions coming from 15 different
countries, and accepted 12 of them. 5 will be presented orally, and 7 as posters, during a common
poster session with the main conference. A total of 43 students and senior researchers agreed to serve
on the program committee, which allowed us to assign 3 reviewers per paper. We would like to thank
the reviewers for understanding the spirit of the Student Research Workshop and giving careful and
constructive reviews. We hope their comments will be helpful to all the students who submitted their
work. All presenters were offered travel grants to assist them in their travel to Singapore, thanks
to generous support from the U.S. National Science Foundation, The Asian Federation of Natural
Language Processing, The Nagao Fund of the AFNLP, and The Walker Fund of the Association for
Computational Linguistics.

We are very grateful to Brian Roark and Grace Ngai, our faculty advisors, for their advice, constant
support (and reminders!), and obtaining of funding. Finally, we would like to thank the general chair of
ACL-IJCNLP 2009, Keh-Yih Su, the program chairs, Jian Su and Janyce Wiebe, the publications chairs
Regina Barzilay and Jing-Shin Chang, Haizhou Li and the local organization committee, and Priscilla
Rasmussen.

Davis Dimalen, Jenny Rose Finkel, and Blaise Thomson
The ACL-IJCNLP 2009 Student Research Workshop co-chairs
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Sense-based Interpretation of Logical Metonymy Using a Statistical
Method

Ekaterina Shutova
Computer Laboratory

University of Cambridge
15 JJ Thomson Avenue

Cambridge CB3 0FD, UK
Ekaterina.Shutova@cl.cam.ac.uk

Abstract

The use of figurative language is ubiqui-
tous in natural language texts and it is a
serious bottleneck in automatic text un-
derstanding. We address the problem of
interpretation of logical metonymy, using
a statistical method. Our approach origi-
nates from that of Lapata and Lascarides
(2003), which generates a list of non-
disambiguated interpretations with their
likelihood derived from a corpus. We pro-
pose a novel sense-based representation
of the interpretation of logical metonymy
and a more thorough evaluation method
than that of Lapata and Lascarides (2003).
By carrying out a human experiment we
prove that such a representation is intu-
itive to human subjects. We derive a rank-
ing scheme for verb senses using an unan-
notated corpus, WordNet sense numbering
and glosses. We also provide an account
of the requirements that different aspec-
tual verbs impose onto the interpretation
of logical metonymy. We tested our sys-
tem on verb-object metonymic phrases. It
identifies and ranks metonymic interpreta-
tions with the mean average precision of
0.83 as compared to the gold standard.

1 Introduction

Metonymy is defined as the use of a word or a
phrase to stand for a related concept which is not
explicitly mentioned. Here are some examples of
metonymic phrases:

(1) The pen is mightier than the sword.

(2) He played Bach.

(3) He drank his glass. (Fass, 1991)

(4) He enjoyed the book. (Lapata and Lascarides,
2003)

(5) After three martinis John was feeling well.
(Godard and Jayez, 1993)

The metonymic adage in (1) is a classical ex-
ample. Here the pen stands for the press and the
sword for military power. In the following exam-
ple Bach is used to refer to the composer’s music
and in (3) the glass stands for its content, i.e. the
actual drink (beverage).

The sentences (4) and (5) represent a varia-
tion of this phenomenon called logical metonymy.
Here both the book and three martinis have even-
tive interpretations, i.e. the noun phrases stand
for the events of reading the book and drinking
three martinis respectively. Such behaviour is
triggered by the type requirements the verb (or
the preposition) places onto its argument. This
is known in linguistics as a phenomenon of type
coercion. Many existing approaches to logical
metonymy explain systematic syntactic ambiguity
of metonymic verbs (such as enjoy) or preposi-
tions (such as after) by means of type coercion
(Pustejovsky, 1991; Pustejovsky, 1995; Briscoe
et al., 1990; Verspoor, 1997; Godard and Jayez,
1993).

Logical metonymy occurs in natural language
texts relatively frequently. Therefore, its auto-
matic interpretation would significantly facilitate
the task of many NLP applications that require
semantic processing (e.g., machine translation,
information extraction, question answering and
many others). Utiyama et al. (2000) followed by
Lapata and Lascarides (2003) used text corpora to
automatically derive interpretations of metonymic
phrases.

1



Utiyama et al. (2000) used a statistical model
for the interpretation of general metonymies for
Japanese. Given a verb-object metonymic phrase,
such as read Shakespeare, they searched for en-
tities the object could stand for, such as plays of
Shakespeare. They considered all the nouns co-
occurring with the object noun and the Japanese
equivalent of the preposition of. Utiyama and his
colleagues tested their approach on 75 metonymic
phrases taken from the literature and reported a
precision of 70.6%, whereby an interpretation was
considered correct if it made sense in some imag-
inary context.

Lapata and Lascarides (2003) extend Utiyama’s
approach to interpretation of logical metonymies
containing aspectual verbs (e.g. begin the book)
and polysemous adjectives (e.g. good meal vs.
good cook). Their method generates a list of in-
terpretations with their likelihood derived from a
corpus.

Lapata and Lascarides define an interpretation
of logical metonymy as a verb string, which is am-
biguous with respect to word sense. Some of these
strings indeed correspond to paraphrases that a hu-
man would give for the metonymic phrase. But
they are not meaningful as such for automatic pro-
cessing, since their senses still need to be disam-
biguated in order to obtain the actual meaning. For
example, compare the grab sense of take vs. its
film sense for the metonymic phrase finish video.
It is obvious that only the latter sense is a correct
interpretation.

We extend the experiment of Lapata and Las-
carides by disambiguating the interpretations with
respect to WordNet (Fellbaum, 1998) synsets (for
verb-object metonymic phrases). We propose a
novel ranking scheme for the synsets using a
non-disambiguated corpus, address the issue of
sense frequency distribution and utilize informa-
tion from WordNet glosses to refine the ranking.

We conduct and experiment to show that our
representation of a metonymic interpretation as a
synset is intuitive to human subjects. In the dis-
cussion section we provide an overview of the
constraints on logical metonymy pointed out in
linguistics literature, as well as proposing some
additional constraints (e.g. on the type of the
metonymic verb, on the type of the reconstructed
event, etc.)

Metonymic Phrase Interpretations Log-probability
finish video film -19.65

edit -20.37
shoot -20.40
view -21.19
play -21.29
stack -21.75
make -21.95
programme -22.08
pack -22.12
use -22.23
watch -22.36
produce -22.37

Table 1: Interpretations of Lapata and Lascarides
(2003) for finish video

2 Lapata and Lascarides’ Method

The intuition behind the approach of Lapata and
Lascarides is similar to that of Pustejovsky (1991;
1995), namely that there is an event not explic-
itly mentioned, but implied by the metonymic
phrase (begin to read the book, or the meal that
tastes good vs. the cook that cooks well). They
used the British National Corpus (BNC)(Burnard,
2007) parsed by the Cass parser (Abney, 1996) to
extract events (verbs) co-occurring with both the
metonymic verb (or adjective) and the noun inde-
pendently and ranked them in terms of their like-
lihood according to the data. The likelihood of a
particular interpretation is calculated using the fol-
lowing formula:

P (e, v, o) =
f(v, e) · f(o, e)

N · f(e)
, (1)

where e stands for the eventive interpretation of
the metonymic phrase, v for the metonymic verb
and o for its noun complement. f(e), f(v, e)
and f(o, e) are the respective corpus frequencies.
N =

∑
i f(ei) is the total number of verbs in the

corpus. The list of interpretations Lapata and Las-
carides (2003) report for the phrase finish video is
shown in Table 1.

Lapata and Lascarides compiled their test set by
selecting 12 verbs that allow logical metonymy1

from the lexical semantics literature and combin-
ing each of them with 5 nouns. This yields 60
phrases, which were then manually filtered, ex-
cluding 2 phrases as non-metonymic.

They compared their results to paraphrase
judgements elicited from humans. The subjects
were presented with three interpretations for each

1attempt, begin, enjoy, finish, expect, postpone, prefer, re-
sist, start, survive, try, want
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metonymic phrase (from high, medium and low
probability ranges) and were asked to associate a
number with each of them reflecting how good
they found the interpretation. They report a cor-
relation of 0.64, whereby the inter-subject agree-
ment was 0.74. It should be noted, however, that
such an evaluation scheme is not very informa-
tive as Lapata and Lascarides calculate correlation
only on 3 data points for each phrase out of many
more yielded by the model. It fails to take into
account the quality of the list of top interpreta-
tions, although the latter is deemed to be the aim of
such applications. In comparison the fact that La-
pata and Lascarides initially select the interpreta-
tions from high, medium or low probability ranges
makes the task significantly easier.

3 Alternative Interpretation of Logical
Metonymy

The approach of Lapata and Lascarides (2003)
produces a list of non-disambiguated verbs, essen-
tially just strings, representing possible interpreta-
tions of a metonymic phrase. We propose an alter-
native representation of metonymy interpretation
consisting of a list of senses that map to WordNet
synsets. However, the sense-based representation
builds on the list of non-disambiguated interpreta-
tions similar to the one of Lapata and Lascarides.

Our method consists of the following steps:

• Step 1 Use the method of Lapata and Las-
carides (2003) to obtain a set of candidate in-
terpretations (strings) from a non-annotated
corpus. We expect our reimplementation of
the method to extract data more accurately,
since we use a more robust parser (RASP
(Briscoe et al., 2006)), take into account more
syntactic structures (coordination, passive),
and extract our data from a newer version of
the BNC.

• Step 2 Map strings to WordNet synsets. We
noticed that good interpretations in the lists
yielded by Step 1 tend to form coherent se-
mantic classes (e.g. take, shoot [a video] vs.
view, watch [a video]). We search the list
for verbs, whose senses are in hyponymy and
synonymy relations with each other accord-
ing to WordNet and store these senses.

• Step 3 Rank the senses, adopting Zipfian
sense frequency distribution and using the

initial string likelihood as well as the infor-
mation from WordNet glosses.

Sense disambiguation is essentially performed
in both Step 2 and Step 3. One of the challenges
of our task is that we use a non-disambiguated cor-
pus while ranking particular senses. This is due to
the fact that there is no word sense disambiguated
corpus available, which would be large enough to
reliably extract statistics for metonymic interpre-
tations.

4 Extracting Ambiguous Interpretations

4.1 Parameter Estimation

We used the method developed by Lapata and
Lascarides (2003) to create the initial list of non-
disambiguated interpretations. The parameters of
the model were estimated from the British Na-
tional Corpus (BNC) (Burnard, 2007) that was
parsed using the RASP parser of Briscoe et al.
(2006). We used the grammatical relations (GRs)
output of RASP for BNC created by Andersen et
al. (2008). In particular, we extracted all direct
and indirect object relations for the nouns from
the metonymic phrases, i.e. all the verbs that take
the head noun in the compliment as an object (di-
rect or indirect), in order to obtain the counts for
f(o, e). Relations expressed in the passive voice
and with the use of coordination were also ex-
tracted. The verb-object pairs attested in the cor-
pus only once were discarded, as well as the verb
be, since it does not add any semantic informa-
tion to the metonymic interpretation. In the case
of indirect object relations, the verb was consid-
ered to constitute an interpretation together with
the preposition, e.g. for the metonymic phrase en-
joy the city the correct interpretation is live in as
opposed to live.

As the next step we need to identify all possible
verb phrase (VP) complements to the metonymic
verb (both progressive and infinitive), which rep-
resent f(v, e). This was done by searching for
xcomp relations in the GRs output of RASP, in
which our metonymic verb participates in any of
its inflected forms. Infinitival and progressive
complement counts were summed up to obtain the
final frequency f(v, e).

After the frequencies f(v, e) and f(o, e) were
obtained, possible interpretations were ranked ac-
cording to the model of Lapata and Lascarides
(2003). The top interpretations for the metonymic

3



finish video enjoy book
Interpretations Log-prob Interpretations Log-prob
view -19.68 read -15.68
watch -19.84 write -17.47
shoot -20.58 work on -18.58
edit -20.60 look at -19.09
film on -20.69 read in -19.10
film -20.87 write in -19.73
view on -20.93 browse -19.74
make -21.26 get -19.90
edit of -21.29 re-read -19.97
play -21.31 talk about -20.02
direct -21.72 see -20.03
sort -21.73 publish -20.06
look at -22.23 read through -20.10
record on -22.38 recount in -20.13

Table 2: Possible Interpretations of Metonymies
Ranked by our System

phrases enjoy book and finish video together with
their log-probabilities are shown in Table 2.

4.2 Comparison with the Results of Lapata
and Lascarides

We compared the output of our reimplementation
of Lapata and Lascarides’ algorithm with their re-
sults, which we obtained from the authors. The
major difference between the two systems is that
we extracted our data from the BNC parsed by
RASP, as opposed to the Cass chunk parser (Ab-
ney, 1996) utilized by Lapata and Lascarides. Our
system finds approximately twice as many in-
terpretations as theirs and covers 80% of their
lists (our system does not find some of the low-
probability range verbs of Lapata and Lascarides).
We compared the rankings of the two implemen-
tations in terms of Pearson correlation coefficient
and obtained the average correlation of 0.83 (over
all metonymic phrases).

We also evaluated the performance of our sys-
tem against the judgements elicited from humans
in the framework of the experiment of Lapata and
Lascarides (2003) (for a detailed description of
the human evaluation setup see (Lapata and Las-
carides, 2003), pages 12-18). The Pearson corre-
lation coefficient between the ranking of our sys-
tem and the human ranking equals to 0.62 (the in-
tersubject agreement on this task is 0.74). This
is slightly lower than the number achieved by La-
pata and Lascarides (0.64). Such a difference is
probably due to the fact that our system does not
find some of the low-probability range verbs that
Lapata and Lascarides included in their test set,
and thus those interpretations get assigned a prob-
ability of 0. We conducted a one-tailed t-test to

determine if our counts were significantly differ-
ent from those of Lapata and Lascarides. The dif-
ference is statistically insignificant (t=3.6; df=180;
p<.0005), and the output of the system is deemed
acceptable to be used for further experiments.

5 Mapping Interpretations to WordNet
Senses

The interpretations at this stage are just strings
representing collectively all senses of the verb.
What we aim for is the list of verb senses that are
correct interpretations for the metonymic phrase.
We assume the WordNet synset representation of
a sense.

It has been recognized (Pustejovsky, 1991;
Pustejovsky, 1995; Godard and Jayez, 1993) and
verified by us empirically that correct interpreta-
tions tend to form semantic classes, and therefore,
correct interpretations should be related to each
other by semantic relations, such as synonymy or
hyponymy. In order to select the right senses of
the verbs in the context of the metonymic phrase
we did the following.

• We searched the WordNet database for the
senses of the verbs that are in synonymy, hy-
pernymy and hyponymy relations.

• We stored the corresponding synsets in a new
list of interpretations. If one synset was a hy-
pernym (or hyponym) of the other, then both
synsets were stored.

For example, for the metonymic phrase finish
video the interpretations watch, view and see
are synonymous, therefore a synset contain-
ing (watch(3) view(3) see(7)) was
stored. This means that sense 3 of watch, sense
3 of view and sense 7 of see would be correct
interpretations of the metonymic expression.

The obtained number of synsets ranges from 14
(try shampoo) to 1216 (want money) for the whole
dataset of Lapata and Lascarides (2003).

6 Ranking the Senses

A problem that arises with the lists of synsets ob-
tained is that they contain different senses of the
same verb. However, very few verbs have such a
range of meanings that their two different senses
could represent two distinct metonymic interpre-
tations (e.g., in case of take interpretation of finish
video shoot sense and look at, consider sense are
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both acceptable interpretations, the second obvi-
ously being dispreferred). In the vast majority of
cases the occurrence of the same verb in different
synsets means that the list still needs filtering.

In order to do this we rank the synsets accord-
ing to their likelihood of being a metonymic inter-
pretation. The sense ranking is largely based on
the probabilities of the verb strings derived by the
model of Lapata and Lascarides (2003).

6.1 Zipfian Sense Frequency Distribution

The probability of each string from our initial list
represents the sum of probabilities of all senses of
this verb. Hence this probability mass needs to be
distributed over senses first. The sense frequency
distribution for most words tends to be closer to
Zipfian, rather than uniform or any other distribu-
tion (Preiss, 2006). This is an approximation that
we rely on, as it has been shown to realistically
describe the majority of words.

This means that the first senses will be favoured
over the others, and the frequency of each sense
will be inversely proportional to its rank in the list
of senses (i.e. sense number, since word senses are
ordered in WordNet by frequency).

Pv,k = Pv · 1
k

(2)

where k is the sense number and Pv is the likeli-
hood of the verb string being an interpretation ac-
cording to the corpus data, i.e.

Pv =
Nv∑
k=1

Pv,k (3)

where Nv is the total number of senses for the verb
in question.

The problem that arises with (2) is that the in-
verse sense numbers (1/k) do not add up to 1. In
order to circumvent this, the Zipfian distribution
is commonly normalised by the Nth generalised
harmonic number. Assuming the same notation

Pv,k = Pv · 1/k∑Nv
n=1 1/n

(4)

Once we have obtained the sense probabilities
Pv,k, we can calculate the likelihood of the whole
synset

Ps =
Is∑

i=1

Pvi,k (5)

where vi is a verb in the synset s and Is is the
total number of verbs in the synset s. The verbs
suggested by WordNet, but not attested in the
corpus in the required environment, are assigned
the probability of 0. Some output synsets for
the metonymic phrase finish video and their log-
probabilities are demonstrated in Table 3.

In our experiment we compare the performance
of the system assuming a Zipfian distribution of
senses against the baseline using a uniform distri-
bution. We expect the former to yield better re-
sults.

6.2 Gloss Processing

The model in the previous section penalizes
synsets that are incorrect interpretations. How-
ever, it can not discriminate well between the ones
consisting of a single verb. By default it favours
the sense with a smaller sense number in Word-
Net. This poses a problem for the examples such
as direct for the phrase finish video: our list con-
tains several senses of it, as shown in Table 4, and
their ranking is not satisfactory. The only correct
interpretation in this case, sense 3, is assigned a
lower likelihood than the senses 1 and 2.

The most relevant synset can be found by us-
ing the information from WordNet glosses (the
verbal descriptions of concepts, often with ex-
amples). We searched for the glosses contain-
ing terms related to the noun in the metonymic
phrase, here video. Such related terms would
be its direct synonyms, hyponyms, hypernyms,
meronyms or holonyms according to WordNet.
We assigned more weight to the synsets whose
gloss contained related terms. In our example
the synset (direct-v-3), which is the correct
metonymic interpretation, contained the term film
in its gloss and was therefore selected. Its likeli-
hood was multiplied by the factor of 10.

It should be noted, however, that the glosses do
not always contain the related terms; the expecta-
tion is that they will be useful in the majority of
cases, not in all of them.

7 Evaluation

7.1 The Gold Standard

We selected the most frequent metonymic verbs
for our experiments: begin, enjoy, finish, try, start.
We randomly selected 10 metonymic phrases con-
taining these verbs. We split them into the devel-
opment set (5 phrases) and the test set (5 phrases)
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Synset and its Gloss Log-prob
( watch-v-1 ) - look attentively; “watch a basketball game” -4.56
( view-v-2 consider-v-8 look-at-v-2 ) - look at carefully; study mentally; ”view a problem” -4.66
( watch-v-3 view-v-3 see-v-7 catch-v-15 take-in-v-6 ) - see or watch; ”view a show on television”; ”This program
will be seen all over the world”; ”view an exhibition”; ”Catch a show on Broadway”; ”see a movie” -4.68
( film-v-1 shoot-v-4 take-v-16 ) - make a film or photograph of something; ”take a scene”; ”shoot a movie” -4.91
( edit-v-1 redact-v-2 ) - prepare for publication or presentation by correcting, revising, or adapting; ”Edit a
book on lexical semantics”; ”she edited the letters of the politician so as to omit the most personal passages” -5.11
( film-v-2 ) - record in film; ”The coronation was filmed” -5.74
( screen-v-3 screen-out-v-1 sieve-v-1 sort-v-1 ) - examine in order to test suitability; ”screen these samples”;
”screen the job applicants” -5.91
( edit-v-3 cut-v-10 edit-out-v-1 ) - cut and assemble the components of; ”edit film”; ”cut recording tape” -6.20

Table 3: Metonymy Interpretations as Synsets (for finish video)

Synset and its Gloss Log-prob
( direct-v-1 ) - command with authority; “He directed the children to do their homework” -6.65
( target-v-1 aim-v-5 place-v-7 direct-v-2 point-v-11 ) - intend (something) to move towards a certain goal;
”He aimed his fists towards his opponent’s face”; ”criticism directed at her superior”; ”direct your anger
towards others, not towards yourself” -7.35
( direct-v-3 ) - guide the actors in (plays and films) -7.75
( direct-v-4 ) - be in charge of -8.04

Table 4: Different Senses of direct (for finish video)

Development Set Test Set
enjoy book enjoy story
finish video finish project
start experiment try vegetable
finish novel begin theory
enjoy concert start letter

Table 5: Metonymic Phrases in Development and
Test Sets

given in the table 5.
The gold standards were created for the top 30

synsets of each metonymic phrase after ranking.
This threshold was set experimentally: the recall
of correct interpretations among the top 30 synsets
is 0.75 (average over metonymic phrases from the
development set). This threshold allows to filter
out a large number of incorrect interpretations.

The interpretations that are plausible in some
imaginary context are marked as correct in the
gold standard.

7.2 Evaluation Measure

We evaluated the performance of the system
against the gold standard. The objective was to
find out if the synsets were distributed in such a
way that the plausible interpretations appear at the
top of the list and the incorrect ones at the bottom.
The evaluation was done in terms of mean average
precision (MAP) at top 30 synsets.

MAP =
1
M

M∑
j=1

1
Nj

Nj∑
i=1

Pji, (6)

where M is the number of metonymic phrases,
Nj is the number of correct interpretations for the
metonymic phrase, Pji is the precision at each cor-
rect interpretation (the number of correct interpre-
tations among the top i ranks). First, the aver-
age precision was computed for each metonymic
phrase independently. Then the mean values were
calculated for the development and the test sets.

The reasoning behind computing MAP instead
of precision at a fixed number of synsets (e.g.
top 30) is that the number of correct interpreta-
tions varies dramatically for different metonymic
phrases. MAP essentially evaluates how many
good interpretations appear at the top of the list,
which takes this variation into account.

7.3 Results

We compared the ranking obtained by applying
Zipfian sense frequency distribution against that
obtained by distributing probability mass over
senses uniformly (baseline). We also considered
the rankings before and after gloss processing.
The results are shown in Table 6. These results
demonstrate the positive contribution of both Zip-
fian distribution and gloss processing to the rank-
ing.

7.4 Human Experiment

We conducted an experiment with humans in order
to prove that this task is intuitive to people, i.e.
they agree on the task.

We had 8 volunteer subjects altogether. All of
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Dataset Verb Probability Gloss MAP
Mass Distribution Processing

Development set Uniform No 0.51
Development set Zipfian No 0.65
Development set Zipfian Yes 0.73
Test set Zipfian Yes 0.83

Table 6: Evaluation of the Model Ranking

Group 1 Group 2
finish video finish project
start experiment begin theory
enjoy concert start letter

Table 7: Metonymic Phrases for Groups 1 and 2

them were native speakers of English and non-
linguists. We divided them into 2 groups: 4 and 4.
Subjects in each group annotated three metonymic
phrases as shown in Table 7. They received writ-
ten guidelines, which were the only source of in-
formation on the experiment.

For each metonymic phrase they were presented
with a list of 30 possible interpretations produced
by the system. For each synset in the list they had
to decide whether it was a plausible interpretation
of the metonymic phrase in an imaginary context.

We evaluated interannotator agreement in terms
of Fleiss’ kappa (Fleiss, 1971) and f-measure com-
puted pairwise and then averaged across the an-
notators. The agreement in group 1 was 0.76
(f-measure) and 0.56 (kappa); in group 2 0.68
(f-measure) and 0.51 (kappa). This yielded the
average agreement of 0.72 (f-measure) and 0.53
(kappa).

8 Linguistic Perspective on Logical
Metonymy

There has been debate in linguistics literature as
whether it is the noun or the verb in the metonymic
phrase that determines the interpretation. Some of
the accounts along with our own analysis are pre-
sented below.

8.1 The Effect of the Noun Complement

The interpretation of logical metonymy is often
explained by the lexical defaults associated with
the noun complement in the metonymic phrase.
Pustejovsky (1991) models these lexical defaults
in the form of the qualia structure of the noun. The
qualia structure of a noun specifies the following
aspects of its meaning:

• CONSTITUTIVE Role (the relation between
an object and its constituents)

• FORMAL Role (that which distinguishes the
object within a larger domain)

• TELIC Role (purpose and function of the ob-
ject)

• AGENTIVE Role (how the object came into
being)

For the problem of logical metonymy the telic and
agentive roles are of particular interest. For ex-
ample, the noun book would have read specified
as its telic role and write as its agentive role in
its qualia structure. Following Pustejovsky (1991;
1995) and others, we take this information from
the noun qualia to represent the default interpre-
tations of metonymic constructions. Nevertheless,
multiple telic and agentive roles can exist and be
valid interpretations, which is supported by the ev-
idence derived from the corpus (Verspoor, 1997).

Such lexical defaults operate with a lack of
pragmatic information. In some cases, however,
lexical defaults can be overridden by context.
Consider the following example taken from Las-
carides and Copestake (1995).

(6) My goat eats anything. He really enjoyed
your book.

Here it is clear that the goat enjoyed eating the
book and not reading the book, which is enforced
by the context. Thus, incorporating the context of
the metonymic phrase into the model would be an-
other interesting extension of our experiment.

8.2 The Effect of the Metonymic Verb
By analysing phrases from the dataset of Lap-
ata and Lascarides (2003) we found that different
metonymic verbs have different effect on the inter-
pretation of logical metonymy. In this section we
provide some criteria based on which one could
classify metonymic verbs:

• Control vs. raising. Consider the phrase ex-
pect poetry taken from the dataset of Lap-
ata and Lascarides. Expect is a typical ob-
ject raising verb and, therefore, the most ob-
vious interpretation of this phrase would be
expect someone to learn/recite poetry, rather
than expect to hear poetry or expect to learn
poetry, as suggested by the model of Lapata
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and Lascarides. Their model does not take
into account raising syntactic frame and as
such its interpretation of raising metonymic
phrases will be based on the wrong kind
of corpus evidence. Our expectation, how-
ever, is that control verbs tend to form logical
metonymies more frequently. By analyzing
the lists of control and raising verbs compiled
by Boguraev and Briscoe (1987) we found
evidence supporting this claim. Only 20% of
raising verbs can form metonymic construc-
tions (e.g. expect, allow, command, request,
require etc.), while others can not (e.g. ap-
pear, seem, consider etc.). Due to both this
and the fact that we build on the approach of
Lapata and Lascarides (2003), we gave pref-
erence to control verbs to develop and test our
system.

• Activity vs. result. Some metonymic verbs
require the reconstructed event to be an ac-
tivity (e.g. begin writing the book), while oth-
ers require a result (e.g. attempt to reach the
peak). This distinction potentially allows to
rule out some incorrect interpretations, e.g. a
resultative find for enjoy book, as enjoy re-
quires an event of the type activity. Automat-
ing this would be an interesting route for ex-
tension of our experiment.

• Telic vs. agentive vs. other events. An-
other interesting observation we made cap-
tures the constraints that the metonymic verb
imposes on the reconstructed event in terms
of its function. While some metonymic verbs
require rather telic events (e.g., enjoy, want,
try), others have strong preference for agen-
tive (e.g., start). However, for some cate-
gories of verbs it is hard to define a partic-
ular type of the event they require (e.g., at-
tempt the peak should be interpreted as at-
tempt to reach the peak, which is neither telic
nor agentive).

9 Conclusions and Future Work

We presented a system producing disambiguated
interpretations of logical metonymy with respect
to word sense. Such representation is novel and
it is intuitive to humans, as demonstrated by the
human experiment. We also proposed a novel
scheme for estimating the likelihood of a WordNet
synset as a unit from a non-disambiguated corpus.

The obtained results demonstrate the effectiveness
of our approach to deriving metonymic interpreta-
tions.

Along with this we provided criteria for dis-
criminating between different metonymic verbs
with respect to their effect on the interpretation
of logical metonymy. Our empirical analysis has
shown that control verbs tend to form logical
metonymy more frequently than raising verbs, as
well as that the former comply with the model of
Lapata and Lascarides (2003), whereas the latter
form logical metonymies based on a different syn-
tactic frame. Incorporating such linguistic knowl-
edge into the model would be an interesting exten-
sion of this experiment.

One of the motivations of the proposed sense-
based representation is the fact that the interpreta-
tions of metonymic phrases tend to form coher-
ent semantic classes (Pustejovsky, 1991; Puste-
jovsky, 1995; Godard and Jayez, 1993). The au-
tomatic discovery of such classes would require
word sense disambiguation as an initial step. This
is due to the fact that it is verb senses that form the
classes rather than verb strings. Comparing the in-
terpretations obtained for the phrase finish video,
one can clearly distinguish between the meaning
pertaining to the creation of the video, e.g., film,
shoot, take, and those denoting using the video,
e.g., watch, view, see. Discovering such classes
using the existing verb clustering techniques is our
next experiment.

Using sense-based interpretations of logical
metonymy as opposed to ambiguous verbs could
benefit other NLP applications that rely on disam-
biguated text (e.g. for the tasks of information re-
trieval (Voorhees, 1998) and question answering
(Pasca and Harabagiu, 2001)).
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Abstract

Large scale efforts are underway to cre-
ate dependency treebanks and parsers
for Hindi and other Indian languages.
Hindi, being a morphologically rich, flex-
ible word order language, brings chal-
lenges such as handling non-projectivity
in parsing. In this work, we look
at non-projectivity in Hyderabad De-
pendency Treebank (HyDT) for Hindi.
Non-projectivity has been analysed from
two perspectives: graph properties that
restrict non-projectivity and linguistic
phenomenon behind non-projectivity in
HyDT. Since Hindi has ample instances
of non-projectivity (14% of all structures
in HyDT are non-projective), it presents
a case for an in depth study of this phe-
nomenon for a better insight, from both of
these perspectives.

We have looked at graph constriants like
planarity, gap degree, edge degree and
well-nestedness on structures in HyDT.
We also analyse non-projectivity in Hindi
in terms of various linguistic parameters
such as the causes of non-projectivity,
its rigidity (possibility of reordering) and
whether the reordered construction is the
natural one.

1 Introduction

Non-projectivity occurs when dependents do not
either immediately follow or precede their heads
in a sentence (Tesnire, 1959). These dependents
may be spread out over a discontinuous region of
the sentence. It is well known that this poses prob-
lems for both theoretical grammar formalisms as
well as parsing systems. (Kuhlmann and Möhl,
2007; McDonald and Nivre, 2007; Nivre et al.,
2007)

Hindi is a verb final, flexible word order lan-
guage and therefore, has frequent occurrences
of non-projectivity in its dependency structures.
Bharati et al. (2008a) showed that a major chunk
of errors in their parser is due to non-projectivity.
So, there is a need to analyse non-projectivity in
Hindi for a better insight into such constructions.
We would like to say here, that as far as we are
aware, there hasn’t been any attempt to study non-
projectivity in Hindi before this work. Our work
is a step forward in this direction.

Non-projectivity can be analysed from two as-
pects. a) In terms of graph properties which re-
strict non-projectivity and b) in terms of linguis-
tic phenomenon giving rise to non-projectivity.
While a) gives an idea of the kind of grammar for-
malisms and parsing algorithms required to handle
non-projective cases in a language, b) gives an in-
sight into the linguistic cues necessary to identify
non-projective sentences in a language.

Parsing systems can explore algorithms and
make approximations based on the coverage of
these graph properties on the treebank and lin-
guistic cues can be used as features to restrict the
generation of non-projective constructions (Shen
and Joshi, 2008). Similarly, the analyses based on
these aspects can also be used to come up with
broad coverage grammar formalisms for the lan-
guage.

Graph constraints such as projectivity, pla-
narity, gap degree, edge degree and well-
nestedness have been used in previous works to
look at non-projective constructions in treebanks
like PDT and DDT (Kuhlmann and Nivre, 2006;
Nivre, 2006). We employ these constraints in our
work too. Apart from these graph constraints, we
also look at non-projective constructions in terms
of various parameters like factors leading to non-
projectivity, its rigidity (see Section 4), its approx-
imate projective construction and whether its the
natural one.
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In this paper, we analyse dependency structures
in Hyderabad Dependency Treebank (HyDT).
HyDT is a pilot treebank containing dependency
annotations for 1865 Hindi sentences. It uses
the annotation scheme proposed by Begum et al.
(2008), based on the Paninian grammar formal-
ism.

This paper is organised as follows: In section
2, we give an overview of HyDT and the annota-
tion scheme used. Section 3 discusses the graph
properties that are used in our analysis and section
4 reports the experimental results on the coverage
of these properties on HyDT. The linguistic anal-
ysis of non-projective constructions is discussed
case by case in Section 5. The conclusions of this
work are presented in section 6. Section 7 gives
directions for future works on non-projectivity for
Hindi.

2 Hyderabad Dependency Treebank
(HyDT)

HyDT is a dependency annotated treebank for
Hindi. The annotation scheme used for HyDT is
based on the Paninian framework (Begum et al.,
2008). The dependency relations in the treebank
are syntactico-semantic in nature where the main
verb is the central binding element of the sentence.
The arguments including the adjuncts are anno-
tated taking the meaning of the verb into consid-
eration. The participants in an action are labeled
with karaka relations (Bharati et al., 1995). Syn-
tactic cues like case-endings and markers such as
post-positions and verbal inflections, help in iden-
tifying appropriate karakas.

The dependency tagset in the annotation
scheme has 28 relations in it. These include
six basic karaka relations (adhikarana [location],
apaadaan [source], sampradaan [recipient], karana
[instrument], karma [theme] and karta [agent] ).
The rest of the labels are non-karaka labels like
vmod, adv, nmod, rbmod, jjmod etc...1 The
tagset also includes special labels like pof and
ccof, which are not dependency relations in the
strict sense. They are used to handle special
constructions like conjunct verbs (ex:- prashna
kiyaa (question did)), coordinating conjunc-
tions and ellipses.

In the annotation scheme used for HyDT, re-
lations are marked between chunks instead of

1The entire dependency tagset can be found at
http://ltrc.deptagset.googlepages.com/k1.htm

words. A chunk (with boundaries marked) in
HyDT, by definition, represents a set of adjacent
words which are in dependency relation with each
other, and are connected to the rest of the words
by a single incoming dependency arc. The rela-
tions among the words in a chunk are not marked.
Thus, in a dependency tree in HyDT, each node is
a chunk and the edge represents the relations be-
tween the connected nodes labeled with the karaka
or other relations. All the modifier-modified rela-
tions between the heads of the chunks (inter-chunk
relations) are marked in this manner. The annota-
tion is done using Sanchay2 mark up tool in Shakti
Standard Format (SSF) (Bharati et al., 2005). For
the work in this paper, to get the complete depen-
dency tree, we used an automatic rule based intra-
chunk relation identifier. The rules mark these
intra-chunk relations with an accuracy of 99.5%,
when evaluated on a test set.

The treebank has 1865 sentences with a total of
16620 chunks and 35787 words. Among these,
14% of the sentences have non-projective struc-
tures and 1.87% of the inter-chunk relations are
non-projective. This figure drops to 0.87% if we
consider the intra-chunk relations too (as all intra-
chunk relations are projective). In comparison,
treebanks of other flexible word order languages
like Czech and Danish have non-projectivity in
23% (out of 73088 sentences) and 15% (out
of 4393 sentences) respectively (Kuhlmann and
Nivre, 2006; Nivre et al., 2007).

3 Non projectivity and graph properties

In this section, we define dependency graph for-
mally and discuss standard propertiess uch as sin-
gle headedness, acyclicity and projectivity. We
then look at complex graph constraints like gap de-
gree, edge degree, planarity and well-nestedness
which can be used to restrict non-projectivity in
graphs.

In what follows, a dependency graph for an in-
put sequence of words x1 · · ·xn is an unlabeled
directed graph D = (X, Y ) where X is a set of
nodes and Y is a set of directed edges on these
nodes. xi → xj denotes an edge from xi to xj ,
(xi, xj) ∈ Y . →∗ is used to denote the reflexive
and transitive closure of the relation. xi →∗ xj

means that the node xi dominates the node xj ,
i.e., there is a (possibly empty) path from xi to
xj . xi ↔ xj denotes an edge from xi to xj or vice

2http://sourceforge.net/projects/nlp-sanchay
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versa. For a given node xi, the set of nodes domi-
nated by xi is the projection of xi. We use π(xi) to
refer to the projection of xi arranged in ascending
order.

Every dependency graph satisfies two con-
straints: acyclicity and single head. Acyclicity
refers to there being no cycles in the graph. Sin-
gle head refers to each node in the graph D having
exactly one incoming edge (except the one which
is at the root). While acyclicity and single head
constraints are satisfied by dependency graphs in
almost all dependency theories. Projectivity is a
stricter constraint used and helps in reducing pars-
ing complexities.

Projectivity: If node xk depends on node xi,
then all nodes between xi and xk are also subordi-
nate to xi (i.e dominated by xi) (Nivre, 2006).

xi → xk ⇒ xi →∗ xj

∀xj ∈ X : (xi < xj < xk ∨ xi > xj > xk)

Any graph which doesn’t satisfy this constraint
is non-projective. Unlike acyclicity and the sin-
gle head constraints, which impose restrictions
on the dependency relation as such, projectivity
constrains the interaction between the dependency
relations and the order of the nodes in the sen-
tence (Kuhlmann and Nivre, 2006)..

Graph properties like planarity, gap degree,
edge degree and well-nestedness have been pro-
posed in the literature to constrain grammar for-
malisms and parsing algorithms from looking at
unrestricted non-projectivity. We define these
properties formally here.

Planarity: A dependency graph is planar if
edges do not cross when drawn above the sentence
(Sleator and Temperley, 1993). It is similar to pro-
jectivity except that the arc from dummy node at
the beginning (or the end) to the root node is not
considered.

∀(xi, xj , xk, xl) ∈ X,

¬((xi ↔ xk ∧ xj ↔ xl) ∧ (xi < xj < xk < xl))

Gap degree: The gap degree of a node is the
number of gaps in the projection of a node. A gap
is a pair of nodes (π(xi)k, π(xi)k+1) adjacent in
π(xi) but not adjacent in sentence. The gap de-
gree of node Gd(xi) is the number of such gaps
in its projection. The gap degree of a sentence
is the maximum among gap degrees of nodes in
D(X, Y ) (Kuhlmann, 2007).

Edge degree: The number of connected com-
ponents in the span of an edge which are not
dominated by the outgoing node in the edge.
Span span(xi → xj) = (min(i, j),max(i, j)).
Ed(xi → xj) is the number of connected com-
ponenets in the span span(xi → xj) whose parent
is not in the projection of xi. The edge degree of
a sentence is the maximum among edge degrees
of edges in D(X, Y ). (Nivre, 2006) defines it as
degree of non-projectivity. Following (Kuhlmann
and Nivre, 2006), we call this edge degree to avoid
confusion.

Well-nested: A dependency graph is well-
nested if no two disjoint subgraphs interleave
(Bodirsky et al., 2005). Two subgraphs are dis-
joint if neither of their roots dominates the other.
Two subtrees Si,Sj interleave if there are nodes
xl, xm ∈ Si and xn, xo ∈ Sj such that l < m <
n < o (Kuhlmann and Nivre, 2006).

The gap degree and the edge degree provide
a quantitative measure for the non-projectivity of
dependency structures. Well-nestedness is a qual-
itative property: it constrains the relative positions
of disjoint subtrees.

4 Experiments on HyDT

Property Count Percentage
All structures 1865

Gap degree
Gd(0) 1603 85.9%
Gd(1) 259 13.89%
Gd(2) 0 0%
Gd(3) 3 0.0016%

Edge degree
Ed(0) 1603 85.9%
Ed(1) 254 13.6%
Ed(2) 6 0.0032%
Ed(3) 1 0.0005%
Ed(4) 1 0.0005%

Projective 1603 85.9%
Planar 1639 87.9%

Non-projective 36 1.93%
& planar

Well-nested 1865 100%

Table 1: Results on HyDT

In this section, we present an experimental eval-
uation of the graph constraints mentioned in the
previous section on the dependency structures in
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_ROOT_ tab     raat  lagabhag   chauthaaii   Dhal__chukii__thii     jab     unheM    behoshii__sii  aaiii

then   night  about      one−fourth    over    be.PastPerf.  when   him   unconsciouness  PART. came

About one−fourth of the night was over when he started becoming unconscious

_ROOT_   hamaaraa   maargadarshak__aur__saathii     saty__hai  ,   jo   iishvar__hai

Truth, which is God, is our guide and companion 

our             guide  and  companion             truth  is     , which God   is

a)

b)

Figure 1: a) Relative co-relative construction, b) Extraposed relative clause construction

HyDT. Since HyDT is a small corpus and is still
under construction, these results might not be the
exact reflection of naturally occurring sentences in
real-world. Nevertheless, we hope these results
will give an idea of the kind of structures one can
expect in Hindi.

We report the percentage of structures that
satisfy various graph properties in table 1. In
HyDT, we see that 14% of all structures are non-
projective. The highest gap degree for structures
in HyDT is 3 and in case of edge degree, it is 4.
Only 3 structures (1.5% approx.) have gap de-
gree of more than 1 in a total of 262 non-projective
sentences. When it comes to edge degree, only 8
structures (3%) have edge degree more than 1.

The difference in the coverage of gap degree
1 & 2 (and the fact that gap degree 1 accounts
for 13.9% of the structures) shows that a parser
should handle non-projective constructions at least
till gap degree 1 for good coverage. The same can
be said about edge degree.

5 Cases of non-projectivity in HyDT

We have carried out a study of the instances of
non-projectivity that HyDT brought forth. In
this section, we classify these instances based on
factors leading to non-projectivity and present
our analysis of them. For each of these classes,
we look at the rigidity of these non-projective
constructions and their best projective approxi-
mation possible by reordering. Rigidity here is
the reorderability of the constructions retaining
the gross meaning. Gross meaning refers to the
meaning of the sentence not taking the discourse
and topic-focus into consideration, which is how

parsing is typically done.
e.g., the non-projective construction in figure 1b,
yadi rupayoM kii zaruurat thii to
mujh ko bataanaa chaahiye thaa3

can be reordered to form a projective construction
mujh ko bataanaa chaahiye thaa
yadi rupayoM kii zaruurat thii
to. Therefore, this sentence is not rigid.

Study of rigidity is important from natural lan-
guage generation perspective. Sentence genera-
tion from projective structures is easier and more
efficient than from non-projective ones. Non-
projectivity in constructions that are non-rigid can
be effectively dealt with through projectivisation.

Further, we see if these approximations are
more natural compared to the non-projective ones
as this impacts sentence generation quality. A nat-
ural construction is the one most preferred by na-
tive speakers of that language. Also, it more or less
abides by the well established rules and patterns of
the language.

We observed that non-projectivity is caused in
Hindi, due to various linguistic phenomena mani-
fested in the language, such as relative co-relative
constructions, paired connectives, complex co-
ordinating structures, interventions in verbal argu-
ments by non-verbal modifiers, shared arguments
in non-finite clauses, movement of modifiers, el-
lipsis etc. Also, non-projectivity in Hindi can oc-
cur within a clause (intra-clausal) as well as be-
tween elements across clauses (inter-clausal).

We now discuss some of these linguistic phe-
nomena causing non-projectivity.

3The glosses for the sentences in this section are listed in
the corresponding figures and are not repeated to save space.
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Gorki       if       this   new   literature  of       creator           was   then        socialism         its         solid         base        was

If Gorki was the creator of this new literature, then socialism was its solid base

b)

_ROOT_      gorkii    yadi    is__naye__saahity__ke__srishtikartaa         the    to       samaajavaad     isakaa     Thos    aadhaar    thaa

a)

_ROOT_     yadi       rupayoM   kii   zaruurat   thii       to       mujh     ko   bataanaa__chahiye__thaa

if              rupees     of      need      was    then      me      Dat.     told             should    be(past)

If [you] needed rupees then [you] should have told me

Figure 2: a) Paired connectives construction, b) Construction with non-projectivity within a clause

5.1 Relative co-relative constructions

The pattern in co-relatives is that a demonstra-
tive pronoun, which also functions as deter-
miner in Hindi, such as vo (that), always oc-
curs in correlation with a relative pronoun, jo
(which). In fact, the language employs a se-
ries of such pronouns : e.g., jis-us ‘which-
that’, jahaaM-vahaaM ‘where-there’, jidhar-
udhar ‘where-there’, jab-tab ‘when-then’,
aise-jaise (Butt et al., 2007).

Non-projectivity is seen to occur in relative co-
relative constructions with pairs such as jab-tab,
if the clause beginning with the tab precedes the
jab clause as seen in figure 1a. If the clause with
the relative pronoun comes before the clause with
the demonstrative pronoun, non-projectivity can
be ruled out. So, this class of non-projective con-
structions is not rigid since projective structures
can be obtained by reordering without any loss of
meaning. The projective case is relatively more
natural than the non-projective one. This is reaf-
firmed in the corpus where the projective relative
co-relative structures are more frequent than the
non-projective sentences.

In the example in figure 1a, the sentence can be
reordered by moving the tab clause to the right
of the jab clause, to remove non-projectivity.

jab unheM behoshii sii aaii tab
raat lagabhag chauthaaii Dhal
chukii thii − when he started becoming
unconscious, about one-fourth of the night was
over

5.2 Extraposed relative clause constructions

If the relative clause modifying a noun phrase
(NP) occurs after the verb group (VP), it leads to
non-projectivity.

In the sentence in figure 1b, non-projectivity
occurs because jo iishvar hai, the rel-
ative clause modifying the NP hamaaraa
maargadarshak aur saathii is extra-
posed after the VP saty hai.

This class of constructions is not rigid as the
extraposed relative clause can be moved next to
the noun phrase, making it projective. However,
the resulting projective construction is less natural
than the original non-projective one.

The reordered projective construction
for the example sentence is hamaaraa
maargadarshak aur saathii, jo
iishvar hai, saty hai − Our guide and
companion which is God is truth

This class of non-projective constructions ac-
counts for approximately half of the total non-
projective sentences in the treebank.

5.3 Intra-clausal non-projectivity

In this case, the modifier of the NP is a non-relative
clause and is different from the class 5.2.

In the example in figure 2b, the NP
gorkii and the phrase modifying it is
naye saahity ke srishtikartaa are
separated by yadi, a modifier of to clause.
Intra-clausal non-projectivity here is within the
clause gorkii yadi is naye saahity
ke srishtikartaa the.
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He had such [a] liking for sniff that he was not able to give it up

a)

_ROOT_     naas     kaa    unheM       aisaa     shauk_thaa       ki       usako    tyaag    na        paate__the 

 sniff      of       him            such    liking   was      that       it        give−up not   able−to  was

_ROOT_   usakaa    is__hiire__ke__liye    lagaava    svata:    siddh__hai

his     this  diamond  for            love   by−itself  evident  is

his love for this diamond is evident by itself

b)

Figure 3: a) ki complement clause, b) Genetive relation split by a verb modifier

To remove non-projectivity, reordering of such
sentences is possible by moving the non-modifier,
so that it no more separates them. Here, moving
yadi to the left of gorkii takes care of non-
projectivity thus making this class not rigid. The
reordered projective construction is more natural.
yadi gorkii is naye saahity ke

srishtikartaa the to samaajavaad
isakaa Thos aadhaar thaa

5.4 Paired connectives
Paired connectives (such as agar-to ’if -then’,
yadi-to ’if -then’) give rise to non-projectivity in
HyDT on account of the annotation scheme used.

As shown in figure 2a, the to clause is modified
by the yadi clause in such constructions. Most of
these sentences can be reordered while still retain-
ing the meaning of the sentence: the phrase that
comes after to, followed by yadi clause, and
then to. Here mentioning to is optional.

This sentence can be reordered and is not rigid.
However, the resulting projective construction
is not a natural one. mujh ko bataanaa
chaahiye thaa yadi rupayoM kii
zaruurat thii [to] − (you) should have
told me if (you) needed rupees

Connectives like yadi can also give rise to
intra-clausal non-projectivity apart from inter-
clausal non-projectivity as discussed. This hap-
pens when the connective moves away from the
beginning of the sentence (see figure 2b).

5.5 ki complement clause
A phrase (including a VP in it) appears between
the ki (that) clause and the word it modifies

(such as yaha (this), asiaa (such), is tarah
(such), itana (this much) ), resulting in non-
projectivity in the ki complement constructions.
The verb in this verb group is generally copular.
Since Hindi is a verb final language, the comple-
mentiser clause (ki clause) occurs after the verb
of the main clause, while its referent lies before
the verb in the main clause. This leads to non-
projectivity in such constructions. The yaha-ki
constructions follow the pattern: yaha-its prop-
erty-VP-ki clause.

E.g. yaha-rahasya-hai-ki shukl
jii pratham shreNii ke kavi kyoM
the.

This class of constructions are rigid and non-
projectivity can’t be removed from such sen-
tences. In cases where the VP has a transitive
verb, the ki clause and its referent, both mod-
ify the verb, making the construction projective.
For ex. In usane yaha kahaa ki vaha
nahin aayegaa, yaha and the ki clause both
modify the verb kahaa.

In figure 3a, the phrase shauk thaa sepa-
rates aisaa and the ki clause, resulting in non-
projectivity.

5.6 A genetive relation split by a verb
modifier

This is also a case of intra-clausal non-projectivity.
In such constructions, the verb has its modifier em-
bedded within the genetive construction.

In the example in figure 3b, the components of
the genetive relation, usakaa and lagaav are
separated by the phrase is hiire ke liye.
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that    writers’       identity   Acc  we    proudly    publisher           before         put.non−fin    talk        do      be.Past

The writers’ identity that we proudly put before the publisher and talked [to him]

_ROOT_      us__lekhakiiy__asmitaa__ko      ham  sagarv   prakaashak__ke−saamane       rakhakar         baat__karate__the

b)

a)

_ROOT_    isake__baad     vah    jamaan__shaah   aur−phir    1795__meM    shaah__shujaa   ko   milaa

  this      after      it       Jaman     Shah  and−then   1795      in        Shah     Shuja    to     got

After this Jaman Shah [got it] and then, in 1795 Shah Shuja got it

Figure 4: a) A phrase splitting a co-ordinating structure, b) Shared argument splitting the non finite
clause

The sentence is not rigid and can be reordered to
a projective construction by moving the phrase is
hiire ke liye to the left of usakaa. It re-
tains the meaning of the original construction and
is also, a more natural one.

is hiire ke liye usakaa lagaav
svata: siddh hai − his love for this
diamond is evident by itself

5.7 A phrase splitting a co-ordinating
structure

As seen in figure 4a, non-projectivity is caused
in the sentence because, embedding of the
phrase 1795 meM splits the co-ordinating
structure jamaan shaah aur-phir shaah
shujaa. These kinds of constructions can be re-
ordered. So, they are not rigid. The projective
constructions are more natural.

isake baad vah jamaan shaah ko
aur-phir shaah shujaa ko 1795 meM
milaa

Non-projective Class Count %
Relative co-relatives constructions 18 6.8 %
Extraposed realtive clause constructions 101 38.0 %
Intra-clausal non-projectivity 12 4.5 %
Paired connectives 33 12.4 %
ki complement clauses 52 19.5 %
Genetive relation split by a verb modifier 10 3.8 %
Phrase splitting a co-ordinating structure 4 1.5 %
Shared argument splits the non-finite clause 10 3.8 %
Others 26 9.8 %

Table 2: Non-projectivity class distribution in HyDT

5.8 Shared argument splits the non finite
clause

In the example in 4b, hama is annotated as the ar-
gument of the main verb baawa karate the.
It also is the shared argument of the non finite
verb rakhakara (but isn’t marked explicitly in
the treebank). It splits the non finite clause us
lekhakiiya asmitaa ko ham sagarv
prakaashak ke saamane rakhakara

Through reordering, this sentence can easily be
made into a projective construction, which is also
the more natural construction for it.
ham us lekhakiiy asmitaa ko

sagarv prakaashak ke-saamane
rakhakar baat karate the

5.9 Others
There are a few non-projective constructions in
HyDT which haven’t been classified and discussed
in the eight categories above. This is because they
are single occurences in HyDT and seem to be rare
phenomenon. There are also a few instances of in-
consistent NULL placement and errors in chunk
boundary marking or annotation.

6 Conclusion

Our study of HyDT shows that non-projectivity in
Hindi is more or less confined to the classes dis-
cussed in this paper. There might be more types of
non-projective structures in Hindi which may not
have occurred in the treebank.

Recent experiments on Hindi dependency pars-
ing have shown that non-projective structures form
a major chunk of parsing errors (Bharati et al.,
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2008a). In spite of using state-of-art parsers which
handle non-projectivity, experiments show that the
types of non-projectivity discussed in this paper
are not handled effectively.

The knowledge of such non-projective classes
could possibly be used to enhance the perfor-
mance of a parser. This work further corrobo-
rates Kuhlmann’s work on Czech (PDT) for Hindi
(Kuhlmann and Nivre, 2006). Specifically, as dis-
cussed in section 4, the non-projective structures
in HyDT satisfy the constraints (gap degree ≤ 2
and well-nestedness) to be called as mildly non-
projective.

7 Future Work

We propose to use the analysis in this paper to
come up with non-projective parsers for Hindi.
This can be done in more than one ways, such as:

The constraint based dependency parser for
Hindi proposed in (Bharati et al., 2008b) can be
extended to incorporate graph properties discussed
in section 3 as constraints.

Further, linguistic insights into non-projectivity
can be used in parsing to identify when to generate
the non-projective arcs. The parser can have spe-
cialised machinery to handle non-projectivity only
when linguistic cues belonging to these classes are
active. The advantage of this is that one need not
come up with formal complex parsing algorithms
which give unrestricted non-projective structures.

As the HyDT grows, we are bound to come
across more instances as well as more types of
non-projective constructions that could bring forth
interesting phenomenon. We propose to look into
these for further insights.
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Abstract
This paper presents ongoing research in
clinical information extraction. This work
introduces a new genre of text which are
not well-written, noise prone, ungrammat-
ical and with much cryptic content. A cor-
pus of clinical progress notes drawn form
an Intensive Care Service has been manu-
ally annotated with more than 15000 clin-
ical named entities in 11 entity types. This
paper reports on the challenges involved in
creating the annotation schema, and recog-
nising and annotating clinical named enti-
ties. The information extraction task has
initially used two approaches: a rule based
system and a machine learning system
using Conditional Random Fields (CRF).
Different features are investigated to as-
sess the interaction of feature sets and the
supervised learning approaches to estab-
lish the combination best suited to this
data set. The rule based and CRF sys-
tems achieved an F-score of 64.12% and
81.48% respectively.

1 Introduction

A substantial amount of clinical data is locked
away in a non-standardised form of clinical lan-
guage, which if standardised could be usefully
mined to improve processes in the work of clin-
ical wards, and to gain greater understanding of
patient care as well as the progression of diseases.
However in some clinical contexts these clinical
notes, as written by a clinicians, are in a less struc-
tured and often minimal grammatical form with
idiosyncratic and cryptic shorthand. Whilst there
is increasing interest in the automatic extraction
of the contents of clinical text, this particular type
of notes cause significant difficulties for automatic
extraction processes not present for well-written
prose notes.

The first step to the extraction of structured in-
formation from these clinical notes is to achieve
accurate identification of clinical concepts or
named entities. An entity may refer to a concrete
object mentioned in the notes. For example, there
are 3 named entities - CT, pituitary macroade-
noma and suprasellar cisterns in the sentence:
CT revealed pituitary macroadenoma in suprasel-
lar cisterns.

In recent years, the recognition of named en-
tities from biomedical scientific literature has be-
come the focus of much research, a large number
of systems have been built to recognise, classify
and map biomedical terms to ontologies. How-
ever, clinical terms such as findings, procedures
and drugs have received less attention. Although
different approaches have been proposed to iden-
tify clinical concepts and map them to terminolo-
gies (Aronson, 2001; Hazlehurst et al., 2005;
Friedman et al., 2004; Jimeno et al., 2008), most
of the approaches are language pattern based,
which suffer from low recall. The low recall rate
is mainly due to the incompleteness of medical
lexicon and expressive use of alternative lexico-
grammatical structures by the writers. However,
only little work has used machine learning ap-
proaches, because no training data has been avail-
able, or the data are not available for clinical
named entity identification.

There are semantically annotated corpora that
have been developed in biomedical domain in the
past few years, for example, the GENIA cor-
pus of 2000 Medline abstracts has been annotated
with biological entities (Kim et al., 2003); The
PennBioIE corpus of 2300 Medline abstracts an-
notated with biomedical entities, part-of-speech
tag and some Penn Treebank style syntactic struc-
tures (Mandel, 2006) and LLL05 challenge task
corpus (Nédellec, 2005). However only a few cor-
pora are available in the clinical domain. Many
corpora are ad hoc annotations for evaluation, and

18



the size of the corpora are small which is not opti-
mal for machine learning strategies. The lack of
data is due to the difficulty of getting access to
clinical text for research purposes and clinical in-
formation extraction is still a new area to explore.
Many of the existing works focused only on clini-
cal conditions or disease (Ogren et al., 2006; Pes-
tian et al., 2007). The only corpus that is anno-
tated with a variety of clinical named entities is
the CLEF project (Roberts et al., 2007) .

Most of the works mentioned above are anno-
tated on formal clinical reports and scientific liter-
ature abstracts, which generally conform to gram-
matical conventions of structure and readability.
The CLEF data, annotated on clinical narrative re-
ports, still uses formal clinical reports. The clini-
cal notes presented in this work, is another genre
of text, that is different from clinical reports, be-
cause they are not well-written. Notes written
by clinicians and nurses are highly ungrammatical
and noise prone, which creates issues in the quality
of any text processing. Examples of problems aris-
ing from such texts are: firstly, variance in the rep-
resentation of core medical concepts, whether un-
consciously, such as typographical errors, or con-
sciously, such as abbreviations and personal short-
hand; secondly, the occurrences of different no-
tations to signify the same concept. The clinical
notes contain a great deal of formal terminology
but used in an informal and unorderly manner, for
example, a study of 5000 instances of Glasgow
Coma Score (GCS) readings drawn from the cor-
pus showed 321 patterns are used to denote the
same concept and over 60% of them are only used
once.

The clinical information extraction problem is
addressed in this work by applying machine learn-
ing methods to a corpus annotated for clinical
named entities. The data selection and annota-
tion process is described in Section 3. The initial
approaches to clinical concept identification using
both a rule-based approach and machine learning
approach are described in Section 4 and Section 5
respectively. A Conditional Random Fields based
system was used to study and analyse the contri-
bution of various feature types. The results and
discussion are presented in Section 6.

2 Related Work

There is a great deal of research addressing con-
cept identification and concept mapping issues.

The Unified Medical Language System Metathe-
saurus (UMLS) (Lindberg et al., 1993) is the
world’s largest medical knowledge source and it
has been the focus of much research. The sim-
plest approaches to identifying medical concepts
in text is to maintain a lexicon of all the entities
of interest and to systematically search through
that lexicon for all phrases of any length. This
can be done efficiently by using an appropriate
data structure such as a hash table. Systems that
use string matching techniques include SAPHIRE
(Hersh and Hickam, 1995), IndexFinder (Zou et
al., 2003), NIP (Huang et al., 2005) and Max-
Matcher (Zhou et al., 2006). With a large lexicon,
high precision and acceptable recall were achieved
by this approach in their experiments. However,
using these approaches out of box for our task is
not feasible, due to the high level of noise in the
clinical notes, and the ad hoc variation of the ter-
minology, will result in low precision and recall.

A more sophisticated and promising approach
is to make use of shallow parsing to identify all
noun phrases in a given text. The advantage of
this approach is that the concepts that do not exist
in the lexicon can be found. MedLEE (Friedman,
2000) is a system for information extraction in
medical discharge summaries. This system uses a
lexicon for recognising concept semantic classes,
word qualifiers, phrases, and parses the text using
its own grammar, and maps phrases to standard
medical vocabularies for clinical findings and dis-
ease. The MetaMap (Aronson, 2001) program
uses a three step process started by parsing free-
text into simple noun phrases using the Special-
ist minimal commitment parser. Then the phrase
variants are generated and mapping candidates are
generated by looking at the UMLS source vocabu-
lary. Then a scoring mechanism is used to evaluate
the fit of each term from the source vocabulary, to
reduce the potential matches (Brennan and Aron-
son, 2003). Unfortunately, the accurate identifica-
tion of noun phrases is itself a difficult problem,
especially for the clinical notes. The ICU clin-
ical notes are highly ungrammatical and contain
large number of sentence fragments and ad hoc
terminology. Furthermore, highly stylised tokens
of combinations of letters, digits and punctua-
tion forming complex morphological tokens about
clinical measurements in non-regular patterns add
an extra load on morphological analysis, e.g. “4-
6ml+/hr” means 4-6 millilitres or more secreted by
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the patient per hour. Parsers trained on generic text
and MEDLINE abstracts have vocabularies and
language models that are inappropriate for such
ungrammatical texts.

Among the state-of-art systems for concept
identification and named entity recognition are
those that utilize machine learning or statistical
techniques. Machine learners are widely used in
biomedical named entity recognition and have out-
performed the rule based systems (Zhou et al.,
2004; Tsai et al., 2006; Yoshida and Tsujii, 2007).
These systems typically involve using many fea-
tures, such as word morphology or surrounding
context and also extensive post-processing. A
state-of-the-art biomedical named entity recog-
nizer uses lexical features, orthographic features,
semantic features and syntactic features, such as
part-of-speech and shallow parsing.

Many sequential labeling machine learners have
been used for experimentation, for example, Hid-
den Markov Model(HMM) (Rabiner, 1989), Max-
imum Entropy Markov Model (MEMM) (McCal-
lum et al., 2000) and Conditional Random Fields
(CRF) (Lafferty et al., 2001). Conditional Ran-
dom Fields have proven to be the best performing
learner for this task. The benefit of using a ma-
chine learner is that it can utilise both the infor-
mation form of the concepts themselves and the
contextual information, and it is able to perform
prediction without seeing the entire length of the
concepts. The machine learning based systems are
also good at concept disambiguation, in which a
string of text may map to multiple concepts, and
this is a difficult task for rule based approaches.

3 Annotation of Corpus

3.1 The Data

Data were selected form a 60 million token cor-
pus of Royal Prince Alfred Hospital (RPAH)’s In-
tensive Care Service (ICS). The collection con-
sists of clinical notes of over 12000 patients in
a 6 year time span. It is composed of a vari-
ety of different types of notes, for example, pa-
tient admission notes, clinician notes, physiother-
apy notes, echocardiogram reports, nursing notes,
dietitian and operating theatre reports. The corpus
for this study consists of 311 clinical notes drawn
from patients who have stayed in ICS for more
than 3 days, with most frequent causes of admis-
sion. The patients were identified in the patient
records using keywords such as cardiac disease,

Category Example
FINDING lung cancer; SOB; fever
PROCEDURE chest X Ray;laparotomy
SUBSTANCE Ceftriaxone; CO2; platelet
QUALIFIER left; right;elective; mild
BODY renal artery; LAD; diaphragm
BEHAVIOR smoker; heavy drinker
ABNORMALITY tumor; lesion; granuloma
ORGANISM HCV; proteus; B streptococcus
OBJECT epidural pump; larnygoscope
OCCUPATION cardiologist; psychiatrist
OBSERVABLE GCS; blood pressure

Table 1: Concept categories and examples.

liver disease, respiratory disease, cancer patient,
patient underwent surgery etc. Notes vary in size,
from 100 words to 500 words. Most of the notes
consist of content such as chief complaint, patient
background, current condition, history of present
illness, laboratory test reports, medications, social
history, impression and further plans. The variety
of content in the notes ensures completely differ-
ent classes of concepts are covered by the corpus.
The notes were anonymised, patient-specific iden-
tifiers such as names, phone numbers, dates were
replaced by a like value. All sensitive information
was removed before annotation.

3.2 Concept Category

Based on the advice of one doctor and one clini-
cian/terminologist, eleven concept categories were
defined in order to code the most frequently used
clinical concepts in ICS. The eleven categories
were derived from the SNOMED CT concept hier-
archy. The categories and examples are listed in
Table 1. Detailed explanation of these categories
can be found in SNOMED CT Reference Guide1

3.3 Nested Concept

Nested concepts are concepts containing other
concepts and are annotated in the corpus. They are
of particular interest due to their compositional na-
ture. For example, the term left cavernous carotid
aneurysm embolisation is the outermost concept,
which belongs to PROCEDURE. It contains sev-
eral inner concepts: the QUALIFIER left and the
term cavernous carotid aneurysm as a FINDING,

1SNOMED CT R© Technical Reference Guide - July 2008
International Release. http://www.ihtsdo.org/
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which also contains cavernous carotid as BODY

and aneurysm as ABNORMALITY.
The recognition of nested concepts is crucial for

other tasks that depend on it, such as coreference
resolution, relation extraction, and ontology con-
struction, since nested structures implicitly con-
tain relations that may help improve their correct
recognition. The above outermost concept may be
represented by embedded concepts and relation-
ships as: left cavernous carotid aneurysm emboli-
sation IS A embolisation which has LATERALITY

left, has ASSOCIATED MORPHOLOGY aneurysm
and has PROCEDURE SITE cavernous carotid.

3.4 Concept Frequency
The frequency of annotation for each concept cat-
egory are detailed in Table 2. There are in total
15704 annotated concepts in the corpus, 12688
are outermost concepts and 3016 are inner con-
cepts. The nested concepts account for 19.21% of
all concepts in the corpus. The corpus has 46992
tokens, with 18907 tokens annotated as concepts,
hence concept density is 40.23% of the tokens.
This is higher than the density of the GENIA and
MUC corpora. The 12688 annotated outermost
concepts, results in an average length of 1.49 to-
kens per concept which is less than those of the
GENIA and MUC corpora. These statistics suggest
that ICU staff tend to use shorter terms but more
extensively in their clinical notes which is in keep-
ing with their principle of brevity.

The highest frequency concepts are FIND-
ING, SUBSTANCE, PROCEDURE, QUALIFIER and
BODY, which account 86.35% of data. The re-
maining 13.65% concepts are distributed into 6
rare categories. The inner concepts are mainly
from QUALIFIER, BODY and ABNORMALITY, be-
cause most of the long and complex FINDING

and PROCEDURE concepts contain BODY, AB-
NORMALITY and QUALIFIER, such as the example
in Section 3.3.

3.5 Annotation Agreement
The corpus had been tokenised using a white-
space tokeniser. Each note was annotated by two
annotators: the current author and a computational
linguist experienced with medical texts. Annota-
tion guidelines were developed jointly by the an-
notators and the clinicians. The guidelines were
refined and the annotators were trained using an
iterative process. At the end of each iteration, an-
notation agreement was calculated and the anno-

Category Outer Inner All
ABNORMALITY 0 926 926
BODY 735 1331 2066
FINDING 4741 71 4812
HEALTHPROFILE 399 0 399
OBJECT 179 23 202
OBSERVABLE 198 227 425
OCCUPATION 139 0 139
ORGANISM 36 17 53
PROCEDURE 2353 39 2392
QUALIFIER 1659 21 1680
SUBSTANCE 2249 361 2610
TOTAL 12688 3016 15704

Table 2: Frequencies for nested and outermost
concept.

tations were reviewed. The guidelines were mod-
ified if necessary. This process was stopped un-
til the agreement reached a threshold. In total
30 clinical notes were used in the development
of guidelines. Inter-Annotator Agreement (IAA)
is reported as the F-score by holding one anno-
tation as the standard. F-score is commonly used
in information retrieval and information extraction
evaluations, which calculates the harmonic mean
of recall and precision as follows:

F =
2× precision× recall

precision + recall

The IAA rate in the development cycle finally
reached 89.83. The agreement rate between the
two annotators for the whole corpus by exact
matching was 88.12, including the 30 develop-
ment notes. An exact match means both the
boundaries and classes are exactly the same. The
instances where the annotators did not agree were
reviewed and relabeled by a third annotator to gen-
erate a single annotated gold standard corpus. The
third annotator is used to ensure every concept is
agreed on by at least two annotators.

Disagreements frequently occur at the bound-
aries of a term. Sometimes it is difficult to deter-
mine whether a modifier should be included in the
concept: massive medial defect or medial defect,
in which the latter one is a correct annotation and
massive is a severity modifier. Mistakes in anno-
tation also came from over annotation of a gen-
eral term: anterior approach, which should not
be annotated. Small disagreements were caused
by ambiguities in the clinical notes: some medical
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devices (OBJECT) are often annotated as PROCE-
DURE, because the noun is used as a verb in the
context. Another source of disagreement is due to
the ambiguity in clinical knowledge: it was diffi-
cult to annotate the man-made tissues as BODY or
SUBSTANCE, such as bone graft or flap.

4 Rule Based Concept Matcher

4.1 Proofreading the Corpus

Before any other processing, the first step was
to resolve unknown tokens in the corpus. The
unknown tokens are special orthographies or al-
phabetic words that do not exist in any dic-
tionary, terminologies or gazetteers. Medical
words were extracted from the UMLS lexicon and
SNOMED CT (SNOMED International, 2009),
and the MOBY (Ward, 1996) dictionary was used
as the standard English word list. A list of abbrevi-
ations were compiled from various resources. The
abbreviations in the terminology were extracted
using pattern matching. Lists of abbreviations and
shorthand were obtained from the hospital, and
were manually compiled to resolve the meaning.
Every alphabetic token was verified against the
dictionary list, and classified into Ordinary En-
glish Words, Medical Words, Abbreviations, and
Unknown Words.

An analysis of the corpus showed 31.8% of
the total tokens are non-dictionary words, which
contains 5% unknown alphabetic words. Most
of these unknown alphabetic words are obvious
spelling mistakes. The spelling errors were cor-
rected using a spelling corrector trained on the
60 million token corpus, Abbreviations and short-
hand were expanded, for example defib expands
to defibrillator. Table 3 shows some unknown to-
kens and their resolutions. The proofreading re-
quire considerable amount of human effort to build
the dictionaries.

4.2 Lexicon look-up Token Matcher

The lexicon look-up performed exact matching be-
tween the concepts in the SNOMED CT terminol-
ogy and the concepts in the notes. A hash table
data structure was implemented to index lexical
items in the terminology. This is an extension to
the algorithm described in (Patrick et al., 2006). A
token matching matrix run through the sentence
to find all candidate matches in the sentence to
the lexicon, including exact longest matches, par-
tial matches, and overlapping between matches.

unknown word examples resolution
CORRECT WORD bibasally bibasally

MISSING SPACE oliclinomel Oli Clinomel

SPELLING ERROR dolaseteron dolasetron

ACRONYM BP blood pressure

ABBREVIATION N+V Nausea and vomiting

SHORTHAND h’serous haemoserous

MEASUREMENT e4v1m6 GCS measurement

SLASHWORDS abg/ck/tropt ABG CK Tropt

READINGS 7mg/hr

Table 3: Unknown tokens and their resolutions.

Then a Viterbi algorithm was used to find the best
sequence of non-overlapping concepts in a sen-
tence that maximise the total similarity score. This
method matches the term as it appears in the ter-
minology so is not robust against term variations
that have not been seen in the terminology, which
results in an extremely low recall. In addition, the
precision may be affected by ambiguous terms or
nested terms.

The exact lexicon look-up is likely to fail on
matching long and complex terms, as clinicians do
not necessarily write the modifier of a concept in
a strict order, and some descriptors are omitted.
for example white blood cell count normal can be
written as normal white cell count. In order to
increase recall, partial matching is implemented.
The partial matching tries to match the best se-
quence, but penalise non-matching gaps between
two terms. The above example will be found us-
ing partial matching.

5 CRF based Clinical Named Entity
Recogniser

5.1 Conditional Random Fields

The concept identification task has been formu-
lated as a named entity recognition task, which
can be thought of as a sequential labeling problem:
each word is a token in a sequence to be assigned
a label, for example, B-FINDING, I-FINDING, B-
PROCEDURE, I-PROCEDURE, B-SUBSTANCE, I-
SUBSTANCE and so on. Conditional Random
Fields (CRF) are undirected statistical graphical
models, which is a linear chain of Maximum En-
tropy Models that evaluate the conditional prob-
ability on a sequence of states give a sequence
of observations. Such models are suitable for se-
quence analysis. CRFs has been applied to the task
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of recognition of biomedical named entities and
have outperformed other machine learning mod-
els. CRF++2 is used for conditional random fields
learning.

5.2 Features for the Learner

This section describes the various features used in
the CRF model. Annotated concepts were con-
verted into BIO notation, and feature vectors were
generated for each token.

Orthographic Features: Word formation was
genaralised into orthographic classes. The present
model uses 7 orthographic features to indicate
whether the words are captialised or upper case,
whether they are alphanumeric or contains any
slashes, as many findings consist of captialised
words; substances are followed by dosage, which
can be captured by the orthography. Word prefixes
and suffixes of character length 4 were also used
as features, because some procedures, substances
and findings have special affixes, which are very
distinguishable from ordinary words.

Lexical Features: Every token in the training
data was used as a feature. Alphabetic words
in the training data were converted to lowercase,
spelling errors detected in proofreading stage were
replaced by the correct resolution. Shorthand and
abbreviations were expanded into bag of words
(bow) features. The left and right lexical bi-
grams were also used as a feature, however it only
yielded a slight improvement in performance. To
utilise the context information, neighboring words
in the window [−2, +2] are also added as features.
Context window size of 2 is chosen because it
yields the best performance. The target and previ-
ous labels are also used as features, and had been
shown to be very effective.

Semantic Features: The output from the
lexical-lookup system was used as features in the
CRF model. The identified concepts were added
to the feature set as semantic features, because
the terminology can provide semantic knowledge
to the learner such as the category information of
the term. Moreover, many partially matched con-
cepts from lexicon-lookup were counted as incor-
rectly matching, however they are single term head
nouns which are effective features in NER.

Syntactic features were not used in this exper-
iment as the texts have only a little grammatical
structure. Most of the texts appeared in fragmen-

2http://crfpp.sourceforge.net/

Experiment P R F-score
no pruning 58.76 26.63 36.35
exact matching 69.48 37.70 48.88
+proofreading 74.81 52.42 61.65
+partial matching 69.39 59.60 64.12

Table 4: Lexical lookup Performance.

tary sentences or single word or phrase bullet point
format, which is difficult for generic parsers to
work with correctly.

6 Evaluation

This section presents experiment results for both
the rule-based system and machine learning based
system. Only the 12688 outermost concepts are
used in the experiments, because nested terms re-
sult in multi-label for a single token. Since there
is no outermost concepts in ABNORMALITY, the
classification was done on the remaining 10 cate-
gories. The performances were evaluated in terms
of recall, precision and F-score.

6.1 Token Matcher Performance
The lexical lookup performance is evaluated on
the whole corpus. The first system uses only ex-
act matching without any pre-processing of the
lexicon. The second experiment uses a pruned
terminology with ambiguous categories and un-
necessary categories removed, but without proof-
reading of the corpus. The concept will be re-
moved if it belongs to a category that is not used
in the annotation. The third experiment used the
proofreaded corpus with all abbreviations anno-
tated. The fourth experiment was conducted on
the proofread corpus allowing both exact match-
ing and partial matching. The results are outlined
in Table 4.

The lexicon lookup without pruning the ter-
minologies achieved low precision and extremely
low recall. This is mainly due to the ambiguous
terms in the lexicon. By removing unrelated terms
and categories in the lexicon, both precision and
recall improved dramatically. Proofreading, cor-
recting a large number of unknown tokens such as
spelling errors or irregular conventions further in-
creased both precision and recall. The 14.72 gain
in recall mainly came from resolution and expan-
sion of shorthand, abbreviations, and acronyms in
the notes. This also suggest that this kind of clin-
ical notes are very noisy, and require a consider-
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able amount of effort in pre-processing. Allow-
ing partial matching increased recall by 7.18, but
decreased precision by 5.52, and gave the overall
increase of 2.47 F-score. Partial matching discov-
ered a larger number of matching candidates us-
ing a looser matching criteria, therefore decreased
in precision with compensation of an increase in
recall.

The highest precision achieved by exact match-
ing is 74.81, confirming that the lexical lookup
method is an effective means of identifying clin-
ical concepts. However, it requires extensive ef-
fort on pre-processing both corpus and the termi-
nology and is not easily adapted to other corpora.
The lexical matching fails to identify long terms
and has difficult in term disambiguation. The low
recall is caused by incompleteness of the terminol-
ogy. However, the benefit of using lexicon lookup
is that the system is able to assign a concept iden-
tifier to the identified concept if available.

6.2 CRF Feature Performance

The CRF system has been evaluated using 10-fold
cross validation on the data set. The evaluation
was performed using the CoNLL shared task eval-
uation script 3.

The CRF classifier experiment results are
shown in Table 5. A baseline system was built
using only bag-of-word features from the training
corpus. A context-window size of 2 and tag pre-
diction of previous token were used in all experi-
ments. Without using any contextual features the
performance was 48.04% F-score. The baseline
performance of 71.16% F-score outperformed the
lexical-look up performance. Clearly the contex-
tual information surrounding the concepts gives a
strong contribution in identification of concepts,
while lexical-lookup hardly uses any contextual
information.

The full system is built using all features de-
scribed in Section 5.2, and achieved the best result
of 81.48% F-score. This is a significant improve-
ment of 10.32% F-score over the baseline system.
Further experimental analysis of the contribution
of feature types was conducted by removing each
feature type from the full system. −bow means
bag-of-word features are removed from the full
system. The results show only bow and lexical-
lookup features make significant contribution to
the system, which are 5.49% and 4.40% sepa-

3http://www.cnts.ua.ac.be/conll2002/ner/bin/

Experiment P R F-score
baseline 76.86 66.26 71.16
+lexical-lookup 82.61 74.88 78.55

full 84.22 78.90 81.48
−bow 81.26 73.32 77.08
−bigram 83.17 78.74 80.89
−abbreviation 83.20 77.26 80.12
−orthographic 83.67 78.24 80.87
−affixes 83.16 77.01 79.97
−lexical-lookup 79.06 73.15 75.99

Table 5: Experiment on Feature Contribution for
the ICU corpus.

rately. Bigram, orthographic, affixes and abbrevi-
ation features each makes around ∼ 1% contribu-
tion to the F-score, which is individually insignif-
icant, however the combination of them makes a
significant contribution, which is 4.83% F-score.

The most effective feature in the system is the
output from the lexical lookup system. Another
experiment using only bow and lexical-lookup fea-
tures showed a boost of 7.39% F-score. This is
proof of the hypothesis that using terminology in-
formation in the machine learner would increase
recall. In this corpus, about one third of the con-
cepts has a frequency of only 1, from which the
learner as unable to learn anything from the train-
ing data. The gain in performance is due to the
ingestion of semantic domain knowledge which is
provided by the terminology. This knowledge is
useful for determining the correct boundary of a
concept as well as the classification of the concept.

6.3 Detailed CRF Performance

The detailed results of the CRF system are shown
in Table 6. Precision, Recall and F-score for each
class are reported. There is a consistent gap be-
tween Recall and Precision across all categories.
The best performing classes are among the most
frequent categories. This is an indication that suf-
ficient training data is a crucial factor in achieving
high performance. SUBSTANCE, PROCEDURE and
FINDING are the best three categories due to their
high frequency in the corpus. However, QUALI-
FIER achieved a lower F-score because qualifiers
usually appear at the boundaries of two concepts,
which is a source of error in boundary recognition.

Low frequency categories generally achieved
high precision and low recall. The recall decreases
as the number of training instances decreases, be-
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Class P R F-score
BODY 72.00 64.29 67.92
FINDING 83.17 78.74 80.89
BEHAVIOR 83.87 72.22 77.61
OBJECT 75.00 27.27 40.00
OBSERVABLE 89.47 56.67 69.39
ORGANISM 0.00 0.00 0.00
PROCEDURE 87.63 81.09 84.24
QUALIFIER 75.80 75.32 75.56
OCCUPATION 87.50 41.18 56.00
SUBSTANCE 91.90 88.53 90.19

Table 6: Detailed Performance of the CRF system.

cause there is not enough information in the train-
ing data to learn the class profiles. It is a chal-
lenge to boost the recall of rare categories due to
the variability of the terms in the notes. It is not
likely that the term would match to the terminol-
ogy, and hence there would be no utilisation of the
semantic information.

Another factor that causes recognition errors is
the nested concepts. BODY achieved the least pre-
cision because of the high frequency of nested
concepts in its category. The nested construction
also causes boundary detection problems, for ex-
ample C5/6 cervical discectomy PROCEDURE is
annotated as C5/6 BODY and cervical discectomy
PROCEDURE.

The results presented here are higher than those
reported in biomedical NER system. Although it
is difficult to compare with other work because of
the different data set, but this task might be easier
due to the shorter length of the concepts and fewer
long concepts (avg. 1.49 in this corpus vs. avg.
1.70 token per concept in GENIA). Local features
would be able to capture most of the useful infor-
mation while not introducing ambiguity.

7 Future Work and Conclusion

This paper presents a study of identification of
concepts in progressive clinical notes, which is
another genre of text that hasn’t been studied to
date. This is the first step towards information ex-
traction of free text clinical notes and knowledge
representation of patient cases. Now that the cor-
pus has been annotated with coarse grained con-
cept categories in a reference terminology, a pos-
sible improvement of the annotation is to reevalu-
ate the concept categories and create fine grained
categories by dividing top categories into smaller

classes along the terminology’s hierarchy. For ex-
ample, the FINDING class can be further divided
into SYMPTOM/SIGN, DISORDER and EVALUA-
TION RESULTS. The aim would be to achieve bet-
ter consistency, less ambiguity and greater cover-
age of the concepts in the corpus.

The nested concepts model the relations be-
tween atomic concepts within the outermost con-
cepts. These structures represent important rela-
tionships within this type of clinical concept. The
next piece of work could be the study of these rela-
tionships. They can be extended to represent rela-
tionships between clinical concepts and allow for
representing new concepts using structured infor-
mation. The annotation of relations is under de-
velopment. The future work will move from con-
cept identification to relation identification and au-
tomatic ontology extension.

Preliminary experiments in clinical named en-
tity recognition using both rule-based and machine
learning approaches were performed on this cor-
pus. These experiments have achieved promising
results and show that rule based lexicon lookup,
with considerable effort on pre-processing and
lexical verification, can significantly improve per-
formance over a simple exact matching process.
However, a machine learning system can achieve
good results by simply adapting features from
biomedical NER systems, and produced a mean-
ingful baseline for future research. A direction
to improve the recogniser is to add more syntac-
tic features and semantic features by using depen-
dency parsers and exploiting the unlabeled 60 mil-
lion token corpus.

In conclusion, this paper described a new anno-
tated corpus in the clinical domain and presented
initial approaches to clinical named entity recog-
nition. It has demonstrated that practical accept-
able named entity recognizer can be trained on the
corpus with an F-score of 81.48%. The challenge
in this task is to increase recall and identify rare
entity classes as well as resolve ambiguities intro-
duced by nested concepts. The results should be
improved by using extensive knowledge resource
or by increasing the size and improving the quality
of the corpus.
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Abstract

This paper presents three methods that can
be used to recognize paraphrases. They
all employ string similarity measures ap-
plied to shallow abstractions of the input
sentences, and a Maximum Entropy clas-
sifier to learn how to combine the result-
ing features. Two of the methods also ex-
ploit WordNet to detect synonyms and one
of them also exploits a dependency parser.
We experiment on two datasets, the MSR

paraphrasing corpus and a dataset that we
automatically created from the MTC cor-
pus. Our system achieves state of the art
or better results.

1 Introduction

Recognizing or generating semantically equiva-
lent phrases is of significant importance in many
natural language applications. In question answer-
ing, for example, a question may be phrased dif-
ferently than in a document collection (e.g., “Who
is the author of War and Peace?” vs. “Leo Tol-
stoy is the writer of War and Peace.”), and taking
such variations into account can improve system
performance significantly (Harabagiu et al., 2003;
Harabagiu and Hickl, 2006). A paraphrase gener-
ator, meaning a module that produces new phrases
or patterns that are semantically equivalent (or al-
most equivalant) to a given input phrase or pattern
(e.g., “X is the writer of Y ” ⇔ “X wrote Y ” ⇔
“Y was written by X”⇔ “X is the author of Y ”,
or “X produces Y ” ⇔ “X manufactures Y ” ⇔
“X is the manufacturer of Y ”) can be used to pro-
duce alternative phrasings of the question, before
matching it against a document collection.

Unlike paraphrase generators, paraphrase rec-
ognizers decide whether or not two given phrases
(or patterns) are paraphrases, possibly by general-
izing over many different training pairs of phrases.

Paraphrase recognizers can be embedded in para-
phrase generators to filter out erroneous generated
paraphrases; but they are also useful on their own.
In question answering, for example, they can be
used to check if a pattern extracted from the ques-
tion (possibly by replacing named entities by their
semantic categories and turning the question into
a statement) matches any patterns extracted from
candidate answers. As a further example, in text
summarization, especially multi-document sum-
marization, a paraphrase recognizer can be used
to check if a sentence is a paraphrase of any other
sentence already present in a partially constructed
summary.

Note that, although “paraphrasing” and “textual
entailment” are sometimes used as synonyms, we
use the former to refer to methods that generate
or recognize semantically equivalent (or almost
equivalent) phrases or patterns, whereas in textual
entailment (Dagan et al., 2006; Bar-Haim et al.,
2006; Giampiccolo et al., 2007) the expressions or
patterns are not necessarily semantically equiva-
lent; it suffices if one entails the other, even if the
reverse direction does not hold. For example, “Y
was written by X” textually entails “Y is the work
of X”, but the reverse direction does not neces-
sarily hold (e.g., if Y is a statue); hence, the two
sentences are not paraphrases.

In this paper, we focus on paraphrase recogni-
tion. We propose three methods that employ string
similarity measures, which are applied to several
abstractions of a pair of input phrases (e.g., the
phrases themselves, their stems, POS tags). The
scores returned by the similarity measures are used
as features in a Maximum Entropy (ME) classifier
(Jaynes, 1957; Good, 1963), which learns to sepa-
rate true paraphrase pairs from false ones. Two of
our methods also exploit WordNet to detect syn-
onyms, and one of them uses additional features
to measure similarities of grammatical relations
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obtained by a dependency parser.1 Our experi-
ments were conducted on two datasets: the pub-
licly available Microsoft Research Paraphrasing
corpus (Dolan et al., 2004) and a dataset that we
constructed from the MTC corpus.2 The experi-
mental results show that our methods perform very
well. Even the simplest one manages to achieve
state of the art results, even though it uses fewer
linguistic resources than other reported systems.
The other two, more elaborate methods perform
even better.

Section 2 presents the three methods, and sec-
tion 3 our experiments. Section 4 covers related
work. Section 5 concludes and proposes further
work.

2 The three methods

The main idea underlying our methods is that by
capturing similarities at various shallow abstrac-
tions of the input (e.g., the original sentences, the
stems of their words, their POS tags), we can rec-
ognize paraphrases and textual entailment reason-
ably well, provided that we learn to assign ap-
propriate weights to the resulting features. Fur-
ther improvements are possible by recognizing
synonyms and by employing similarity measures
that operate on the output of dependency grammar
parsers.

2.1 Method 1 (INIT)
During training, the first method, called INIT, is
given a set {〈S1,1, S1,2, y1〉 , . . . , 〈Sn,1, Sn,2, yn〉},
where Si,1 and Si,2 are sentences (more gener-
ally, phrases), yi = 1 (positive class) if the
two sentences are paraphrases, and yi = −1
(negative class) otherwise. Each pair of sen-
tences 〈Si,1, Si,2〉 is converted to a feature vec-
tor ~vi, whose values are scores returned by sim-
ilarity measures that indicate how similar Si,1

and Si,2 are at various levels of abstraction.
The vectors and the corresponding categories
{〈~v1, yi〉 , . . . , 〈 ~vn, yn〉} are given as input to the
ME classifier, which learns how to classify new
vectors ~v, corresponding to unseen pairs of sen-
tences 〈S1, S2〉.

We use nine string similarity measures: Leven-
shtein distance (edit distance), Jaro-Winkler dis-
tance, Manhattan distance, Euclidean distance, co-

1We use Stanford University’s ME classifier and parser;
see http://nlp.stanford.edu/.

2The corpus is available by the LDC, Catalogue Number
LDC2002T01, ISBN 1-58563-217-1.

sine similarity, n-gram distance (with n = 3),
matching coefficient, Dice coefficient, and Jac-
card coefficient. To save space, we do not repeat
the definitions of the similarity measures here,
since they are readily available in the literature
and they are also summarized in our previous work
(Malakasiotis and Androutsopoulos, 2007).

For each pair of input strings 〈S1, S2〉, we form
ten new pairs of strings

〈
s1
1, s

1
2

〉
, . . . ,

〈
s10
1 , s10

2

〉
corresponding to ten different levels of abstraction
of S1 and S2, and we apply the nine similarity
measures to the ten new pairs, resulting in a to-
tal of 90 measurements. These measurements are
then included as features in the vector ~v that cor-
responds to 〈S1, S2〉. The

〈
si
1, s

i
2

〉
pairs are:〈

s1
1, s

1
2

〉
: two strings consisting of the original tokens of S1

and S2, respectively, with the original order of the to-
kens maintained;3〈

s2
1, s

2
2

〉
: as in the previous case, but now the tokens are

replaced by their stems;〈
s3
1, s

3
2

〉
: as in the previous case, but now the tokens are

replaced by their part-of-speech (POS) tags;〈
s4
1, s

4
2

〉
: as in the previous case, but now the tokens are

replaced by their soundex codes;4〈
s5
1, s

5
2

〉
: two strings consisting of only the nouns of S1 and

S2, as identified by a POS-tagger, with the original or-
der of the nouns maintained;〈

s6
1, s

6
2

〉
: as in the previous case, but now with nouns re-

placed by their stems;〈
s7
1, s

7
2

〉
: as in the previous case, but now with nouns re-

placed by their soundex codes;〈
s8
1, s

8
2

〉
: two strings consisting of only the verbs of S1 and

S2, as identified by a POS-tagger, with the original or-
der of the verbs maintained;〈

s9
1, s

9
2

〉
: as in the previous case, but now with verbs re-

placed by their stems;〈
s10
1 , s10

2

〉
: as in the previous case, but now with verbs re-

placed by their soundex codes.

Note that the similarities are measured in terms
of tokens, not characters. For instance, the edit
distance of S1 and S2 is the minimum number of
operations needed to transform S1 to S2, where an
operation is an insertion, deletion or substitution
of a single token. Moreover, we use high-level

3We use Stanford University’s tokenizer and POS-tagger,
and Porter’s stemmer.

4Soundex is an algorithm intended to map English names
to alphanumeric codes, so that names with the same pronun-
ciations receive the same codes, despite spelling differences;
see http://en.wikipedia.org/wiki/Soundex.
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POS tags only, i.e., we do not consider the num-
ber of nouns, the voice of verbs etc.; this increases
the similarity of positive

〈
s3
1, s

3
2

〉
pairs.

A common problem is that the string similar-
ity measures may be misled by differences in the
lengths of S1 and S2. This is illustrated in the fol-
lowing examples, where the underlined part of S1

is much more similar to S2 than the entire S1.

S1: While Bolton apparently fell and was immobilized,
Selenski used the mattress to scale a 10-foot, razor-wire
fence, Fischi said.

S2: After the other inmate fell, Selenski used the mattress
to scale a 10-foot, razor-wire fence, Fischi said.

To address this problem, when we consider a
pair of strings 〈s1, s2〉, if s1 is longer than s2, we
obtain all of the substrings s′1 of s1 that have the
same length as s2. Then, for each s′1, we compute
the nine values fj(s′1, s2), where fj (1 ≤ j ≤ 9)
are the string similarity measures. Finally, we lo-
cate the s′1 with the best average similarity (over
all similarity measures) to s2, namely s′∗1 :

s′∗1 = arg max
s′
1

10∑
j=1

fj(s′1, s2)

and we keep the nine fj(s′∗1 , s2) values and their
average as ten additional measurements. Simi-
larly, if s2 is longer than s1, we keep the nine
fj(s1, s

′∗
2 ) values and their average. This process

is applied to pairs
〈
s1
1, s

1
2

〉
, . . . ,

〈
s4
1, s

4
2

〉
, where

large length differences are more likely to appear,
adding 40 more measurements (features) to the
vector ~v of each 〈S1, S2〉 pair of input strings.

The measurements discussed above provide 130
numeric features.5 To those, we add two Boolean
features indicating the existence or absence of
negation in S1 or S2, respectively; negation is de-
tected by looking for words like “not”, “won’t”
etc. Finally, we add a length ratio feature, de-
fined as min(LS1

,LS2
)

max(LS1
,LS2

) , where LS1 and LS2 are the
lengths, in tokens, of S1 and S2. Hence, there is a
total of 133 available features in INIT.

2.2 Method 2 (INIT+WN)

Paraphrasing may involve using synonyms which
cannot be detected by the features we have con-
sidered so far. In the following pair of sentences,
for example, “dispatched” is used as a synonym

5All feature values are normalized in [−1, 1]. We use our
own implementation of the string similarity measures.

of “sent”; treating the two verbs as the same to-
ken during the calculation of the string similarity
measures would yield a higher similarity. The sec-
ond method, called INIT+WN, treats words from
S1 and S2 that are synonyms as identical; other-
wise the method is the same as INIT.

S1: Fewer than a dozen FBI agents were dispatched to se-
cure and analyze evidence.

S2: Fewer than a dozen FBI agents will be sent to Iraq to
secure and analyze evidence of the bombing.

2.3 Method 3 (INIT+WN+DEP)

The features of the previous two methods op-
erate at the lexical level. The third method,
called INIT+WN+DEP, adds features that operate
on the grammatical relations (dependencies) a de-
pendency grammar parser returns for S1 and S2.
We use three measures to calculate similarity at
the level of grammatical relations, namely S1 de-
pendency recall (R1), S2 dependency recall (R2)
and their F -measure (FR1,R2), defined below:

R1 = |common dependencies|
|S1 dependencies|

R2 = |common dependencies|
|S2 dependencies|

FR1,R2 = 2·R1·R2
R1+R2

The following two examples illustrate the use-
fulness of dependency similarity measures in de-
tecting paraphrases. In the first example S1 and S2

are not paraphrases and the scores are low, while in
the second example where S1 and S2 have almost
identical meanings, the scores are much higher.
Figures 1 and 2 lists the grammatical relations (de-
pendencies) of the two sentences with the common
ones shown in bold.

Example 1:

S1: Gyorgy Heizler, head of the local disaster unit, said the
coach was carrying 38 passengers.

S2: The head of the local disaster unit, Gyorgy Heizler, said
the coach driver had failed to heed red stop lights.

R1 = 0.43, R2 = 0.32, FR1,R2 = 0.36

Example 2:

S1: Amrozi accused his brother, whom he called “the wit-
ness”, of deliberately distorting his evidence.

S2: Referring to him as only “the witness”, Amrozi accused
his brother of deliberately distorting his evidence.

R1 = 0.69, R2 = 0.6, FR1,R2 = 0.64
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Grammatical relations of S1 Grammatical relations of S2 

mod(Heizler-2, Gyorgy-1) mod(head-2, The-1) 
arg(said-11, Heizler-2) arg(said-12, head-2) 

mod(head-2, of-3) mod(Heizler-2, head-4) 
mod(head-4, of-5) mod(unit-7, the-4) 
mod(unit-9, the-6) mod(unit-7, local-5) 
mod(unit-9, local-7) mod(unit-7, disaster-6) 
mod(unit-9, disaster-8) arg(of-3, unit-7) 
arg(of-5, unit-9) mod(Heizler-10, Gyorgy-9) 
mod(coach-13, the-12) mod(unit-7, Heizler-10) 
arg(carrying-15, coach-13) mod(driver-15, the-13) 
aux(carrying-15, was-14) mod(driver-15, coach-14) 
arg(said-11, carrying-15) arg(failed-17, driver-15) 
mod(passengers-17, 38-16) aux(failed-17, had-16) 

arg(said-12, failed-17) arg(carrying-15, passengers-17) 
aux(heed-19, to-18) 
arg(failed-17, heed-19) 
mod(lights-22, red-20) 
mod(lights-22, stop-21) 
arg(heed-19, lights-22)

 

Figure 1: Grammatical relations of example 1.

Grammatical relations of S1 Grammatical relations of S2 

arg(accused-2, Amrozi-1) dep(accused-12, Referring-1) 
mod(brother-4, his-3) mod(Referring-1, to-2) 
arg(accused-2, brother-4) arg(to-2, him-3) 
arg(called-8, whom-6) cc(him-3, as-4) 
arg(called-8, he-7) dep(as-4, only-5) 

mod(witness-8, the-7) mod(brother-4, called-8) 
mod(witness-11, the-10) conj(him-3, witness-8) 

arg(accused-12, Amrozi-11) dep(called-8, witness-11) 
mod(brother-4, of-14) mod(brother-14, his-13) 
mod(distorting-16, deliberately-15) arg(accused-12, brother-14) 
arg(of-14, distorting-16) mod(brother-14, of-15) 
mod(evidence-18, his-17) mod(distorting-17, deliberately-16) 
arg(distorting-16, evidence-18) arg(of-15, distorting-17) 

mod(evidence-19, his-18) 
arg(distorting-17, evidence-19) 

 

Figure 2: Grammatical relations of example 2.
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As with POS-tags, we use only the highest level
of the tags of the grammatical relations, which in-
creases the similarity of positive pairs of S1 and
S2. For the same reason, we ignore the direction-
ality of the dependency arcs which we have found
to improve the results. INIT+WN+DEP employs a
total of 136 features.

2.4 Feature selection

Larger feature sets do not necessarily lead to im-
proved classification performance. Despite seem-
ing useful, some features may in fact be too noisy
or irrelevant, increasing the risk of overfitting the
training data. Some features may also be redun-
dant, given other features; thus, feature selection
methods that consider the value of each feature on
its own (e.g., information gain) may lead to sub-
optimal feature sets.

Finding the best subset of a set of available fea-
tures is a search space problem for which several
methods have been proposed (Guyon et al., 2006).
We have experimented with a wrapper approach,
whereby each feature subset is evaluated accord-
ing to the predictive power of a classifier (treated
as a black box) that uses the subset; in our exper-
iments, the predictive power was measured as F -
measure (defined below, not to be confused with
FR1,R2). More precisely, during feature selection,
for each feature subset we performed 10-fold cross
validation on the training data to evaluate its pre-
dictive power. After feature selection, the classi-
fier was trained on all the training data, and it was
evaluated on separate test data.

With large feature sets, an exhaustive search
over all subsets is intractable. Instead, we ex-
perimented with forward hill-climbing and beam
search (Guyon et al., 2006). Forward hill-climbing
starts with an empty feature set, to which it adds
features, one at a time, by preferring to add at each
step the feature that leads to the highest predic-
tive power. Forward beam search is similar, except
that the search frontier contains the k best exam-
ined states (feature subsets) at each time; we used
k = 10. For k = 1, beam search reduces to hill-
climbing.

3 Experiments

We now present our experiments, starting from a
description of the datasets used.

3.1 Datasets

We mainly used the Microsoft Research (MSR)
Paraphrasing Corpus (Dolan et al., 2004), which
consists of 5,801 pairs of sentences. Each pair
is manually annotated by two human judges as a
true or false paraphrase; a third judge resolved dis-
agreements. The data are split into 4,076 training
pairs and 1,725 testing pairs.

We have experimented with a dataset we created
from the MTC corpus. MTC is a corpus containing
news articles in Mandarin Chinese; for each article
11 English translations (by different translators)
are also provided. We considered the translations
of the same Chinese sentence as paraphrases. We
obtained all the possible paraphrase pairs and we
added an equal number of randomly selected non
paraphrase pairs, which contained sentences that
were not translations of the same sentence. In this
way, we constructed a dataset containing 82,260
pairs of sentences. The dataset was then split in
training (70%) and test (30%) parts, with an equal
number of positive and negative pairs in each part.

3.2 Evaluation measures and baseline

We used four evaluation measures, namely accu-
racy (correctly classified pairs over all pairs), pre-
cision (P , pairs correctly classified in the positive
class over all pairs classified in the positive class),
recall (R, pairs correctly classified in the positive
class over all true positive pairs), and F -measure
(with equal weight on precision and recall, defined
as 2·P ·R

P+R ). These measures are not to be confused
with the R1, R2, and FR1,R2 of section 2.3 which
are used as features.

A reasonable baseline method (BASE) is to use
just the edit distance similarity measure and a
threshold in order to decide whether two phrases
are paraphrases or not. The threshold is chosen
using a grid search utility and 10-fold cross vali-
dation on the training data. More precisely, in a
first step we search the range [-1, 1] with a step
of 0.1.6 In each step, we perform 10-fold cross
validation and the value that achieves the best F -
measure is our initial threshold, th, for the second
step. In the second step, we perform the same pro-
cedure in the range [th - 0.1, th + 0.1] and with a
step of 0.001.

6Recall that we normalize similarity in [-1, 1].

31



3.3 Experimental results

With both datasets, we experimented with a Max-
imum Entropy (ME) classifier. However, prelim-
inary results (see table 1) showed that our MTC

dataset is very easy. BASE achieves approximately
95% in accuracy and F -measure, and an approx-
imate performance of 99.5% in all measures (ac-
curacy, precision, recall, F -measure) is achieved
by using ME and only some of the features of
INIT (we use 36 features corresponding to pairs〈
s1
1, s

1
2

〉
,
〈
s2
1, s

2
2

〉
,
〈
s3
1, s

3
2

〉
,
〈
s4
1, s

4
2

〉
plus the two

negation features). Therefore, we did not experi-
ment with the MTC dataset any further.

Table 2 (upper part) lists the results of our ex-
periments on the MSR corpus. We optionally per-
formed feature selection with both forward hill-
climbing (FHC) and forward beam search (FBS).
All of our methods clearly perform better than
BASE. As one might expect, there is a lot of re-
dundancy in the complete feature set. Hence, the
two feature selection methods (FHC and FBS) lead
to competitive results with much fewer features (7
and 10, respectively, instead of 136). However,
feature selection deteriorates performance, espe-
cially accuracy, i.e., the full feature set is better,
despite its redundancy. Table 2 also includes all
other reported results for the MSR corpus that we
are aware of; we are not aware of the exact number
of features used by the other researchers.

It is noteworthy that INIT achieves state of the
art performance, even though the other approaches
use many more linguistic resources. For example,
Wan et al.’s approach (Wan et al., 2006), which
achieved the best previously reported results, is
similar to ours, in that it also trains a classifier with
similarity measures; but some of Wan et al.’s mea-
sures require a dependency grammar parser, unlike
INIT. More precisely, for each pair of sentences,
Wan et al. construct a feature vector with values
that measure lexical and dependency similarities.
The measures are: word overlap, length difference
(in words), BLEU (Papineni et al., 2002), depen-
dency relation overlap (i.e., R1 and R2 but not
FR1,R2), and dependency tree edit distance. The
measures are also applied on sequences containing
the lemmatized words of the original sentences,
similarly to one of our levels of abstraction. Inter-
estingly, INIT achieves the same (and slightly bet-
ter) accuracy as Wan et al.’s system, without em-
ploying any parsing. Our more enhanced methods,
INIT+WN and INIT+WN+DEP, achieve even better

results.

Zhang and Patrick (2005) use a dependency
grammar parser to convert passive voice phrases
to active voice ones. They also use a preprocess-
ing stage to generalize the pairs of sentences. The
preprocessing replaces dates, times, percentages,
etc. with generic tags, something that we have also
done in the MSR corpus, but it also replaces words
and phrases indicating future actions (e.g., “plans
to”, “be expected to”) with the word “will”; the
latter is an example of further preprocessing that
could be added to our system. After the prepro-
cessing, Zhang and Patrick create for each sen-
tence pair a feature vector whose values measure
the lexical similarity between the two sentences;
they appear to be using the maximum number of
consecutive common words, the number of com-
mon words, edit distance (in words), and modi-
fied n-gram precision, a measure similar to BLEU.
The produced vectors are then used to train a de-
cision tree classifier. Hence, Zhang and Patrick’s
approach is similar to ours, but we use more and
different similarity measures and several levels of
abstraction of the two sentences. We also use ME,
along with a wrapper approach to feature selec-
tion, rather than decision tree induction and its em-
bedded information gain-based feature selection.
Furthermore, all of our methods, even INIT which
employs no parsing at all, achieve better results
compared to Zhang and Patrick’s.

Qiu et al. (2006) first convert the sentences into
tuples using parsing and semantic role labeling.
They then match similar tuples across the two sen-
tences, and use an SVM (Vapnik, 1998) classifier to
decide whether or not the tuples that have not been
matched are important or not. If not, the sentences
are paraphrases. Despite using a parser and a se-
mantic role identifier, Qiu et al.’s system performs
worse than our methods.

Finally, Finch et al.’s system (2005) achieved
the second best overall results by employing POS

tagging, synonymy resolution, and an SVM. In-
terestingly, the features of the SVM correspond
to machine translation evaluation metrics, rather
than string similarity measures, unlike our system.
We plan to examine further how the features of
Finch et al. and other ideas from machine trans-
lation can be embedded in our system, although
INIT+WN+DEP outperforms Finch et al.’s system.
Interestingly, even when not using more resources
than Finch et al. as in methods INIT and INIT+WN
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method features accuracy precision recall F -measure
BASE – 95.30 98.16 92.32 95.15
INIT’ 38 99.62 99.50 99.75 99.62

Table 1: Results (%) of our methods on our MTC dataset.

method features accuracy precision recall F -measure
BASE 1 69.04 72.42 86.31 78.76
INIT 133 75.19 78.51 86.31 82.23
INIT+WN 133 75.48 78.91 86.14 82.37
INIT+WN+DEP 136 76.17 79.35 86.75 82.88
INIT+WN+DEP + FHC 7 73.86 75.14 90.67 82.18
INIT+WN+DEP + FBS 10 73.68 73.68 93.98 82.61
Finch et al. – 74.96 76.58 89.80 82.66
Qiu et al. – 72.00 72.50 93.40 81.60
Wan et al. – 75.00 77.00 90.00 83.00
Zhang & Patrick – 71.90 74.30 88.20 80.70

Table 2: Results (%) of our methods (upper part) and other methods (lower part) on the MSR corpus.

we achieve similar or better accuracy results.

4 Related work

We have already made the distinction between
paraphrase (and textual entailment) generators vs.
recognizers, and we have pointed out that rec-
ognizers can be embedded in generators as fil-
ters. The latter is particularly useful in bootstrap-
ping paraphrase generation approaches (Riloff
and Jones, 1999; Barzilay and McKeown, 2001;
Ravichandran and Hovy, 2001; Ravichandran et
al., 2003; Duclaye et al., 2003; Szpektor et al.,
2004), which are typically given seed pairs of
named entities for which a particular relation
holds; the system locates in a document collec-
tion (or the entire Web) contexts were the seeds
cooccur, and uses the contexts as patterns that can
express the relation; the patterns are then used to
locate new named entities that satisfy the relation,
and a new iteration begins. A paraphrase recog-
nizer could be used to filter out erroneous gener-
ated paraphrases between iterations.

Another well known paraphrase generator is Lin
and Pantel’s (2001) DIRT, which produces slotted
semantically equivalent patterns (e.g., “X is the
writer of Y ” ⇔ “X wrote Y ” ⇔ “Y was writ-
ten by X” ⇔ “X is the author of Y ”), based
on the assumption that different paths of depen-
dency trees (obtained from a corpus) that occur
frequently with the same words (slot fillers) at
their ends are often paraphrases. An extension of
DIRT, named LEDIR, has also been proposed (Bha-
gat et al., 2007) to recognize directional textual
entailment rules (e.g., “Y was written by X” ⇒

“Y is the work of X”). Ibrahim et al.’s (2003)
method is similar to DIRT, but it uses only de-
pendency grammar paths from aligned sentences
(from a parallel corpus) that share compatible an-
chors (e.g., identical strings, or entity names of the
same semantic category). Shinyama and Sekine
(2003) adopt a very similar approach.

In another generation approach, Barzilay and
Lee (2002; 2003) look for pairs of slotted word
lattices that share many common slot fillers; the
lattices are generated by applying a multiple-
sequence alignment algorithm to a corpus of mul-
tiple news articles about the same events. Finally,
Pang et al. (2003) create finite state automata by
merging parse trees of aligned sentences from a
parallel corpus; in each automaton, different paths
represent paraphrases. Again, a paraphrase recog-
nizer could be embedded in all of these methods,
to filter out erroneous generated patterns.

5 Conclusions and further work

We have presented three methods (INIT, INIT+WN,
INIT+WN+DEP) that recognize paraphrases given
pairs of sentences. These methods employ nine
string similarity measures applied to ten shallow
abstractions of the input sentences. Moreover,
INIT+WN and INIT+WN+DEP exploit WordNet for
synonymy resolution, and INIT+WN+DEP uses ad-
ditional features that measure grammatical rela-
tion similarity. Supervised machine learning is
used to learn how to combine the resulting fea-
tures. We experimented with a Maximum Entropy
classifier on two datasets; the publicly available
MSR corpus and one that we constructed from the
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MTC corpus. However, the latter was found to be
very easy, and consequently we mainly focused on
the MSR corpus.

On the MSR corpus, all of our methods achieved
similar or better performance than the sate of the
art, even INIT, despite the fact that it uses fewer
linguistic resources. Hence, INIT may have prac-
tical advantages in less spoken languages, which
have limited resources. The most elaborate of
our methods, INIT+WN+DEP, achieved the best re-
sults, but it requires WordNet and a reliable depen-
dency grammar parser. Feature selection experi-
ments indicate that there is significant redundancy
in our feature set, though the full feature set leads
to better performance than the subsets produced
by feature selection. Further improvements may
be possible by including in our system additional
features, such as BLEU scores or features for word
alignment.

Our long-term goal is to embed our recognizer
in a bootstrapping paraphrase generator, to filter
out erroneous paraphrases between bootstrapping
iterations. We hope that our recognizer will be ad-
equate for this purpose, possibly in combination
with a human in the loop, who will inspect para-
phrases the recognizer is uncertain of.
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Abstract

Mapping and classification of chemical
compound names are important aspects of
the tasks of BioNLP. This paper introduces
the architecture of a system for the syntac-
tic and semantic analysis of such names.
Our system aims at yielding both the de-
noted chemical structure and a classifica-
tion of a given name. We employ a novel
approach to the task which promises an
elegant and efficient way of solving the
problem. The proposed system differs sig-
nificantly from existing systems, in that it
is also able to deal with underspecifying
names and class names.

1 Introduction

BioNLP is the branch of computational linguistics
developing tools and algorithms tailored to the life
sciences domain. Scientific and patent literature
in this domain are growing at an enormous pace.
This results in a valuable resource for researchers,
but at the same time it poses the problem that it can
hardly be processed manually by humans. Thus, a
major goal of BioNLP is to automatically support
humans by means of research in the area of infor-
mation retrieval, data mining and information ex-
traction. Term identification is of great importance
in these tasks. Krauthammer and Nenadic (2004)
divide the identification task into the subtasks of
term recognition (marking the interesting words
in a text), term classification (classifying them ac-
cording to a taxonomy or an ontology) and term
mapping1 (identifying a term with respect to a ref-
erent data source).

1Term mapping is also called term grounding, amongst
others by Kim and Park (2004).

Chemical compound names, i. e. names of
molecules, are terms which prominently occur in
scientific publications, patents and in biochemi-
cal databases. Any chemical compound can be
unambiguously denoted by its molecular struc-
ture, either graphically or by certain representa-
tion standards. Established representation formats
are SMILES strings (Simplified Molecular Input
Line Entry System (Weininger, 1988)) and In-
ChIs 2. For example, a SMILES string such as
CC(OH)CCC unambiguously describes a chain of
five carbon (C) atoms connected by single bonds
having an oxygen (O) and a hydrogen (H) atom
connected to the second carbon atom by another
single bond (Figure 1).

C

C C

C C

OH

Figure 1: SMILES = CC(OH)CCC,
Name = pentan-2-ol

However, for communication purposes, e. g. in
scientific publications and even in databases, it is
common to use names for chemical compounds
instead of a structural representation. Contrary to
the structural representations, these names are nei-
ther always unique nor unambiguous. Biochem-
ical terminology is a subset of natural language
which appears to be highly regulated and system-
atic. The International Union of Pure and Applied
Chemistry (IUPAC) (1979; 1993) has developed a
nomenclature for chemical compounds. It spec-
ifies how to name a molecule systematically, as

2Cf. http://www.iupac.org/inchi/ (accessed May 17,
2009).
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well as by use of certain trivial names.
The morphemes constituting a name determine

the chemical structure it denotes by specifying
the type and number of the present atoms and
bonds. Morphemes also interact with each other
on this structural level. Typically, morphemes de-
scribe the atoms and bonds by introducing actions
concerning so-called functional groups. About
50 different functional groups can be identified
to be the most common ones in organic chem-
istry.3 Functional groups are certain groups of
atoms which determine the characteristic proper-
ties of a molecule, especially its chemical reac-
tions. Hence, the presence or absence of certain
functional groups plays a crucial role in classifi-
cation of chemical compounds. For example, hy-
droxy, used as a prefix of a name, specifies the
presence of an OH-group (consisting of an oxygen
atom and a hydrogen atom). A molecular struc-
ture containing an OH-group can be classified to
be an alcohol. The morpheme dehydroxy in con-
trast causes deletion of such an OH-group. Thus,
it presupposes the existence of some OH-group,
which consequently needs to be introduced by an-
other morpheme of the given name. In case there
is no additional OH-group left in this molecule af-
ter deletion, it does not belong to the class alcohol.
Apart from addition and deletion, another frequent
operation on functional groups, specified by the
name’s morphemes, is substitution. In this case, a
presupposed functional group is replaced by a dif-
ferent functional group. Again, this may change
the classes this chemical compound belongs to.

Despite the IUPAC nomenclature, name varia-
tions are still in use. On the one hand this is due
to competing rules in different editions of the IU-
PAC nomenclature and on the other hand to the
actual usage by chemists who can hardly know ev-
ery single nomenclature rule. Thus, there can be a
number of different names and name types for one
chemical compound, namely several systematic,
semi-systematic, trivial and trade names. For ex-
ample, pentan-2-ol is the recommended name for
the compound in Figure 1, but the same compound
can be called 2-pentanol or 2-hydroxypentane as
well.

Besides synonymy, names allow the omission
of specific information about the structure of the
compound they denote. This results in not only

3Cf. (Ertl, 2003) and Wikipedia, Functional group,
http://en.wikipedia.org/wiki/Functional group (accessed
May 17, 2009).

having a single compound as their reference but a
whole set of compounds. Class names like alcohol
or alkene are obvious cases. So-called underspeci-
fying or underspecified4 names (Reyle, 2006) like
pentanol, butene or 3-chloropropenylidyne also
lack some structural information necessary to fully
specify one compound, even though except for
this, their names are built according to system-
atic naming rules. Pentanol, for instance, is miss-
ing the locant number and could hence stand for
pentan-1-ol, pentan-2-ol, as well as pentan-3-ol.
We distinguish underspecification from ambiguity,
in that underspecifying names do not need to be re-
solved but denote a set of compounds, analogous
to class names.

The particularities of chemical compound
names mentioned above, namely synonymy, class
names, underspecifying names and interaction be-
tween morpheme’s meanings, complicate auto-
matic classification and mapping of the names.

To achieve mapping of synonymous chemical
compound names, name normalization is a possi-
ble approach. Rules can be set up to transform
syntactic as well as morphological variations of
names into a normalized name form. Basic trans-
formations can be achieved via pattern match-
ing (regular expressions) while for more com-
plex transformations a linguistic parser, yielding a
syntactic analysis, would be needed. For exam-
ple, the names glyceraldehyde-3-phosphate and
3-phospho-Glyceraldehyde could both be normal-
ized to the form 3-phosphoglyceraldehyde by such
rules since the prefix phospho is synonymous with
the suffix phosphate. This way, a synonym rela-
tion can be established between any two names
which resulted in the same normalized name form.
By using this method together with large reference
databases5 providing many synonymous names
for their entries, the task of name mapping can be
successfully solved in many cases.

However, there are limits to this string based ap-
proach. First, it relies on the quality of the refer-
ent data source and the quantity of synonyms pro-
vided by it. Currently available databases which
could be used as a reference lack either quality
or quantity. But whether a molecular structure
for a term can be determined, or a term classi-

4Hereafter we will call these names underspecifying
names because we consider them to underspecify a chemical
structure rather than being underspecified.

5E. g. PubChem: http://pubchem.ncbi.nlm.nih.gov/ (ac-
cessed May 17, 2009).
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fication can be achieved, depends only on this
referent data source. Second, it is hardly possi-
ble to include every morphosyntactic name varia-
tion in the set of transformation rules. 2-hydroxy-
3-oxopropyl dihydrogen phosphate, for example,
is the IUPAC name recommended for the chemi-
cal compound glyceraldehyde-3-phosphate, men-
tioned above. Obviously, a synonym relation can
not be discovered by morphosyntactic name trans-
formations in this case. Finally, this method is not
able to deal with class names or underspecifying
names.

These observations result in the need to take the
meaning of a name’s morphemes, i. e. the chem-
ical structure, into account as well. A number of
systems for name-to-structure conversion are be-
ing developed. The best known commercial sys-
tems are Name=Struct6, ACD/Name7 and Lexi-
chem8. Being commercial, detailed documenta-
tion about their methods and evaluation results is
not available. Academic approaches are OPSIN
(Corbett and Murray-Rust, 2006) and ChemNom-
Parse9. The greatest shortcoming of all these ap-
proaches is that they are not able to deal with un-
derspecifying names. Instead, they either guess
the missing information, in order to determine one
specific structure for a given name, or simply fail.
But for really underspecifying names and class
names, to the best of our knowledge no chemi-
cal representation format, like a SMILES string,
is provided. In addition, these approaches do not
yield any classification of the processed names, re-
gardless of whether these are underspecifying or
not.

To overcome these limitations, CHEMorph
(Kremer et al., 2006) has been developed. It con-
tains a morphological parser, built according to
the IUPAC nomenclature rules. The parser yields
a syntactic analysis of a given name and also
provides a semantic representation. This seman-
tic representation can be used as a basis for fur-
ther processing, namely for structure generation
or classification. In the CHEMorph project, rules
have been set up to achieve these two tasks, but
there are limits in the number and correctness of

6Cf. http://www.cambridgesoft.com/databases/details/?db=16
(accessed May 17, 2009).

7Cf. http://www.acdlabs.com/products/name lab/rename/
batch.html (accessed May 17, 2009).

8Cf. http://demo.eyesopen.com/products/toolkits/lexichem-
tk ogham-tk.html (accessed May 17, 2009).

9Cf. http://chemnomparse.sourceforge.net/ (accessed
May 17, 2009).

structures and classes retrieved. These limits are
partly due to the lack of a comprehensive valence
and numbering model for the chemical structures.
Also, classification should be based on the struc-
tural level rather than on the semantic represen-
tation, to ensure that not only the numbering but
also default knowledge about chemical structures
is included correctly.

The objectives of our own name-to-structure
system are the following: Naturally, it should yield
a chemical compound structure, in some represen-
tation format, as well as a classification for a given
name. In case the name does not fully specify
one compound, but refers to a set of structures,
the system should still allow for structure compar-
ison (mapping) and classification. Several default
rules about the names and the chemical structures
have to be taken into account. By including de-
fault knowledge, a structure can be specified fur-
ther even if the name itself has left it underspec-
ified. Similarly, a comprehensive way of dealing
with valences of atoms has to be included, since
the valences restrict the way a chemical structure
can be composed.

Our approach to achieve these goals is to use
constraint logic programming (CLP). CLP over
graph domains is ideal for modeling each name-
to-structure task as a so-called constraint satisfac-
tion problem (CSP) and thereby accomplish map-
ping and classification. We will describe our sys-
tem, CLP(name2structure), in more detail in the
following section.

In this introduction we described the particular-
ities of biochemical terminology. Related work in
the area of processing these terms was overviewed
and we gave the motivation for our own approach.
After presenting our system in Section 2 we will
conclude this paper with Section 3, indicating di-
rections for future research.

2 Our Approach

Following Reyle (2006), we observed that any
chemical compound name can be seen as a de-
scription of a chemical structure – in other words
it contains constraints on how the structure is
composed. Even if a partial name or a class
name does not specify the structure completely
but leaves a certain part underspecified, there
will at least be some constraints about the struc-
ture. On account of this, our proposed system –
CLP(name2structure) – employs constraint logic
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programming (CLP) to automatically model so-
called constraint satisfaction problems (CSPs) ac-
cording to given names. Such a CSP captures a
name’s meaning in that it represents the problem
of finding the chemical structure(s) denoted by the
name. The solutions to a CSP are determined by
a constraint solver. It will find all the structures
which satisfy every constraint given by the name.
In the case of a fully specified chemical structure,
the solution is exactly one structure. This struc-
ture is then mapped and classified. For underspec-
ified structures or class names, we distinguish two
methods: Either all the structures can be enumer-
ated or the CSP itself can be used for mapping and
classification.

Figure 2 shows an overview of the system’s ar-
chitecture. Its component details will be described
in the following subsections.

2.1 Parsing and Semantic Representation
We decided to use the CHEMorph parser which
is implemented in Prolog. It provides a morpho-
semantic grammar which was built according
to IUPAC nomenclature rules. The lexicon of
this grammar contains the morphemes which can
constitute systematic chemical compound names.
Also, the lexicon contains a number of trivial and
class names. In addition to a syntactic analy-
sis, the CHEMorph parser also yields a seman-
tic representation of the input name. This repre-
sentation is a term which describes the meaning
of the given chemical name in a kind of functor-
arguments logic.10 Example (1), (2) and (3) each
show a compound name and its semantic represen-
tation generated by CHEMorph:

(1) compound name: pentan-2,3-diol
semantic representation: compd(ane(5*’C’),
pref([]), suff([2*[2, 3]-ol]))

(2) compound name: 2,3-dihydroxy-pentane
semantic representation: compd(ane(5*’C’),
pref([2*[2, 3]-hydroxy]), suff([]))

(3) compound name: propyn-1-imine
semantic representation: compd(yne(??
*[??], ane(3*’C’)), pref([]), suff([?? *[1]-
imine]))

The general compd functor of each semantic
representation has three arguments, namely the

10Kremer et al. (2006) define the language of the semantic
representation in Extended Backus-Naur Form.

parent, prefix and suffix representation. The parent
argument represents the basic molecular structure,
denoted by the parent term of the name. In Exam-
ple (1) and (2), the parent structure consists of five
carbon (C) atoms. This semantic information is
encoded with the morpheme pent in CHEMorph’s
lexicon. The parent structure is modified by the
functor ane, which denotes single bond connec-
tions. Prefix and suffix operators, if present, spec-
ify further modifications of the basic parent struc-
ture. In the case of underspecifying names, as in
example (3), the missing pieces of information are
represented as ??.

This way, the semantic representation provides
all the information about the chemical structure
that is given by the name. Thus, it is an ideal
basis for further processing. The next section ex-
plains how our system models constraint satisfac-
tion problems on the basis of CHEMorph’s seman-
tic representations.

2.2 CSP Modeling

A chemical compound structure can be described
as a labeled graph, where the vertices are la-
beled as atoms and the edges are labeled as bonds.
Hence, a chemical compound name can be seen as
describing such a graph in that it gives constraints
which the graph has to satisfy. In other words,
it picks out some specific graph(s) out of the un-
limited number of possible graphs in the universe
by constraining the possibilities. This observa-
tion serves us as a basis for modeling the name-to-
structure task as a constraint satisfaction problem
(CSP).

A CSP represents a problem as a collection of
constraints over a collection of variables. Each of
the variables has a domain, which is the set of pos-
sible values the variable can take. For the reasons
named above, we are working with graph variables
and graph domains. The number of chemical com-
pounds, i. e. graphs, could possibly be infinite but
we decided it was reasonable and safe to use fi-
nite domains. We hence limit the number of pos-
sible atoms and bonds for each compound in some
way, e. g. on 500 vertices and the corresponding
edges or another number estimated according to
the semantic representation of the name being pro-
cessed.

We implement the CSP in ECLiPSe11, an open-
source constraint logic programming (CLP) sys-

11Cf. http://eclipse-clp.org/ (accessed May 17, 2009).
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Figure 2: system architecture of CLP(name2structure)

tem, which contains a high-level modeling lan-
guage, as well as several constraint solver libraries
and interfaces for third-party solvers.

To model a CSP for a given input name, several
steps have to be taken. First, the semantic repre-
sentation term provided by CHEMorph has to be
parsed. According to its functors and their argu-
ments, the respective constraints have to be called.
For this, we are developing a comprehensive set of
functions which call the constraints with the cor-
rect parameters for the given input name. In these
functions, it is determined which constraints over
the graph variables a specific functor and argument
of the semantic representation is imposing. Thus,
in the form of constraints, the functions contain
the actions concerning specific functional groups
of the denoted molecule, which were described
by the name’s morphemes. As mentioned in Sec-
tion 1, these actions include addition, deletion and
substitution of certain groups of atoms.

In any case, default rules have to be included
while modeling the CSP. Default rules provide
constraints about the chemical structures which
are not mentioned by any morpheme of the name.
For our system they are collected from IUPAC
rules as well as from expert knowledge. For ex-

ample, H-saturation is a default which applies to
every chemical compound. This means that ev-
ery atom of a structure, whose valences are not all
occupied by other atoms, has as many H-atoms at-
tached to it as there were free valences. This is one
of the reasons why the valences of all the different
types of atoms need to be taken into account. We
decided to include them as axioms for our mod-
els. Knowledge about valences also proves useful
for the resolution of underspecification in the case
of partial names. Consider a name like propyn-
1-imine (cf. example (3) in Section 2.1) where it
is not specified where the triple bond (denoted by
yn) is located. However, there are only three C-
atoms (introduced by prop) to consider, the first
of which is connected to an N-atom with a dou-
ble bond (introduced by 1-imine). The valence ax-
ioms included in our CSPs determine that C-atoms
always have a valence of 4, so the first C-atom
has only two free valences left until now, since
the =N occupies two of them. Consequently, there
cannot be a triple bond connected to the same C-
atom, as this would use three valences. Hence,
the only possibility left is that the triple bond must
be located between the second and third C-atom.
With the given constraints and axioms, the sys-
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tem is thus able to infer the fully specified com-
pound structure of what would correctly have to
be named prop-2-yn-1-imine (Figure 3).

CH

N

H

H

C

C

Figure 3: prop-2-yn-1-imine

After modeling a CSP according to the semantic
represenation of the input name, the next step in
processing is to run a constraint solver. This will
be described in the following section.

2.3 Constraint Solver

A constraint solver is a library of tests and oper-
ations on constraints. Its purpose is to decide for
every conjunction of constraints whether there is
a model, i. e. a variable assignment, that satis-
fies these constraints. This is achieved by consis-
tency checking as well as search techniques, tak-
ing the respective variable domains, i. e. the pos-
sible values, into account. Besides just deciding
whether there is a model for a given CSP, a con-
straint solver is also able to yield the successful
variable assignment(s).

In CLP(name2structure) we use GRASPER12

(Viegas and Azevedo, 2007), a graph constraint
solver based on set constraints. GRASPER en-
ables us to model CSPs using graph variables. In
GRASPER, a graph is defined by its set of ver-
tices and its set of edges. Therefore, the domain of
a graph consists of a set of possible vertices, in our
case for the atoms, and possible edges, in our case
for the bonds. The constraints can then narrow
these two sets in several ways. For example, cer-
tain vertices can be defined to be included as well
as the cardinality of a set can be constrained. Also,
subgraphs can be defined independently which are
then constrained to be part of the final graph solu-
tion.

The constraint solver finds one graph solution
for graphs which are fully specified by the con-
straints our system models according to a name.
For underspecified graphs, for which the con-
straints are gathered from underspecifying or class
names, the constraint solver could find and enu-

12GRASPER is distributed with recent builds of the
ECLiPSe CLP system.

merate all possible graph solutions if this is de-
sired. This outcome would be the set of all chem-
ical graphs which satisfy the constraints known
so far. For example, chlorohexane would lead to
the set of graphs representing 1-chlorohexane, 2-
chlorohexane and 3-chlorohexane.

In general, a chemical name-to-structure system
aims at providing the chemical structures in a stan-
dard representation format, rather than in a graph
notation. In our system, the SMILES generation
component carries out this step.

2.4 Generation of a Structural
Representation Format

Once a graph is derived from the input name
as a solution to its CSP, it specifies the chem-
ical structure completely. It contains the exis-
tent vertices and the edges between them, together
with labels indicating their respective types and
other information like the numbering of atoms.
Thus, no additional information has to be con-
sidered to generate a chemical representation for-
mat from the graph. We focus on generating
SMILES strings, rather than some other format,
because SMILES themselves use the concept of
a graph for representing the molecular structures
(Weininger, 1988). For example, the graph so-
lution determined for pentan-2,3-diol as well as
for 2,3-dihydroxy-pentane (cf. example (1) and (2)
in Section 2.1) can be translated into the SMILES
string CC(OH)C(OH)CC. In case more than one
graph is determined as solution to the CSP (for un-
derspecifying and class names), all the respective
SMILES strings could be generated.

Once a SMILES string has successfully been
generated, the name-to-structure task is fulfilled
and the SMILES string can then be used for tasks
such as mapping, classification, picture generation
and the like. The next section will describe how
classification – one of our main objectives – is ac-
complished in our approach.

2.5 Classification
Our system offers three different procedures for
compound classification. Selection of the appro-
priate procedure depends on the starting point
which could either be a SMILES string, a graph
(or a set of graphs) or a CSP.

First, a given SMILES string can be classified
based on the functional groups it is comprised of.
We use the SMILES classification tool described
by Wittig et al. (2004).
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Second, a graph which is found as solution to
a CSP representing an input name can be classi-
fied according to a given set of class names. This
could for example be some taxonomy which is
freely available (like ChEBI (Degtyarenko et al.,
2008)). Those class names first have to be trans-
formed into CSPs by use of the parsing and mod-
eling modules of the CLP(name2structure) sys-
tem. Subsequently, the constraint solver checks
whether the graph, or even a set of graphs in the
case of an underspecified compound, is a solu-
tion to a CSP representing one of the given class
names. If the graph or the set of graphs are so-
lutions to one of these CSPs, the compound be-
longs to the class which provided that CSP. The
constraints for the class name alcohol for instance,
include (amonst others) the presence of an OH-
group. Consequently, pentanol can be determined
to be an alcohol, since its three graph solutions,
representing pentan-1-ol, pentan-2-ol and pentan-
3-ol, each satisfy the constraints given by alcohol.

Third, for some underspecifying names and for
class names, it would not be reasonable to gener-
ate and classify all the graph solutions or all the
SMILES strings – it could simply be too many or
even infinitely many. That would slow down per-
formance significantly. Therefore, the system also
aims at classifying CSPs themselves, by compar-
ing them directly. If the constraints of CSP-1 are a
subset of the constraints of CSP-2, the name which
provided CSP-2 is classified to be a hyponym of
the more general name which provided CSP-1.

Besides classification, our system aims at map-
ping chemical compounds. The last module of our
system therefore provides algorithms to fulfill this
task.

2.6 Mapping

Mapping is needed to fulfill the identification task
and to resolve coreference of synonyms. Given a
referent data source of chemical compounds, an
identity relation should be established if the cur-
rently processed compound can successfully be
mapped to one of the entries. Again, the procedure
depends on whether there is a SMILES string, a set
of graph solutions or a CSP to be mapped.

First, matching a SMILES string can be done
by simple string comparison. An identity rela-
tion between any two compounds holds if their
unique SMILES strings (Weininger et al., 1989)
match exactly. For example, this is the case for

pentan-2,3-diol and 2,3-dihydroxy-pentane since
they both yield the same SMILES string (cf. Sec-
tions 2.1 and 2.4).

Second, if an underspecifying input name leads
to an enumerable number of graph solutions, the
set of all the corresponding SMILES strings can be
generated. Subsequently, it can be compared to the
sets of SMILES strings having been determined
for the underspecifying names of the referent data
source. If it equals one of the reference SMILES
sets, the input name and the respective reference
name are successfully identified and thus detected
to be synonyms.

Third, mapping of CSPs becomes necessary
for class names and underspecifying names with
too many graph solutions to enumerate. This
works analogously to CSP classification described
in Section 2.5 above. The only difference is that
a synonym relation between two names, leading
to CSP-1 and CSP-2 respectively, is established if
the constraints of CSP-1 equal the constraints of
CSP-2.

3 Conclusions and Future Work

In this paper we presented the architecture of
CLP(name2structure), a system for semantic
and syntactic processing of chemical compound
names. In the introductory section, we described
the characteristic phenomena of biochemical ter-
minology which challenge any such system. Our
approach is composed of several modules, carry-
ing out the defined tasks of structure generation,
classification and mapping. By employing a mor-
phological parser and constraint logic program-
ming over graph variables, our approach is able
to handle the particularities of the chemical com-
pound names.

However, the proposed system
CLP(name2structure) still requires work on
several of its components. The central task
to be completed is to enrich the repository of
functions which call the appropriate constraints
corresponding to CHEMorph’s semantic repre-
sentation output. This is not a trivial task since it
requires to formalize the IUPAC rules of syntax
and semantics of the relevant morphemes. This
formalization needs to result in an abstract de-
scription of the respective constraints over graph
variables. Thereby, phenomena like interaction of
morphemes’ meanings play an important role.

Before we can accomplish the implementation
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of the complete system according to the proposed
architecture, we need to answer a couple of re-
maining open questions. For example, the exact
method on how to compare two CSPs has to be
elaborated. Gennari (2002) describes algorithms
for normalizing CSPs to enable subsequent equiv-
alence checking. However, these methods can not
be applied to our case as they stand but will have
to be substantially adapted. Another problem we
need to deal with is that labeled graphs, which are
required by our system, are not directly supported
by the constraint solver GRASPER. Therefore we
are currently working on a way to handle the labels
indirectly.

Another important task we plan to
carry out in the future is the evaluation of
CLP(name2structure). Since no gold standard
for name-to-structure generation or classification
is available yet, such a gold standard or dataset
needs to be created first. We propose to use as
such a dataset a subset of the entries of an existing
curated database, such as ChEBI, which contains
names, chemical structures and a classification
for currently 17842 compounds. Unless the mor-
phological parser and the repository of constraint
functions is further enriched, we suppose our
system will yield a high precision rather than a
high coverage. To evaluate underspecification
handling of our system, underspecifying names
from general reaction descriptions13 could be
collected. For this kind of evaluation, determining
the correctness of the analysis would require the
help of domain experts.
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Abstract

Dependency parsers show syntactic re-
lations between words using a directed
graph, but comparing dependency parsers
is difficult because of differences in the-
oretical models. We describe a system
to convert dependency models to a struc-
tural grammar used in grammar educa-
tion. Doing so highlights features that are
potentially overlooked in the dependency
graph, as well as exposing potential weak-
nesses and limitations in parsing models.
Our system performs automated analysis
of dependency relations and uses them to
populate a data structure we designed to
emulate sentence diagrams. This is done
by mapping dependency relations between
words to the relative positions of those
words in a sentence diagram. Using an
original metric for judging the accuracy of
sentence diagrams, we achieve precision
of 85%. Multiple causes for errors are pre-
sented as potential areas for improvement
in dependency parsers.

1 Dependency parsing

Dependencies are generally considered a strong
metric of accuracy in parse trees, as described in
(Lin, 1995). In a dependency parse, words are
connected to each other through relations, with a
head word (the governor) being modified by a de-
pendent word. By converting parse trees to de-
pendency representations before judging accuracy,
more detailed syntactic information can be discov-
ered. Recently, however, a number of dependency
parsers have been developed that have very differ-
ent theories of a correct model of dependencies.

Dependency parsers define syntactic relations
between words in a sentence. This can be done
either through spanning tree search as in (McDon-

ald et al., 2005), which is computationally expen-
sive, or through analysis of another modeling sys-
tem, such as a phrase structure parse tree, which
can introduce errors from the long pipeline. To
the best of our knowledge, the first use of de-
pendency relations as an evaluation tool for parse
trees was in (Lin, 1995), which described a pro-
cess for determining heads in phrase structures
and assigning modifiers to those heads appropri-
ately. Because of different ways to describe rela-
tions between negations, conjunctions, and other
grammatical structures, it was immediately clear
that comparing different models would be diffi-
cult. Research into this area of evaluation pro-
duced several new dependency parsers, each us-
ing different theories of what constitutes a cor-
rect parse. In addition, attempts to model multi-
ple parse trees in a single dependency relation sys-
tem were often stymied by problems such as dif-
ferences in tokenization systems. These problems
are discussed by (Lin, 1998) in greater detail. An
attempt to reconcile differences between parsers
was described in (Marneffe et al., 2006). In this
paper, a dependency parser (from herein referred
to as the Stanford parser) was developed and com-
pared to two other systems: MINIPAR, described
in (Lin, 1998), and the Link parser of (Sleator and
Temperley, 1993), which uses a radically differ-
ent approach but produces a similar, if much more
fine-grained, result.

Comparing dependency parsers is difficult. The
main problem is that there is no clear way to com-
pare models which mark dependencies differently.
For instance, when clauses are linked by a con-
junction, the Link parser considers the conjunction
related to the subject of a clause, while the Stan-
ford parser links the conjunction to the verb of a
clause. In (Marneffe et al., 2006), a simple com-
parison was used to alleviate this problem, which
was based only on the presence of dependencies,
without semantic information. This solution loses

45



information and is still subject to many problems
in representational differences. Another problem
with this approach is that they only used ten sen-
tences for comparison, randomly selected from the
Brown corpus. This sparse data set is not necessar-
ily congruous with the overall accuracy of these
parsers.

In this paper, we propose a novel solution to
the difficulty of converting between dependency
models. The options that have previously been
presented for comparing dependency models are
either too specific to be accurate (relying on an-
notation schemes that are not adequately parallel
for comparison) or too coarse to be useful (such
as merely checking for the existence of depen-
dencies). By using a model of language which
is not as fine-grained as the models used by de-
pendency parsers, but still contains some semantic
information beyond unlabelled relations, a com-
promise can be made. We show that using linear
diagramming models can do this with acceptable
error rates, and hope that future work can use this
to compare multiple dependency models.

Section 2 describes structural grammar, its his-
tory, and its usefulness as a representation of syn-
tax. Section 3 describes our algorithm for conver-
sion from dependency graphs to a structural rep-
resentation. Section 4 describes the process we
used for developing and testing the accuracy of
this algorithm, and Section 5 discusses our results
and a variety of features, as well as limitations and
weaknesses, that we have found in the dependency
representation of (Marneffe et al., 2006) as a result
of this conversion.

2 Introduction to structural grammar

Structural grammar is an approach to natural lan-
guage based on the understanding that the major-
ity of sentences in the English language can be
matched to one of ten patterns. Each of these pat-
terns has a set of slots. Two slots are universal
among these patterns: the subject and the predi-
cate. Three additional slots may also occur: the
direct object, the subject complement, and the ob-
ject complement. A head word fills each of these
slots. In addition, any word in a sentence may be
modified by an additional word. Finally, anywhere
that a word could be used, a substitution may be
made, allowing the position of a word to be filled
by a multiple-word phrase or an entire subclause,
with its own pattern and set of slots.

To understand these relationships better, a stan-
dardized system of sentence diagramming has
been developed. With a relatively small number of
rules, a great deal of information about the func-
tion of each word in a sentence can be represented
in a compact form, using orientation and other spa-
tial clues. This provides a simpler and intuitive
means of visualizing relationships between words,
especially when compared to the complexity of di-
rected dependency graphs. For the purposes of this
paper, we use the system of diagramming formal-
ized in (Kolln and Funk, 2002).

2.1 History
First developed in the early 20th century, structural
grammar was a response to the prescriptive gram-
mar approach of the time. Structural grammar de-
scribes how language actually is used, rather than
prescribing how grammar should be used. This
approach allows an emphasis to be placed on the
systematic and formulaic nature of language. A
key change involved the shift to general role-based
description of the usage of a word, whereas the fo-
cus before had been on declaring words to fall into
strict categories (such as the eight parts of speech
found in Latin).

Beginning with the work of Chomsky in the
1950s on transformational grammar, sentence di-
agrams, used in both structural and prescriptive
approaches, slowly lost favor in educational tech-
niques. This is due to the introduction of trans-
formational grammar, based on generative theo-
ries and intrinsic rules of natural language struc-
ture. This generative approach is almost uni-
versally used in natural language processing, as
generative rules are well-suited to computational
representation. Nevertheless, both structural and
transformational grammar are taught at secondary
and undergraduate levels.

2.2 Applications of structural grammar
Structural grammar still has a number of advan-
tages over generative transformational grammar.
Because it is designed to emulate the natural usage
of language, it is more intuitive for non-experts to
understand. It also highlights certain features of
sentences, such as dependency relationships be-
tween words and targets of actions. Many facets
of natural language are difficult to describe using
a parse tree or other generative data structure. Us-
ing structural techniques, many of these aspects
are obvious upon basic analysis.
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Figure 1: Diagram of “The students are scholars.”
and “The students studied their assignment.”

By developing an algorithm to automatically
analyze a sentence using structural grammar, we
hope that the advantages of structural analysis
can improve the performance of natural language
parsers. By assigning roles to words in a sentence,
patterns or structures in natural language that can-
not be easily gleaned from a data structure are
made obvious, highlighting the limitations of that
structure. It is also important to note that while
sentence diagrams are primarily used for English,
they can be adapted to any language which uses
subjects, verbs, and objects (word order is not im-
portant in sentence diagramming). This research
can therefore be expanded into multilingual de-
pendency parser systems in the future.

To test the effectiveness of these approaches, a
system must be developed for structural analysis
of sentences and subsequent conversion to a sen-
tence diagram.

3 Sentence diagram generation
algorithm

In order to generate a sentence diagram, we make
use of typed dependency graphs from the Stanford
dependency parser. To understand this process
requires understanding both the underlying data
structure representing a sentence diagram, and the
conversion from a directed graph to this data struc-
ture.

3.1 Data structure
In order to algorithmically convert dependency
parses to a structural grammar, we developed an
original model to represent features of sentence
diagrams. A sentence is composed of four slots
(Subject, Predicate, Object, Complement). These
slots are represented1 in two sentences shown in

1All sentence diagram figures were generated by the al-
gorithm described in this paper. Some diagrams have been

Figure 2: Diagram of “Running through the woods
is his favorite activity.”

Figure 1 by the words “students,” “are,” “assign-
ment,” and “scholars” respectively. Each slot con-
tains three sets (Heads, Expletives, Conjunctions).
With the exception of the Heads slot in Subject
and Predicate, all sets may be empty. These sets
are populated by words. A word is comprised of
three parts: the string it represents, a set of mod-
ifying words, and information about its orienta-
tion in a diagram. Finally, anywhere that a word
may fill a role, it can be replaced by a phrase or
subclause. These phrases are represented iden-
tically to clauses, but all sets are allowed to be
empty. Phrases and subclauses filling the role of
a word are connected to the slot they are filling by
a pedestal, as in Figure 2.

3.2 Conversion from dependency graph

A typed dependency representation of a sentence
contains a root – that is, a dependency relation
in which neither the governor nor the dependent
word in the relation is dependent in any other re-
lation. We use this relation to determine the predi-
cate of a sentence, which is almost always the gov-
ernor of the root dependency. The dependent is
added to the diagram data structure based on its
relation to the governor.

Before analysis of dependency graphs begins,
our algorithm takes in a set of dependency rela-
tions S and a set of actions (possible objects and
methods to call) A. This paper describes an algo-
rithm that takes in the 55 relations from (Marn-
effe et al., 2006) and the actions in Table 1. The
algorithm then takes as input a directed graph G
representing a sentence, composed of a node rep-

edited for spacing and readability concerns. These changes
do not affect their accuracy.

47



resenting each word in the sentence. These nodes
are connected by edges in the form reln(gov,
dep) representing a relation from S between a
word gov and dep. Our algorithm performs the
following steps:

1. Determining root actions: For each relation
type R ∈ S, create an ordered list of actions
Root < R, A > from A to perform if that re-
lation is the root relation in the graph.

2. Determining regular actions: For each re-
lation type R ∈ S, create an ordered list of
actions Reln < R, A > from A to perform if
R is found anywhere other than the root in G.

3. Determining the root: Using the root-
finding process described in (Marneffe et al.,
2006), find the root relation R̂(Ĝ, D̂) ∈ G.

4. Initialize a sentence diagram: Find the set
of actionsÂ from Root < R̂, A >and perform
those actions.

5. Finding children: Create a set Open and add
to it each relation ∈ G in which Ĝ or D̂ from
step 3 is a governor.

6. Processing children: For each relation
R̃(G̃, D̃) in Open,

(a) Populate the sentence diagram: Find
the set of actions Ã from Reln < R̃, A >
and perform those actions.

(b) Finding children: Add to Open each
relation R ∈G in which G̃ or D̃ is a gov-
ernor.

This step continues until all relations have
been found in a breadth-first order.

Our system of conversion makes the assumption
that the governor of a typed dependency will al-
ready have been assigned a position in a diagram.
This is due to the largely tree-like structure of
dependency graphs generated by the dependency
parser. Dependencies in most cases “flow” down-
wards to the root, and in exceptions, such as cy-
cles, the governor will have been discovered by the
time it is reached again. As we are searching for
words breadth-first, we know that the dependent
of any relation will have been discovered already
so long as this tree-like structure holds. The num-
ber of cases where it does not is small compared
to the overall error rate of the dependency parser,

and does not have a large impact on the accuracy
of the resulting diagram.

3.3 Single-relation analysis
A strength of this system for conversion is that in-
formation about the overall structure of a sentence
is not necessary for determining the role of each
individual word as it is added to the diagram. As
each word is traversed, it is assigned a role relative
to its parent only. This means that overall structure
will be discovered naturally by tracing dependen-
cies throughout a graph.

There is one exception to this rule: when com-
paring relationships of type cop (copula, a link-
ing verb, usually a variant of “to be”), three words
are involved: the linking verb, the subject, and the
subject complement. However, instead of a tran-
sitive relationship from one word to the next, the
parser assigns the subject and subject complement
as dependent words of the linking verb. An exam-
ple is the sentence “The students are scholars” as
in Figure 1. This sentence contains three relations:

det(students, The)
nsubj(scholars, students)
cop(scholars, are)

A special case exists in our algorithm to check
the governor of a cop relation for another rela-
tion (usually nsubj). This was a necessary ex-
ception to make given the frequency of linking
verbs in the English language. Dependency graphs
from (Marneffe et al., 2006) are defined as a
singly rooted directed acyclic graph with no re-
entrancies; however, they sometimes share nodes
in the tree, with one word being a dependent of
multiple relations. An example of this exists in
the sentence “I saw the man who loves you.” The
word “who” in this sentence is dependent in two
relations:

ref(man, who)
rel(loves, who)

We here refer to this phenomenon as breaking
the tree structure. This is notable because it causes
a significant problem for our approach. While the
correct relation is identified and assigned in most
cases, a duplicated copy of the dependent word
will appear in the resulting diagram. This is be-
cause the dependent word in each relation is added
to the diagram, even if it has already been added.
Modifiers of these words are then assigned to each
copy, which can result in large areas of duplica-
tion. We decided this duplication was acceptable
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Term Definition Example
Input Output

GOV, DEP, RELN Elements of a relation det(‘‘woods",
‘‘the").GOV

‘‘woods"

SBJ, PRD, OBJ,
CMP

Slots in a clause CLAUSE.PRD HEADS(‘‘is"),
EXPL(),
CONJ()

HEADS, EXPL,
CONJ

Sets of words in a slot CLAUSE.PRD.HEADS() ‘‘is"

MODS Set of modifiers of a
word

‘‘activity".MODS (‘‘his",
‘‘favorite")

SEGMENT, CLAUSE Set or clause of word ‘‘is".SEGMENT() CLAUSE.PRD
NEW[WORD, Slot] New clause constructor NEW(‘‘is", PRD) CLAUSE(SBJ(),

PRD(‘‘is"),
OBJ(),
CMP())

ADD(WORD[,ORIENT]) Word added to modi-
fiers

‘‘activity".ADD(‘‘his")

APP(WORD[,RIGHT?]) Word appended to
phrasal head

‘‘down".APP(‘‘shut",
false)

SET(ORIENT) Word orientation set ‘‘his".SET(DIAGONAL)
Periods represent ownership, parentheses represent parameters passed to a method, separated by commas, and brackets repre-
sent optional parameters.
Orientations include HORIZONTAL, DIAGONAL, VERTICAL, GERUND, BENT, DASHED, and CLAUSE as defined in (Kolln
and Funk, 2002) .

Table 1: Terms and methods defined in our algorithm.

Figure 3: The sentence “A big crowd turned out
for the parade.” shown as a dependency graph
(top) and a sentence diagram.

to maintain the simplicity of single-relation con-
version rules, though remedying this problem is an
avenue for further research. For testing purposes,
if duplicate copies of a word exist, the correct one
is given preference over the incorrect copy, and the
diagram is scored as correct if either copy is cor-
rectly located.

3.4 An example diagram conversion

To illustrate the conversion process, consider the
sentence “A big crowd turned out for the parade.”
The dependency graph for this, as generated by the
Stanford dependency parser, is shown in Figure 3.
The following relations are found, with the actions
taken by the conversion algorithm described:

Root: nsubj(turned, crowd)

NEW(GOV, PRD);
GOV.CLAUSE.SBJ.ADD(DEP);

Finding Children: det(crowd, A),
amod(crowd, big), prt(turned, out),
prep(turned, for) added to Open.

Relation: det(crowd, A)

GOV.ADD(DEP,DIAGONAL);

Relation: amod(crowd, big)

GOV.ADD(DEP,DIAGONAL);

Relation: prt(turned, out)

GOV.APP(DEP,TRUE);

Relation: prep(turned, for)
Finding Children: pobj(for, parade)

added to Open.

GOV.ADD(DEP,DIAGONAL);

Relation: pobj(for, parade)
Finding Children: det(parade, the)

added to Open.

GOV.ADD(DEP,HORIZONTAL);

Relation: det(parade, the)

GOV.ADD(DEP,DIAGONAL);

4 Experimental setup

In order to test our conversion algorithm, a large
number of sentence diagrams were needed in order
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to ensure a wide range of structures. We decided to
use an undergraduate-level English grammar text-
book that uses diagramming as a teaching tool
for two reasons. The first is a pragmatic matter:
the sentences have already been diagrammed ac-
curately for comparison to algorithm output. Sec-
ond, the breadth of examples necessary to allow
students a thorough understanding of the process
is beneficial in assuring the completeness of the
conversion system. Cases that are especially diffi-
cult for students are also likely to be stressed with
multiple examples, giving more opportunities to
determine the problem if parsers have similar dif-
ficulty.

Therefore, (Kolln and Funk, 2002) was selected
to be used as the source of this testing data. This
textbook contained 292 sentences, 152 from ex-
amples and 140 from solutions to problem sets.
50% of the example sentences (76 in total, chosen
by selecting every other example) were set aside
to use for development. The remaining 216 sen-
tences were used to gauge the accuracy of the con-
version algorithm.

Our implementation of this algorithm was de-
veloped as an extension of the Stanford depen-
dency parser. We developed two metrics of pre-
cision to evaluate the accuracy of a diagram. The
first approach, known as the inheritance metric,
scored the results of the algorithm based on the
parent of each word in the output sentence dia-
gram. Head words were judged on their placement
in the correct slot, while modifiers were judged
on whether they modified the correct parent word.
The second approach, known as the orientation
metric, judged each word based solely on its ori-
entation. This distinction judges whether a word
was correctly identified as a primary or modifying
element of a sentence.

These scoring systems have various advantages.
By only scoring a word based on its immediate
parent, a single mistake in the diagram does not
severely impact the result of the score, even if it is
at a high level in the diagram. Certain mistakes are
affected by one scoring system but not the other;
for instance, incorrect prepositional phrase attach-
ment will not have an effect on the orientation
score, but will reduce the value of the inheritance
score. Alternatively, a mistake such as failing to
label a modifying word as a participial modifier
will reduce the orientation score, but will not re-
duce the value of the inheritance score. Generally,

orientation scoring is more forgiving than inheri-
tance scoring.

5 Results and discussion

The results of testing these accuracy metrics are
given in Figure 4 and Table 2. Overall inheritance
precision was 85% and overall orientation preci-
sion was 92%. Due to the multiple levels of analy-
sis (parsing from tree to phrase structure to depen-
dency graph to diagram), it is sometimes difficult
to assign fault to a specific step of the algorithm.

There is clearly some loss of information when
converting from a dependency graph to a sentence
diagram. For example, fifteen dependency rela-
tions are represented as diagonal modifiers in a
sentence diagram and have identical conversion
rules. Interestingly, these relations are not nec-
essarily grouped together in the hierarchy given
in (Marneffe et al., 2006). This suggests that the
syntactic information represented by these words
may not be as critical as previously thought, given
enough semantic information about the words. In
total, six sets of multiple dependency relations
mapping to the same conversion rule were found,
as shown in Table 3.

The vast majority of mistakes that were made
came from one of two sources: an incorrect con-
version from a correct dependency parse, or a fail-
ure of the dependency parser to correctly identify
a relation between words in a sentence. Both are
examined below.

5.1 Incorrect conversion rules

On occasion, a flaw in a diagram was the result of
an incorrect conversion from a correct interpreta-
tion in a dependency parse. In some cases, these
were because of simple changes due to inaccura-
cies not exposed from development data. In some
cases, this was a result of an overly general rela-
tionship, in which one relation correctly describes
two or more possible structural patterns in sen-
tences. This can be improved upon by specializ-
ing dependency relation descriptions in future ver-
sions of the dependency parser.

One frequent failure of the conversion rules is
due to the overly generalized handling of the root
of sentences. It is assumed that the governing
word in the root relation of a dependency graph
is the main verb of a sentence. Our algorithm has
very general rules for root handling. Exceptions
to these general cases are possible, especially in
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Sentence Length Ori Mean Ori Std.Dev. Inh Mean Inh Std.Dev. Count
3-6 96.61 7.42 90.34 15.20 56
7-8 92.37 15.77 86.00 19.34 57
9-10 92.80 8.18 82.73 17.15 45
11-20 89.97 12.54 82.52 15.51 58
3-20 92.91 11.84 85.51 17.05 216

Table 2: Precision of diagramming algorithm on testing data.

Relations Rule
abbrev, advmod, amod, dep, det, measure, neg, nn,
num, number, poss, predet, prep, quantmod, ref

GOV.ADD(DEP,DIAGONAL)

iobj, parataxis, pobj GOV.ADD(DEP,HORIZONTAL)
appos, possessive, prt GOV.APP(DEP,TRUE)
aux, tmod GOV.APP(DEP,FALSE)
advcl, csubj, pcomp, rcmod GOV.ADD(NEW(DEP,PRD))
complm, expl, mark GOV.SEGMENT.EXPL.ADD(DEP)

Table 3: Sets of multiple dependency relations which are converted identically.
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Figure 4: Inheritance (top) and Orientation preci-
sion results of diagramming algorithm on testing
data. Results are separated by sentence length into
quartiles.

interrogative sentences, e.g. the root relation of
the sentence “What have you been reading?” is
dobj(reading, What). This should be han-
dled by treating “What” as the object of the clause.
This problem can be remedied in the future by cre-
ating specialized conversion rules for any given re-
lation as a root of a dependency graph.

A final issue is the effect of a non-tree struc-
ture on the conversion algorithm. Because rela-
tionships are evaluated individually, multiple in-
heritance for words can sometimes create dupli-
cate copies of a word which are then modified in
parallel. An example of this is shown in Figure 5,
which is caused due to the dependency graph for
this sentence containing the following relations:

nsubj(is-4, hope-3)
xsubj(beg-6, hope-3)
xcomp(is-4, beg-6)

Because the tree structure is broken, a word
(hope) is dependent on two different governing
words. While the xsubj relation places the phrase
“to beg for mercy” correctly in the diagram, a sec-
ond copy is created because of the xcomp depen-
dency. A more thorough analysis approach that
checks for breaking of the tree structure may be
useful in avoiding this problem in the future.

5.2 Exposed weaknesses of dependency
parsers

A number of consistent patterns are poorly dia-
grammed by this system. This is usually due to
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Figure 5: Duplication in the sentence diagram for
“Our only hope is to beg for mercy.”

limitations in the theoretical model of the depen-
dency parser. These differences between the ac-
tual structure of the sentence and the structure the
parser assigns can lead to a significant difference
in semantic value of phrases. Improving the accu-
racy of this model to account for these situations
(either through more fine-grained separation of re-
lationships or a change in the model) may improve
the quality of meaning extraction from sentences.

One major shortcoming of the dependency
parser is how it handles prepositional phrases.
As described in (Atterer and Schutze, 2007), this
problem has traditionally been framed as involv-
ing four words (v, n1, p, n2) where v is the head of
a verb phrase, n1 is the head of a noun phrase dom-
inated by v, p is the head of a prepositional phrase,
and n2 the head of a noun phrase dominated by
p. Two options have generally been given for at-
tachment, either to the verb v or the noun n1. This
parser struggles to accurately determine which of
these two possibilities should be used. However,
in the structural model of grammar, there is a third
option, treating the prepositional phrase as an ob-
ject complement of n1. This possibility occurs fre-
quently in English, such as in the sentence “We
elected him as our secretary.” or with idiomatic ex-
pressions such as “out of tune.” The current depen-
dency parser cannot represent this at all.

5.3 Ambiguity
A final case is when multiple correct structural
analyses exist for a single sentences. In some
cases, this causes the parser to produce a gramati-
cally and semantically correct parse which, due to
ambiguity, does not match the diagram for com-
parison. An example of this can be seen in Fig-
ure 6, in which the dependency parser assigns the

Figure 6: Diagram of “On Saturday night the li-
brary was almost deserted.”

predicate role to “was deserted” when in fact de-
serted is acting as a subject complement. How-
ever, the phrase “was deserted” can accurately act
as a predicate in that sentence, and produces a se-
mantically valid interpretation of the phrase.

6 Conclusion

We have demonstrated a promising method for
conversion from a dependency graph to a sentence
diagram. However, this approach still has the op-
portunity for a great deal of improvement. There
are two main courses of action for future work to
reap the benefits of this approach: analyzing cur-
rent results, and extending this approach to other
parsers for comparison. First, a more detailed
analysis of current errors should be undertaken to
determine areas for improvement. There are two
broadly defined categories of error (errors made
before a dependency graph is given to the algo-
rithm for conversion, and errors made during con-
version to a diagram). However, we do not know
what percent of mistakes falls into those two cat-
egories. We also do not know what exact gram-
matical idiosyncracy caused each of those errors.
With further examination of current data, this in-
formation can be determined.

Second, it must be determined what level of
conversion error is acceptable to begin making
quantitative comparisons of dependency parsers.
Once the level of noise introduced by the conver-
sion process is lowered to the point that the major-
ity of diagram errors are due to mistakes or short-
falls in the dependency graph itself, this tool will
be much more useful for evaluation. Finally, this
system should be extended to other dependency
parsers so that a comparison can be made between
multiple systems.
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Abstract
Data-driven function tag assignment has
been studied for English using Penn Tree-
bank data. In this paper, we address
the question of whether such method can
be applied to other languages and Tree-
bank resources. In addition to simply
extend previous method from English to
Chinese, we also proposed an effective
way to recognize function tags directly
from lexical information, which is eas-
ily scalable for languages that lack suf-
ficient parsing resources or have inher-
ent linguistic challenges for parsing. We
investigated a supervised sequence learn-
ing method to automatically recognize
function tags, which achieves an F-score
of 0.938 on gold-standard POS (Part-of-
Speech) tagged Chinese text – a statisti-
cally significant improvement over exist-
ing Chinese function label assignment sys-
tems. Results show that a small number
of linguistically motivated lexical features
are sufficient to achieve comparable per-
formance to systems using sophisticated
parse trees.

1 Introduction

Function tags, such as subject, object, time, loca-
tion, etc. are conceptually appealing by encoding
an event in the format of “who did what to whom,
where, when”, which provides useful semantic in-
formation of the sentences. Lexical semantic re-
sources such as Penn Treebank (Marcus et al.,
1994) have been annotated with phrase tree struc-
tures and function tags. Figure 1 shows the parse
tree with function tags for a sample sentence form
the Penn Chinese Treebank 5.01 (Xue et al., 2000)
(file 0043.fid).

1released by Linguistic Data Consortium (LDC) catalog
NO. LDC2005T01

Figure 1: Simplified parse tree with function tags
(in black bold) for example sentence.

When dealing with the task of function tag
assignment (or function labeling thereafter), one
basic question that must be addressed is what
features can be extracted in practice for distin-
guishing different function tag types. In answer-
ing this question, several pieces of work (Blaheta
and Charniak, 2000; Blaheta, 2004; Merlo and
Musillo, 2005; Gildea and Palmer, 2002) have
already been proposed. (Blaheta and Charniak,
2000; Blaheta, 2004) described a statistical sys-
tem trained on the data of Penn Treebank to au-
tomatically assign function tags for English text.
The system first passed sentences through an au-
tomatic parser, then extracted features from the
parse trees and predicted the most plausible func-
tion label of constituent from these features. Not-
ing that parsing errors are difficult or even impos-
sible to recover at function tag recognition stage,
the alternative approaches are obtained by assign-
ing function tags at the same time as producing
parse trees (Merlo and Musillo, 2005), through
learning deeper syntactic properties such as finer-
grained labels, features from the nodes to the left
of the current node.

Through all that research, however, success-
fully addressing function labeling requires accu-
rate parsing model and training data, and the re-
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sults of them show that the performance ceil-
ing of function labeling is limited by the parsers
they used. Given the imperfection of existing
automatic parsers, which are far from producing
gold-standard results, function tags output by such
models cannot be satisfactory for practical use.
The limitation is even more pertinent for the lan-
guages that do not have sophisticated parsing re-
sources, or languages that have inherent linguistic
challenges for parsing (like Chinese). It is there-
fore worthwhile to investigate alternatives to func-
tion labeling for languages under the parsing bot-
tleneck, both in terms of features used and effec-
tive learning algorithms.

In current study, we focused on the use of
parser-independent features for function labeling.
Specifically, our proposal is to classify function
types directly from lexical features like words and
their POS tags and the surface sentence informa-
tion like the word position. The hypothesis that
underlies our proposal is that lexical features are
informative for different function types, and cap-
ture fundamental properties of the semantics that
sometimes can not be concluded from the glance
of parse structure. Such cases come when distin-
guishing phrases of the same structure that differ
by just one word – for instance, telling “3þ°
(in Shanghai)”, which is locative, from “3Ê�
(in May)”, which is temporal.

At a high level, we can say that class-based dif-
ferences in function labels are reflected in statistics
over the lexical features in large-scale annotated
corpus, and that such knowledge can be encoded
by learning algorithms. By exploiting lexical in-
formation collected from Penn Chinese Treebank
(CTB) (Xue et al., 2000), we investigate a super-
vised sequence learning model to test our core hy-
pothesis – that function tags could be guessed pre-
cisely through informative lexical features and ef-
fective learning methods. At the end of this pa-
per, we extend previous function labeling meth-
ods from English to Chinese. The result proves, at
least for Chinese language, our proposed method
outperforms previous ones that utilize sophisti-
cated parse trees.

In section 2 we will introduce the CTB re-
sources and function tags used in our study. In
section 3, we will describe the sequence learn-
ing algorithm in the framework of maximum mar-
gin learning, showing how to approximate func-
tion tagging by simple lexical statistics. Section 4

Table 1: Complete set of function labels in Chi-
nese Treebank and function labels used in our sys-
tem (selected labels).

type labels in CTB selected labels
clause types IMP imperative

Q question
(function/form)

ADV adverbial
√

discrepancies
grammatical roles EXT extent

√
FOC focus

√
IO indirect object

√
OBJ direct object

√
PRD predicate

√
SBJ subject

√
TPC topic

√
adverbials BNF beneficiary

√
CND condition

√
DIR direction

√
IJ interjective

√
LGS logic subject

√
LOC locative

√
MNR manner

√
PRP purpose/reason

√
TMP temporal

√
VOC vocative

√
miscellaneous APP appositive

HLN headline
PN proper names
SHORT short form
TTL title
WH wh-phrase

gives a detailed discussion of our experiment and
comparison with pieces of related work. Some fi-
nal remarks will be given in Section 5.

2 Chinese Function Tags

The label such as subject, object, time, location,
etc. are named as function tags2 in Penn Chi-
nese Treebank (Xue et al., 2000), a complete list
of which is shown in Table 1. Among the 5 cat-
egories, grammatical roles such as SBJ, OBJ are
useful in recovering predicate-argument structure,
while adverbials are actually semantically oriented
labels (though not true for all cases, see (Merlo
and Palmer, 2006)) that carry semantic role infor-
mation.

As for the task of function parsing, it is reason-
able to ignore the IMP and Q in Table 1 since they
do not form natural syntactic or semantic classes.
In addition, we regard the miscellaneous labels as
an “O” label (out of any function chunks) like la-
beling constituents that do not bear any function

2The annotation guidelines of Penn Chinese Treebank talk
of function tags. We will use the term function labels and
function tags identically, and hence make no distinction be-
tween function labeling and function tagging throughout this
paper. Also, the term function chunk signifies a sequence of
words that are decorated with the same function label.
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tags. Punctuation marks like comma, semi-colon
and period that separate sentences are also denoted
as “O”. But the punctuation that appear within one
sentence like double quotes are denoted with the
same function labels with the content they quote.

In the annotation guidelines of CTB (Xue et al.,
2000), the function tag “PRD” is assigned to non-
verbal predicate. Since VP (verb phrase) is always
predicate, “PRD” is assumed and no function tag
is attached to it. We make a slight modification to
such standard by calling this kind of VP “verbal
predicates”, and assigning them with function la-
bel “TAR (target verb)”, which is grouped into the
same grammar roles type with “PRD”.

To a large extent, PP (preposition phrase) al-
ways plays a functional role in sentence, like “PP-
MNR” in Figure 1. But there are many such PPs
bare of any function type in CTB resources. Like
in the sentence “'�cÓÏO� 25% (increase
by 25% over the same period of last year)”, “'�
cÓÏ (over the same period of last year)” is la-
beled as “PP” in CTB without any function labels
attached, thus losing to describe the relationship
with the predicate “O� (increases)”. In order to
capture various relationships related to the predi-
cate, we assign function label “ADT (adjunct)” for
this scenario, and merge it with other adverbials
to form adverbials category. There are 1,415 such
cases in CTB resources, which account for a large
proportion of adverbials types.

After the modifications discussed above, in our
final system we use 20 function labels3 (18 origi-
nal CTB labels shown in Table 2 and two newly
added labels) that are grouped into two types:
grammatical roles and adverbials.

We calculate the frequency (the number of times
each tag occurs) and average length (the average
number of words each tag covers) of each func-
tion category in our selected sentences, which are
listed in Table 2. As can be seen, the frequency of
adverbials is much smaller than that of grammati-
cal roles. Furthermore, the average length of most
adverbials are somewhat larger than 4. Such data
distribution is likely to be one cause of the lower
identification accuracy of adverbials as we will see
in the experiments.

From the layer of function labeling, sentences

3ADV includes ADV and ADVP in CTB recourses,
grouped into adverbials. In function labeling level, EXT that
signifies degree, amount of the predicates should be grouped
into adverbials like in the work of (Blaheta and Charniak,
2000) and (Merlo and Musillo, 2005).

Table 2: Categories of function tags with their rel-
ative frequencies and average length.

Function Labels Frequency Average Length
grammatical roles 99507 2.62

FOC 133 1.89
IO 126 1.26

OBJ 25834 4.15
PRD 4428 5.20
SBJ 23809 3.02
TPC 676 3.51
TAR 44501 1.25

adverbials 33287 2.11
ADT 1415 4.51
ADV 21891 1.32
BNF 465 4.66
CND 68 3.15
DIR 1558 4.68
EXT 1048 1.99

IJ 1 1.00
LGS 204 5.42
LOC 2051 4.27

MNR 1053 4.48
PRP 224 4.91

TMP 3309 2.25

in CTB are described with the structure of “SV”
which indicates a sentence is basically composed
of “subject + verb”. But in order to identify objects
and complements of predicates, we express sen-
tence by “SVO” framework in our system, which
regards sentence as a structure of “subject + verb +
object”. The structure transformation is obtained
through a preprocessing procedure, by upgrading
OBJs and complements (EXT, DIR, etc.) which
are under VP in layered brackets.

3 Learning Function Labels

Function labeling deals with the problem of pre-
dicting a sequence of function tags y = y1, ..., yT ,
from a given sequence of input words x =
x1, ..., xT , where yi ∈ Σ. Therefore the function
labeling task can be formulated as a stream of se-
quence learning problem. The general approach
is to learn a w-parameterized mapping function
F : X×Y → < based on training sample of input-
output pairs and to maximize F (x, y;w) over the
response variable to make a prediction.

There has been several algorithms for label-
ing sequence data including hidden Markov model
(Rabiner, 1989), maximum entropy Markov model
(Mccallum et al., 2000), conditional random fields
(Lafferty et al., 2001) and hidden Markov support
vector machine (HM-SVM) (Altun et al., 2003;
Tsochantaridis et al., 2004), among which HM-
SVM shows notable advantages by its learning
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non-linear discriminant functions via kernel func-
tion, the properties inherited from support vec-
tor machines (SVMs). Furthermore, HM-SVM
retains some of the key advantages of Markov
model, namely the Markov chain dependency
structure between labels and an efficient dynamic
programming formulation.

In this paper we investigate the application of
the HM-SVM model to Chinese function labeling
task. In order to keep the completeness of paper,
we here address briefly the HM-SVM algorithm,
more details of which could be founded in (Altun
et al., 2003; Tsochantaridis et al., 2004), then we
will concentrate on the techniques of applying it to
our specific task.

3.1 Learning Model
The framework from which HM-SVM are derived
is a maximum margin formulation for joint fea-
ture functions in kernel learning setting. Given n
labeled examples (x1, y1), ..., (xn, yn), the notion
of a separation margin proposed in standard SVMs
is generalized by defining the margin of a train-
ing example with respect to a discriminant func-
tion F (x, y;w), as:

γi = F (xi, yi;w)−max
y /∈yi

F (xi, y;w). (1)

Then the maximum margin problem can be de-
fined as finding a weight vector w that maxi-
mizes miniγi. By fixing the functional margin
(maxiγi ≥ 1) like in the standard setting of SVMs
with binary labels, we get the following hard-
margin optimization problem with a quadratic ob-
jective:

min
w

1
2
||w||2, (2)

with constraints,

F (xi, yi;w)− F (xi, y;w) ≥ 1,∀n
i=1,∀y 6=yi .

In the particular setting of SVM, F is as-
sumed to be linear in some combined feature
representation of inputs and outputs Φ(x, y), i.e.
F (x, y;w) = 〈w,Φ(x, y)〉. Φ(x, y) can be
specified by extracting features from an obser-
vation/label sequence pair (x, y). Inspired by
HMMs, we propose to define two types of fea-
tures, interactions between neighboring labels
along the chain as well as interactions between at-
tributes of the observation vectors and a specific

label. For instance, in our function labeling task,
we might think of a label-label feature of the form

α(yt−1, yt) = [[yt−1 = SBJ ∧ yt = TAR]], (3)

that equals 1 if a SBJ is followed by a TAR. Anal-
ogously, a label-observation feature may be

β(xt, yt) = [[yt = SBJ ∧ xt is a noun]], (4)

which equals 1 if x at position t is a noun and la-
beled as SBJ. The described feature map exhibits
a first-order Markov property and as a result, de-
coding can be performed by a Viterbi algorithm in
O(T |Σ|2).

All the features extracted at location t are sim-
ply stacked together to form Φ(x, y; t). Finally,
this feature map is extended to sequences (x, y) of
length T in an additive manner as

Φ(x, y) =
T∑

t=1

Φ(x, y; t). (5)

3.2 Features
It deserves to note that features in HM-SVM
model can be easily changeable regardless of de-
pendency among them. In this prospect, features
are very far from independent can be cooperated
in the model.

By observing the particular property of function
structure in Chinese sentences, we design several
sets of label-observation features which are inde-
pendent of parse trees, namely:
Words and POS tags: The lexical context is ex-
tremely important in function labeling, as indi-
cated by their importance in related task of phrase
chunking. Due to long-distance dependency of
function structure, intuitively, more wider con-
text window will bring more accurate prediction.
However, the wider context window is more likely
to bring sparseness problem of features and in-
crease computation cost. So there should be a
proper compromise among them. In our experi-
ment, we start from a context of [-2, +2] and then
expand it to [-4, 4], that is, four words (and POS
tags) around the word in question, which is closest
to the average length of most function types shown
in Table 2.
Bi-gram of POS tags: Apart from POS tags them-
selves, we also try on the bi-gram of POS tags. We
regard POS tag sequence as an analog to function

57



chains, which reveals somewhat the dependent re-
lations among words.
Verbs: Function labels like subject and object
specify the relations between verb and its argu-
ments. As observed in English verbs (Levin,
1993), each class of verb is associated with a set
of syntactic frames. Similar criteria can also be
found in Chinese. In this sense, we can rely on
the surface verb for distinguishing argument roles
syntactically. Besides the verbs themselves, we
also take into account the special words sharing
common property with verbs in Chinese language,
which are active voice “r(BA)” and passive voice
“�(BEI)”. The verb we refer here is supposed to
be the last verb if it happens in a consecutive verb
sequence, thus actually not the head verb of sen-
tence.
POS tags of verbs: according to CTB annota-
tion guideline, verbs are labeled with four kinds
of POS tags (VA, VC, VE, VV), along with BA
(for “r”), LB and SB (for “�”). This feature
somewhat notifies the coarse class of verbs talked
in (Levin, 1993) and is taken into account as fea-
ture candidates.
Position indicators: It is interesting to notice that
whether the constituent to be labeled occurs before
or after the verb is highly correlated with gram-
matical function, since subjects will generally ap-
pear before a verb, and objects after, at least for
Chinese language. This feature may overcome the
lack of syntactic structure that could be read from
the parse tree.

In our experiment, all feature candidates are in-
troduced to the training instances incrementally by
a feature inducing procedure, then we use a gain-
driven method to decide whether a feature should
be reserved or deleted according to the increase or
decrease of the predication accuracy. The proce-
dure are described in Figure 2.

Figure 2: Pseudo-code of feature introducing pro-
cedure.

1: initialize feature superset C={all feature candidates},
feature set c is empty
2: repeat
3: for each feature ci ∈ C do
4: construct training instances using ci ∪ c

experiment on k-fold cross-validation data
5: if accuracy increases then

ci → c
6: end if
7: end for
8: until all features in C are traversed

4 Experiment and Discussion

In this section, we turn to our computational ex-
periments that investigate whether the statistical
indicators of lexical properties that we have devel-
oped can in fact be used to classify function labels,
and demonstrate which kind of feature contributes
most in identifying function types, at least for Chi-
nese text.

As in the work of (Ramshaw and Marcus,
1995), each word or punctuation mark within a
sentence is labeled with “IOB” tag together with
its function type. The three tags are sufficient for
encoding all constituents since there are no over-
laps among different function chunks. The func-
tion tags in this paper are limited to 20 types, re-
sulting in a total of |Σ| = 41 different outputs.

We use three measures to evaluate the model
performance: precision, which is the percentage
of detected chunks that are correct; recall, which
is the percentage of chunks in the data that are
found by the tagger; and F-score which is equal to
2×precision×recall/(precision+recall). Un-
der the “IOB” tagging scheme, a function chunk
is only counted as correct when its boundaries and
its type are both identified correctly. Furthermore,
sentence accuracy is used in order to observe the
prediction correctness of sentences, which is de-
fined as the percentage of sentences within which
all the constituents are assigned with correct tags.
As in the work of (Blaheta and Charniak, 2000)
and (Merlo and Musillo, 2005), to avoid calcu-
lating excessively optimistic values, constituents
bearing the “O” label are not counted in for com-
puting overall precision, recall and F-score.

We derived 18,782 sentences from CTB 5.0
with about 497 thousands of words (including
punctuation marks). On average, each sentence
contains 26.5 words with 2.4 verbs. We followed
5-fold cross-validation method in our experiment.
The numbers reported are the averages of the re-
sults across the five test sets.

4.1 Evaluation of Different Features and
Models

In pilot experiments on a subset of the features,
we provide a comparison of HM-SVM with other
two learning models, maximum entropy (Max-
Ent) model (Berger et al., 1996) and SVM model
(Kudo, 2001), to test the effectiveness of HM-
SVM on function labeling task, as well as the
generality of our hypothesis on different learning
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Table 3: Features used in each experiment round.
FT1 word & POS tags within [-2,+2]
FT2 word & POS tags within [-3,+3]
FT3 word & POS tags within [-4,+4]
FT4 FT3 plus POS bigrams within [-4,+4]
FT5 FT4 plus verbs
FT6 FT5 plus POS tags of verbs
FT7 FT6 plus position indicators

models.
In our experiment, SVMs and HM-SVM train-

ing are carried out with SVMstruct packages4. The
multi-class SVMs model is realized by extend-
ing binary SVMs using pairwise strategy. We
used a first-order of transition and emission depen-
dency in HM-SVM. Both SVMs and HM-SVM
are trained with the linear kernel function and the
soft margin parameter c is set to be 1. The MaxEnt
model is implemented based on Zhang’s MaxEnt
toolkit5 and L-BFGS (Nocedal, 1999) method to
perform parameter estimation.

Figure 3: Sentence accuracy achieved by different
models using different feature combinations.

We use sentence accuracy to compare perfor-
mances of three models with different feature
combinations shown in Table 3. The learning
curves in Figure 3 illustrate feature combination
FT7 gains the best results for all three models
we considered. As we have expected, the perfor-
mance improves as the context window expanded
from 2 to 4 (from FT1 to FT3 in Figure 3). The
sentence accuracy increases significantly when the
features include verbs and position indicators, giv-

4http://svmlight.joachims.org/s vm multiclass.html
5http://homepages.inf.ed.ac.uk/s0450736/maxent toolkit.

html

ing some indication of the complexity of the struc-
ture intervening between focus word and the verb.
However, at a high level, we can simply say that
any further information would help for identifying
function types, so we believe that the features we
deliberated on currently are by no means the solely
optimal feature set.

As observed in Figure 3, the structural sequence
model HM-SVM outperforms multi-class SVMs,
meanwhile, they both perform slightly better than
MaxEnt model, demonstrating the benefit of max-
imum margin based approach. In the experiment
below, we will use feature FT7 and HM-SVM
model to illustrate our method.

4.2 Results with Gold-standard POS Tags

By using gold-standard POS tags, this experiment
is to view the performance of two types of func-
tion labels - grammatical roles and adverbials, and
fine-grained function types belonging to them. We
cite the average precision, recall and F-score of
5-fold cross validation data output by HM-SVM
model to discuss this facet.

Table 4: Average performance for individual cat-
egories, using HM-SVM model with feature FT7
and gold-standard POS tags.

Precision Recall F-score
Overall 0.934 0.942 0.938

grammatical roles 0.949 0.960 0.955
FOC 0.385 0.185 0.250

IO 0.857 0.286 0.429
OBJ 0.960 0.980 0.970
PRD 0.985 0.988 0.987
SBJ 0.869 0.912 0.890
TPC 0.292 0.051 0.087
TAR 0.986 0.990 0.990

adverbials 0.887 0.887 0.887
ADT 0.690 0.663 0.676
ADV 0.956 0.955 0.956
BNF 0.729 0.869 0.793
CND 0.000 0.000 0.000
DIR 0.741 0.812 0.775
EXT 0.899 0.820 0.857
LGS 0.563 0.659 0.607
LOC 0.712 0.721 0.716

MNR 0.736 0.783 0.759
PRP 0.656 0.404 0.500

TMP 0.821 0.808 0.814

Table 4 details the results of individual function
types. On the whole, grammatical roles outper-
form adverbials. It seems to reflect the fact that
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syntactic constituents can often be guessed based
on POS tags and high-frequency lexical words,
largely avoiding sparse-data problems. This is ev-
ident particularly for “OBJ” that reaches aggres-
sively 0.970 in F-score. One exception is “TPC”,
whose precision and recall draws to the lowest
among grammatical roles. In CTB resources,
“TPC” marks elements that appear before the sub-
ject in a declarative sentence, and, it always consti-
tutes a noun phrase together with the subject of the
sentence. As an illustrating example, in the sen-
tence “U9�����(J�q (The industrial
structure of Tianjin and Taiwan is similar)”, “U
9��� (Tianjin and Taiwan)” is labeled with
“TPC”, while “��(� (The industrial struc-
ture)” with “SBJ”. In such settings, it is difficult to
distinguish between them even for human beings.

Overall, there are three possible explanations
for the lower F-score of adverbials. One is that
tags characterized by much more semantic infor-
mation always have flexible syntactic construc-
tions and diverse positions in sentence, which
makes it difficult to capture their uniform char-
acteristics. Second one is likely that the long-
distance dependency and sparseness problem de-
grade the performance of adverbials greatly. This
can be viewed from the statistics in Table 2, where
most of the adverbials are longer than 4, while the
frequency of them is significantly lower than that
of grammatical roles. The third possible explana-
tion is that there is vagueness among different ad-
verbials. An instance to state such case is the dis-
pute between “ADV” and “MNR” like the phrase
“�XU�m���\ (with the deepening of re-
form and opening-up)”, which are assigned with
“ADV” and “MNR” in two totally the same con-
texts in our training data. Noting that word se-
quences for some semantic labels carry several
limited formations (e.g., most of “DIR” is prepo-
sition phrase beginning with “from, to”), we will
try some linguistically informed heuristics to de-
tect such patterns in future work.

4.3 Results with Automatically Assigned POS
Tags

Parallel to experiments on text with gold-standard
POS tags, we also present results on automatically
POS-tagged text to quantify the effect of POS ac-
curacy on the system performance. We adopt auto-
matic POS tagger of (Qin et al., 2008), which got
the first place in the forth SIGHAN Chinese POS

tagging bakeoff on CTB open test, to assign POS
tags for our data. Following the approach of (Qin
et al., 2008), we train the automatic POS tagger
which gets an average accuracy of 96.18% in our
5-fold cross-validation data. Function tagger takes
raw text as input, then completes POS tagging and
function labeling in a cascaded way. As shown in
Table 5, the F-score of AutoPOS is slightly lower
than that of GoldPOS. However, the small gap is
still within our first expectation.

Table 5: Performance separated for grammatical
roles and adverbials, of our models GoldPOS (us-
ing gold-standard POS tags), GoldPARSE (using
gold-standard parse trees), AutoPOS (using auto-
matically labeled POS tags).

grammatical roles adverbials
P R F P R F

GoldPOS 0.949 0.960 0.955 0.887 0.887 0.887
AutoPOS 0.921 0.948 0.934 0.872 0.867 0.869

GoldPARSE 0.936 0.967 0.951 0.911 0.884 0.897

4.4 Results with Gold-standard Parser

A thoroughly different way for function labeling
is deriving function labels together with parsing.
The work of (Blaheta and Charniak, 2000; Bla-
heta, 2004; Merlo and Musillo, 2005) has ap-
proved its effectiveness in English text. Among
them, the work of Merlo and Musillo (Merlo and
Musillo, 2005) achieved a state-of-the-art F1 score
for English function labeling (0.964 for grammat-
ical roles and 0.863 for adverbials). In order to ad-
dress the question of whether such method can be
successfully applied to Chinese text and whether
the simple method we proposed is better than or
at least equivalent to it, we used features collected
from hand-crafted parse trees in CTB resources,
and did a separate experiment on the same text.
The features we used are borrowed from feature
trees described in (Blaheta and Charniak, 2000).
A trivial difference is that in our system the head
for prepositional phrases is defined as the preposi-
tions themselves (not the head of object of preposi-
tional phrases (Blaheta and Charniak, 2000)), be-
cause we think that the preposition itself is a more
distinctive attribute for different semantic mean-
ings.

Results in Table 5 show that the parser tree
doesn’t help a lot in Chinese function labeling.
One reason for this may be sparseness problem of
parse tree features – For instance, in one of the 5-
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fold data, 34% of syntactic paths in test instances
are unseen in training data. For sentences with
the average length of more than 40 words, this
sparseness becomes even severe. Another possi-
ble reason is that some functional chunks are more
local and less prone to structured parse trees, as
observed in examples listed at the beginning of
the paper. In Table 5, although the performance
of adverbials grows really huge when using fea-
tures from the gold-standard parse trees, the per-
formance of grammatical roles drops as introduc-
ing such features. As mentioned above, in fact
even the simple position feature can give a better
explanation to word’s grammatical role than com-
plicated syntactic path.

Although the experimental setup is strictly not
the same for the present paper and (Blaheta
and Charniak, 2000; Blaheta, 2004; Merlo and
Musillo, 2005), we observe that the proposed
method yields better results with deliberately de-
signed but simple features at lexical level, while
attempts in (Blaheta and Charniak, 2000; Blaheta,
2004; Merlo and Musillo, 2005) optimized func-
tion labeling together with parsing, which is a
more complex task and difficult to realize for lan-
guages that lack sufficient parse resources.

The work of (Blaheta and Charniak, 2000; Bla-
heta, 2004; Merlo and Musillo, 2005) reveal that
the performance of parser used sets upper bound
on the performance of function labeling. However,
the best Chinese parser ever reported (Wang et al.,
2006) achieves 0.882 F-score for sentences with
less than 40 words, we therefore conclude that the
way using auto-parser for Chinese function label-
ing is not the optimal choice.

4.5 Error Analysis

In the course of our experiment, we wanted to at-
tain some understanding of what sort of errors the
system was making. While still working on the
gold-standard POS-tagged text, we randomly took
one output from the 5-fold cross-validation tests
and examined each error. But when observing the
1,550 wrongly labeled function chunks (26,593 in
total), we can distinguish three types of errors.

The first and widest category of errors are
caused when the lexical construction of the chunk
is similar to other chunk types. A typical example
is “PRP (purpose)” and “BNF (beneficiary)”, both
of which are mostly prepositional phrases begin-
ning with “�,�
(for, in order to)”.

The second type of errors are found when the
chunk is too long, like more than 8 words. Nor-
mally it is not easy to eliminate this kind of errors
through local lexical features. In Chinese, the long
chunks are mainly composed of “� (DE)” struc-
ture that can be translated into attributive clause
in English. The “� (DE)” structures are usually
nested component and used as a modifier of noun
phrases, thus this kind of errors can be partly re-
solved by accurately recognition of such structure.

The third type of errors concern the sentence
with some special structure, like intransitive sen-
tence, elliptical sentence (left out of subject or ob-
ject), and so on. The errors of “IO” with wrong
tag “OBJ”, and errors of “EXT” with wrong tag
“OBJ” fall into the third categories. It is interest-
ing to notice that, when using GoldPARSE (see
Table 5), suggesting that features from the trees
are helpful when disambiguating function labels
that related with sentence structures.

5 Conclusion and Future Work

We have presented the first experimental results on
Chinese function labeling using Chinese Treebank
resources, and shown that Chinese function la-
beling can be reached with considerable accuracy
given a small number of lexical features. Even
though our experiments using hand-crafted parse
trees yield promising initial results, this method
will be hampered when using fully automatic
parser due to the imperfection of Chinese parser,
which is our core motivation to assign function la-
bels by exploiting the underlining lexical insights
instead of parse trees. Experimental results sug-
gest that our method for Chinese function label-
ing is comparable with the English state-of-the-art
work that utilizes complicated parse trees.

We believe that we have not settled on an “opti-
mal” set of features for Chinese function labeling,
hence, more language-specific customization is
necessary in the future work. Although there have
been speculations and trails on things that func-
tion labels might help with, it remains to be im-
portant to discover how function labels contribute
to other NLP applications, such as the Japanese-
Chinese machine translation system we have been
working on.
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Abstract 

 

Statistical language modeling (SLM) has 
been used in many different domains for dec-
ades and has also been applied to information 
retrieval (IR) recently.  Documents retrieved 
using this approach are ranked according 
their probability of generating the given 
query. In this paper, we present a novel ap-
proach that employs the generalized Expecta-
tion Maximization (EM) algorithm to im-
prove language models by representing their 
parameters as observation probabilities of 
Hidden Markov Models (HMM). In the expe-
riments, we demonstrate that our method out-
performs standard SLM-based and tf.idf-
based methods on TREC 2005 HARD Track 
data. 

1 Introduction 

In 1945, soon after the computer was invented, 
Vannevar Bush wrote a famous article---“As we 
may think” (V. Bush, 1996), which formed the 
basis of research into Information Retrieval (IR). 
The pioneers in IR developed two models for 
ranking: the vector space model (G. Salton and 
M. J. McGill, 1986) and the probabilistic model 
(S. E. Robertson and S. Jones, 1976). Since then, 
the research of classical probabilistic models of 
relevance has been widely studied. For example, 
Robertson (S. E. Robertson and S. Walker, 1994; 
S. E. Robertson, 1977) modeled word occur-
rences into relevant or non-relevant classes, and 

ranked documents according to the probabilities 
they belong to the relevant one. In 1998, Ponte 
and Croft (1998) proposed a language modeling 
framework which opens a new point of view in 
IR. In this approach, they gave up the model of 
relevance; instead, they treated query generation 
as random sampling from every document model. 
The retrieval results were based on the probabili-
ties that a document can generate the query string. 
Several improvements were proposed after their 
work. Song and Croft (1999), for example, was 
the first to bring up a model with bi-grams and 
Good Turing re-estimation to smooth the docu-
ment models. Latter, Miller et al. (1999) used 
Hidden Markov Model (HMM) for ranking, 
which also included the use of bigrams.  

HMM, firstly introduced by Rabiner and Juain 
(1986) in 1986, has been successfully applied 
into many domains, such as named entity recog-
nition (D. M. Bikel et al., 1997), topic classifica-
tion (R. Schwartz et al., 1997), or speech recog-
nition (J. Makhoul and R. Schwartz, 1995). In 
practice, the model requires solving three basic 
problems. Given the parameters of the model, 
computing the probability of a particular output 
sequence is the first problem. This process is of-
ten referred to as decoding. Both Forward and 
Backward procedure are solutions for this prob-
lem. The second problem is finding the most 
possible state sequence with the parameters of 
the model and a particular output sequence. This 
is usually completed with Viterbi algorithm. The 
third problem is the learning problem of HMM 
models. It is often solved by Baum-Welch algo-
rithm (L. E. Bmjm et al., 1970). Given training 
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data, the algorithm computes the maximum like-
lihood estimates and posterior mode estimate. It 
is in essence a generalized Expectation Maximi-
zation (EM) algorithm which was first explained 
and given name by Dempster, Laird and Rubin 
(1977) in 1977. EM can estimate the maximum 
likelihood of parameters in probabilistic models 
which has unseen variables. Nonetheless, in our 
knowledge, the EM procedure in HMM has nev-
er been used in IR domain. 

In this paper, we proposed a new language 
model approach which models the user query 
and documents as HMM models. We then used 
EM algorithm to maximize the probability of 
query words in our model. Our assumption is 
that if the word’s probability in a document is 
maximized, we can estimate the probability of 
generating the query word from documents more 
confidently. Because they not only been calcu-
lated by language modeling view features, but 
also been maximized with statistical methods. 
Therefore the imprecise cases caused by special 
distribution in language modeling approach can 
be further prevented in this way. 

The remainders of this paper are organized as 
follows. We review two related works in Section 
2. In Section 3, we introduce our EM IR ap-
proach. Section 4 compares our results to two 
other approaches proposed by Song and Corft 
(1999) and Robertson (1995) based on the data 
from TREC HARD track (J. Allan, 2005). Sec-
tion 5 discusses the effectiveness of our EM 
training and the EM-based document weighting 
we proposed. Finally, we conclude our paper in 
Section 6 and provide some future directions at 
Section 7. 

2 Related Works 

Even if we only focus on the probabilistic ap-
proach to IR, it is still impossible to discuss all 
up-to-date research. Instead we focus on two 
previous works which have inspired the work 
reported in this paper: the first is a general lan-
guage model approach proposed by Song and 
Croft (1999) and the second is a HMM approach 
by Miller et al. (1999). 
2.1 A General Language Model for IR 
In 1999, Song and Croft (1999) introduced a lan-
guage model based on a range of data smoothing 
technique. The following are some of the fea-
tures they used:  

Good-Turing estimate: Since the effect of 
Good-Turing estimate was verified as one of the 
best discount methods (C. D. Manning and H. 

Schutze, 1999), Song and Croft used Good-
Turing estimate for allocating proper probability 
for the missing terms in the documents. The 
smoothed probability for term t in document d 
can be obtained with the following formula: 
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where Ntf is the number of terms with frequency 
tf in a document. Nd is the total number of terms 
occurred in document d, and a powerful smooth-
ing function S(Ntf), which is used for calculating 
the expected value of Ntf regardless of the Ntf ap-
pears in the corpus or not. 

Expanding document model: The document 
model can be viewed as a smaller part of whole 
corpus. Due to its limited size, there is a large 
number of missing terms in documents, and can 
lead to incorrect distributions of known terms. 
For dealing with the problem, documents can be 
expanded with the following weighted 
sum/product approach: 
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where � is a weighting parameter between 0 and 
1. 

Modeling Query as a Sequence of Terms: 
Treating a query as a set of terms is commonly 
seen in IR researches. Song and Croft treated 
queries as a sequence of terms, and obtained the 
probability of generating the query by multiply-
ing the individual term probabilities. 
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where t1, t2 …, tm is the sequence of terms in a 
query Q. 

Combining the Unigram Model with the 
Bigram Model: This is commonly implemented 
with interpolation in statistical language model-
ing: 
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where (� and () are two parameters, and (� + () 
= 1. Such interpolation can be modeled by HMM, 
and can learn the appropriate value from the cor-
pus through EM procedure. A similar procedure 
is described in Hiemstra and Vries (2000). 
2.2 A HMM Information Retrieval System 
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Miller et al. demonstrated an IR system based on 
HMM. With a query Q, Miller et al. tried to rank 
the documents according to the probability that 
D is relevant (R) with it, which can be written as 
P(D is R|Q). With Baye’s rule, the core formula 
of their approach is: 
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where P(Q|D is R) is the probability of query Q 
being posed by a relevant document D; P(D is R) 
is the prior probability that D is relevant; P(Q) is 
the prior probability of Q. Because P(Q) will be 
identical, and the P(D is R) is assumed to be con-
stant across all documents, they place their focus 
on  P(Q|D is R). 

To figure out the value of P(Q|D is R), they 
established a HMM. The union of all words ap-
pearing in the corpus is taken as the observation, 
and each different mechanism of query word 
generation represent a state. So the observation 
probability from different states is according to 
the output distribution of the state. 

 

 
Figure 1. HMM proposed in “A Hidden Markov 

Model Information Retrieval System” 
 
To estimate the transition and observation 

probabilities of HMM, EM algorithm is the stan-
dard method for parameter estimation. However, 
due to some difficulty, they make two practical 
simplifications. First, they assume the transition 
probabilities are same for all documents, since 
they establish an individual HMM for each doc-
ument. Second, they completely abandon the EM 
algorithm for the estimation of observation prob-
abilities. Instead, they use simple maximum like-
lihood estimates for each documents. So the 
probabilities which their HMM generate term q 
from their HMM states become: 

 

P�q|D3� 	 number of times q appears in D3
length of D3

 

P�q|GE� 	 ∑ number of times q appears in D33
∑ length of D33

 

 
with these estimated parameters, they state the 
formula for P(Q|D is R) corresponding to Figure 
1 as: 
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the probabilities obtained through this formula 

is then used for calculating the P(D is R|Q). The 
document is then ranked according to the value 
of P(D is R|Q). 

The HMM model we proposed is far different 
from Miller et al. (1999). They build HMM for 
every document, and treat all words in the docu-
ment as one state’s observation, and word that is 
unrelated to the document, but occurs commonly 
in natural language queries as another state’s ob-
servation. Hence, their approach requires infor-
mation about the words which appears common-
ly in natural language. The content of the pro-
vided information will also affect the IR result, 
hence it is unstable. We assume that every doc-
ument is an individual state, and the probabilities 
of query words generated by this document as 
the observation probabilities. Our HMM model 
is built on the corpus we used and does not need 
further information. This will make our IR result 
fit on our corpus and not affected by outside in-
formation. It will be detailed introduced at Sec-
tion 3. 

3 Our EM IR approach 

We formulate the IR problem as follows: given a 
query string and a set of documents, we rank the 
documents according to the probability of each 
document for generating the query terms. Since 
the EM procedure is very sensitive to the number 
of states, while a large number of states take 
much time for one run, we firstly apply a basic 
language modeling method to reduce our docu-
ment set. This language modeling method will be 
detailed at Section 3.1. Based on the reduced 
document set, we then describe how to build our 
HMM model, and demonstrate how to obtain the 
special-designed observance sequence for our 
HMM training in Section 3.2 and 3.3, respective-
ly. Finally, Section 3.4 introduces the evaluation 
mechanism to the probability of generating the 
query for each document. 
3.1 The basic language modeling method 

for document reduction 
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Suppose we have a huge document set D, and a 
query Q, we firstly reduce the document set to 
obtain the document Dr. We require the reducing 
method can be efficiently computed, therefore 
two methods proposed by Song and Croft (1999) 
are consulted with some modifications: Good-
Turing estimation and modeling query as a se-
quence of terms. 

In our modified Good-Turing estimation, we 
gathered the number of terms to calculate the 
term frequency (tf) information in our document 
set. Table 1 shows the term distribution of the 
AQUAINT corpus which is used in the TREC 
2005 HARD Track (J. Allan, 2005). The detail of 
the dataset is described in Section 4.1. 

 

tf Ntf tf Ntf 

0 1,140,854,966,460 5 3,327,633 

1 166,056,563 6 2,163,538 

2 29,905,324 7 1,491,244 

3 11,191,786 8 1,089,490 

4 5,668,929 9 819,517 

Table 1. Term distribution in AQUAINT corpus 
 
In this table, Ntf is the number of terms with 

frequency tf in a document. The tf = 0 case in the 
table means the number of words not appear in a 
document. If the number of all word in our cor-
pus is W, and the number of word in a document 
d is wd, then for each document, the tf = 0 will 
add W – wd. By listing all frequency in our doc-
ument set, we adapt the formula defined in (Song 
and Croft, 1999) as follows: 
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In our formula, the Nd means the number of word 
tokens in the document d. Moreover, the smooth-
ing function is replaced with accurate frequency 
information, Ntf and Ntf+1. Obviously, there could 
be two problems in our method: First, while in 
high frequency, there might be some missing 
Ntf+1, because not all frequency is continuously 
appear. Second, the Ntf+1 for the highest tf is zero, 
this will lead to its PmGT become zero. Therefore, 
we make an assumption to solve these problems: 
If the Ntf+1 is missing, then its value is the same 
as Ntf. According to Table 1, we can find out that 
the difference between tf and tf+1 is decreasing 
when the tf becomes higher. So we assume the 
difference becomes zero when we faced the 
missing frequency at a high number. This as-

sumption can help us ensure the completeness of 
our frequency distribution. 

Aside from our Good-Turing estimation de-
sign, we also treat query as a sequence of terms. 
There are two reasons to make us made this deci-
sion. By doing so, we will be able to handle the 
duplicate terms in the query. Furthermore, it will 
enable us to model query phrase with local con-
texts. So our document score with this basic me-
thod can be calculated by multiplying PmGT(q|d) 
for every q in Q. We can obtain Dr with the top 
50 scores in this scoring method. 
3.2 HMM model for EM IR 
Once we have the reduced document set Dr, we 
can start to establish our HMM model for EM IR. 
This HMM is designed to use the EM procedure 
to modify its parameters, and its original parame-
ters are given by the basic language modeling 
approach calculation. 

 

 
Figure 2. HMM model for EM IR 

 
We define our HMM model as a four-tuple, 

{S,A,B,π}, where S is a set of N states, A is a 
N�N matrix of state transition probabilities, B is 
a set of N probability functions, each describing 
the observation probability with respect to a state 

and ππππ is the vector of the initial state probabili-
ties.  

In our HMM model, it composes of |Dr|+1 
states. Every document in the document set is 
treated as an individual state in our HMM model. 
Aside from these document states, we add a spe-
cial state called “Initial State”. This state is the 
only one not associate with any document in our 
document sets. Figure 2 illustrates the proposed 
HMM IR model. 

The transition probabilities in our HMM can 
be classified into two types. For the “Initial 
State”, the transition to the other state can be re-
gard as the probability of choosing that docu-
ment. We assume that every document has the 
same probability to be chosen at the beginning, 
so the transition probabilities for “Initial State” 
are 1/|Dr| to every document state. For the docu-
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ment states, their transition probabilities are 
fixed: 100% to the “Initial State”. Since the tran-
sition between documents has no statistical 
meaning, we make the state transition after the 
document state back to the Initial State. This de-
sign helps us to keep the independency between 
the query words. We will detail this part at Sec-
tion 3.3. 

The observation probabilities for each state are 
similar with the concept of language modeling. 
There are three types of observations in our 
HMM model.  

Firstly, for every document, we can obtain the 
observation probability for each query term ac-
cording to our basic language modeling method. 
Even if the query term is not in the document, it 
will be assigned a small value according to the 
method described in Section 3.1.  

Secondly, for the terms in a document, which 
is not part of our query terms, are treating as 
another observation. Since we mainly focus on 
the probability of generating the query terms 
from the documents, the rest terms are treated as 
the same type which means “not the query term”. 

The last type of observation is a special im-
posed token “$” which has 100% observation 
probability at the Initial State.  

Figure 3 shows a complete built HMM model 
for EM IR. The transition probability from Initial 
State is labeled with trans(dn), and the observa-
tion probability in the document state and Initial 
State is showed with “ob”. The “N” symbol 
represents the “not the query term”. Summing all 
the token mentioned above, all possible observa-
tions for our HMM model are |Q|+2. The possi-
ble observation for each state is bolded, so we 
can see the difference between Initial State and 
Document State. 

 

 
Figure 3. A complete built HMM model for EM 

IR with parameters 
 
For Initial State, the observations are fixed with 
100% for $ token. This special token help we 
ensure the independency between the query 

terms. The effect of this token will be discussed 
in Section 3.3. For the document states, the prob-
abilities for the query terms are calculated with 
the simple language modeling approach. Even if 
the query term is not in the document, it will be 
assigned a small value according to the basic 
language modeling method. The rest of the terms 
in a document are treating as another kind of ob-
servation, which is the “N” symbol in the Figure 
3. Since we mainly focus on the probability of 
generating the query terms from the documents, 
the rest of the words are treated as the same kind 
which means “not the query term”. Additionally, 
each document state represents a document, so 
the $ token will never been observed in them.  
3.3 The observance sequence and HMM 

training procedure 

After establishing the HMM model, the observa-
tion sequence is another necessary part for our 
HMM training procedure. The observation se-
quence used in HMM training means the trend 
for the observation while running HMM. In our 
approach, since we want to find out the docu-
ment which is more related with our query, so we 
use the query terms as our observation sequence. 
During the state transition with query, we can 
maximize the probability for each document to 
generate our query. This will help us figure out 
which document is more related with our query. 

Due to the state transitions in the proposed 
HMM model are required to go back to the Ini-
tial State after transiting to the document state, 
generating the pure query terms observation se-
quence is impossible, because the Initial State 
won’t produce any query term. Therefore, we 
add the $ token into our observation sequence 
before each query terms. For instance, if we are 
running a HMM training with query “a b c“, the 
exact observation sequence for our HMM train-
ing becomes “$ a $ b $ c”. Additionally, each 
document state represents a document, so the $ 
token will never been observed in them. By tun-
ing our HMM model with the data from our 
query instead of other validation data, we can 
focus on the document we want more precisely. 

The reason why we use this special setting for 
EM training procedure is because we are trying 
to maintain the independency assumption for 
query terms in HMM. The HMM observance 
sequence not only shows the trend of this mod-
el’s observation, but also indicate the dependen-
cy between these observations. However, the 
independency between all query terms is a com-
mon assumption for IR system (F. Song and W. 
B. Croft, 1999; V. Lavrenko and W. B. Croft, 
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2001; A. Berger and J. Lafferty, 1999). To en-
sure this assumption still works in our HMM 
system, we use the Initial State to separate each 
transition to the document state and observe the 
query terms. No matter the early or late the query 
term t occurs, the training procedure is fixed as 
“Starting from the Initial state and observed $, 
transit to a document state, and observe t”. 
We’ve made experiments to verify the indepen-
dency assumption still work, and the result re-
mains the same no matter how we change the 
order of our query terms. 

After constructing the HMM model and the 
observance sequence, we can start our EM train-
ing procedure. EM algorithm is used for finding 
maximum likelihood estimates of parameters in 
probabilistic models, where the model depends 
on unobserved latent variables. In our experi-
ment, we use EM algorithm to find the parame-
ters of our HMM model. These parameters will 
be used for information retrieval. The detail im-
plementation information can be found in (C. D. 
Manning and H. Schutze, 1999), which introduce 
HMM and the training procedure very well.  
3.4 Scoring the documents with EM-trained 

HMM model 
When the training procedure is completed, each 
document will have new parameters for the 
word’s observation probability. Moreover, the 
transition probabilities from Initial State to the 
document state are no longer uniform due to the 
EM training. So the probability for a document d 
to generate the query Q becomes: 

 

��#|�� 	 trans��� K $ ��L|��
!IM

 

 
In this formula, the trans(d) means the transi-

tion probability from the Initial State to the doc-
ument state of d, which we called “EM-based 
document weighting”. The P(q|d) means the ob-
servation probability for query term q in docu-
ment  state of d, which is also tuned in our EM 
training procedure. With this formula, we can 
rank the IR result according to this probability. 
This performs better than the GLM when the 
document size is relatively small, since GLM 
gives those documents as with too high score. 

4 Experiment Results 

4.1 Data Set 

We use the AQUAINT corpus as our training 
data set. It is used in the TREC 2005 HARD 
Track (J. Allan, 2005). The AQUAINT corpus is 

prepared by the LDC for the AQUAINT Project, 
and is used in official benchmark evaluations 
conducted by National Institute of Standards and 
Technology (NIST). It contains news from three 
sources: the Xinhua News Service (People's Re-
public of China), the New York Times News 
Service, and the Associated Press Worldstream 
News Service. 

The topics we used are the same as the TREC 
Robust track (E. M. Voorhees, 2005), which are 
the topics from number 303 to number 689 of the 
TREC topics. Each topic is described in three 
formats including titles, descriptions and narra-
tives. In our experiment, due to the fact that our 
observation sequence is very sensitive to the 
query terms, we only focus on the title part of the 
topic. In this way, we can avoid some commonly 
appeared words in narratives or descriptions, 
which may reduce the precision of our training 
procedure for finding the real document. Table 2 
shows the detail about the corpus. 

 

Datasize 2.96GB 

#Documents 1,030,561 

#Querys 50 

Term Types 2,002,165 

Term Tokens 431,823,255 

Table 2. Statistics of the AQUAINT corpus 
 

4.2 Experiment Design and Results 
By using the AQUAINT corpus, two different 
traditional IR methods are implemented for com-
paring. The two IR methods which we use as 
baselines are the General Language Modeling 
(GLM) proposed by Song and Croft (1999) and 
the tf.idf measure proposed by Robertson (1995). 
The GLM has been introduced in Section 2. The 
following formulas show the core of tf.idf: 

 

tf. idf�#, *� 	 P wtf�L%, *� · idf�L%�
!RIM

 

wtf�L, *� 	 tf�L, *�
tf�L, *� � 0.5 � 1.5 U�*�

VU
 

idf�L� 	
log �

W!
� � 1 

 
N is the number of documents in the corpus; nq is 
the number of documents in the corpus contain-
ing q; tf(q, D) is the number of times q appears in 
D; l(D) is the length of D in words and the al is 
the average length in words of a D in the corpus. 
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For the proposed EM IR approach, two confi-
gurations are listed to compare.  The first (Con-
fig.1) is the proposed HMM model without mak-
ing use of the EM-based document weighting 
that is don’t multiply the transition probability, 
trans(d), in equation (2). The second (Config.2) 
is the HMM model with EM-based document 
weighting. The comparison is based on precision. 
For each problem, we retrieved the documents 
with the highest 20 scores, and divided the num-
ber of correct answer with the number of re-
trieved document to obtain precision. If there are 
documents with same score at the rank of 20, all 
of them will be retrieved. 

 

Methods Precision %Change %Change 

tf.idf 29.7% -  

GLM 30.5% 2.69% - 

Config.1 28.8% -5.58% -3.14% 

Config.2 32.2% 8.41% 5.57% 

Table 3. Experiment Results of three IR methods 
on the AQUAINT corpus 

 
As shown in Table 3, our EM IR system out-

performs tf.idf method 8.41% and GLM method 
5.57%. 

5 Discussion 

In this section, we will discuss the effective-
ness of the EM-based document weighting and 
the EM procedure. Both of them rely on the 
HMM design we have proposed.  
5.1 The effectiveness of EM-based docu-

ment weighting 

When we establish our HMM model, the transi-
tion probability from Initial State to the docu-
ment state is assigned as uniform, since we don’t 
have any information about the importance of 
every document. These transition probabilities 
represent the probability of choosing the docu-
ment with the given observation sequence. 

During EM training procedure, the transition 
probability, exclusive the transition probability 
from document states which is fixed to 100% to 
the Initial State, will be re-estimated according to 
the observation sequence (the query) and the ob-
servation probabilities of each state. As shown in 
Table 3, two configurations (Config.1 and Con-
fig.2) are conducted to verify the effectiveness of 
using the transition probability. 

The transition probability works due to the 
EM training procedure. The training procedure 
works for maximizing the probability for gene-
rating the query words, so the weight for each 

document will be given according to mathemati-
cal formula. The advantage of this mechanism is 
it will use the same formula regardless of differ-
ent content of document. Yet other statistical me-
thods will have to fix the content or formula pre-
viously to avoid the noise or other disturbance. 
Some researches employee the number of terms 
in the document to calculate the document 
weighting. Since the observation probability al-
ready use the number of words in a document Nd 
as a parameter, using number of words as docu-
ment weight will make it affect too much in our 
system. 

The experiment results show an improvement 
of 11.80% by using the transition probability of 
Initial State. Accordingly, we can understand that 
the EM procedure helps our HMM model not 
only on the observation probability of generating 
query words, but also suggests a useful weight 
for each document. 
 
5.2 The effectiveness of EM training 

In HMM model training, the iteration numbers of 
EM procedure is always a tricky issue for expe-
riment design. While training with too much ite-
ration will lead to overfitting for the observation 
sequence, to less iteration will weaken the effect 
of EM training. 

For our EM IR system, we’ve made a series of 
experiments with different iterations for examin-
ing the effect of EM training. Figure 3 shows the 
results. 

 

 
Figure 4. The precision change with the EM 

training iterations 
 
As you can see in Figure 4, the precision in-

creased with the iteration numbers. Still, the 
growing rate of precision becomes very slow 
after 2 iterations. We have analysis this result 
and find out two possible causes for this evi-
dence. First, the training document sets are li-
mited in a small size due to the computation time 
complexity for our approach. Therefore we can 
only retrieve correct document with high score in 
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basic language modeling, which is used for doc-
ument reduction. So the precision is also limited 
with the performance of our reducing methods. 
The number of correct answer is limited by the 
basic language modeling, so as the highest preci-
sion our system can achieve. Second, our obser-
vation only composed query terms, which gives a 
limited improving space.  

6 Conclusion 

We have proposed a method for using EM algo-
rithm to improve the precision in information 
retrieval. This method employees the concept of 
language model approach, and merge it with the 
HMM. The transition probability in HMM is 
treated as the probability of choosing the docu-
ment, and the observation probability in HMM is 
treated as the probability of generating the terms 
for the document. We also implement this me-
thod, and compare it with two existing IR me-
thods with the dataset from TREC 2005 HARD 
Track. The experiment results show that the pro-
posed approach outperforms two existing me-
thods by 2.4% and 1.6% in precision, which are 
8.08% and 5.24% increasing for the existing me-
thod. The effectiveness of using the tuned transi-
tion probability and EM training procedure is 
also discussed, and been proved can work effec-
tively. 

7 Future Work 

Since we have achieved such improvement with 
EM algorithm, other kinds of algorithm with 
similar functions can also be tried in IR system. 
It might be work in the form of parameter re-
estimation, tuning or even generating parameters 
by statistical measure. 

For the method we have proposed, we also 
have some part can be done in the future. Finding 
a better observance sequence will be an impor-
tant issue. Since we use the exact query terms as 
our observance sequence, it’s possible to use the 
method like statistical translation to generate 
more words which are also related with the doc-
uments we want and used as observance se-
quence.  

Another possible issue is to integrate the bi-
gram or trigram information into our training 
procedure. Corpus information might be used in 
more delicate way to improve the performance.  
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Abstract

Parallel corpora are made by human be-
ings. However, as an MT system is an
aggregation of state-of-the-art NLP tech-
nologies without any intervention of hu-
man beings, it is unavoidable that quite a
few sentence pairs are beyond its analy-
sis and that will therefore not contribute
to the system. Furthermore, they in turn
may act against our objectives to make the
overall performance worse. Possible unfa-
vorable items aren : m mapping objects,
such as paraphrases, non-literal transla-
tions, and multiword expressions. This
paper presents a pre-processing method
which detects such unfavorable items be-
fore supplying them to the word aligner
under the assumption that their frequency
is low, such as below 5 percent. We show
an improvement of Bleu score from 28.0
to 31.4 in English-Spanish and from 16.9
to 22.1 in German-English.

1 Introduction

Phrase alignment (Marcu and Wong, 02) has re-
cently attracted researchers in its theory, although
it remains in infancy in its practice. However, a
phrase extraction heuristic such as grow-diag-final
(Koehn et al., 05; Och and Ney, 03), which is a sin-
gle difference between word-based SMT (Brown
et al., 93) and phrase-based SMT (Koehn et al.,
03) where we construct word-based SMT by bi-
directional word alignment, is nowadays consid-
ered to be a key process which leads to an over-
all improvement of MT systems. However, tech-
nically, this phrase extraction process after word
alignment is known to have at least two limita-
tions: 1) the objectives of uni-directional word
alignment is limited only in1 : n mappings and
2) an atomic unit of phrase pair used by phrase ex-

traction is thus basically restricted in1 : n or n : 1
with small exceptions.

Firstly, the posterior-based approach (Liang,
06) looks at the posterior probability and partially
delays the alignment decision. However, this ap-
proach does not have any extension in its1 : n
uni-directional mappings in its word alignment.
Secondly, the aforementioned phrase alignment
(Marcu and Wong, 02) considers then : m map-
ping directly bilingually generated by some con-
cepts without word alignment. However, this ap-
proach has severe computational complexity prob-
lems. Thirdly, linguistic motivated phrases, such
as a tree aligner (Tinsley et al., 06), providesn : m
mappings using some information of parsing re-
sults. However, as the approach runs somewhat in
a reverse direction to ours, we omit it from the dis-
cussion. Hence, this paper will seek for the meth-
ods that are different from those approaches and
whose computational cost is cheap.

n : m mappings in our discussion include para-
phrases (Callison-Burch, 07; Lin and Pantel, 01),
non-literal translations (Imamura et al., 03), mul-
tiword expressions (Lambert and Banchs, 05), and
some other noise in one side of a translation pair
(from now on, we call these ‘outliers’, meaning
that these are not systematic noise). One com-
mon characteristic of thesen : m mappings is
that they tend to be so flexible that even an ex-
haustive list by human beings tends to be incom-
plete (Lin and Pantel, 01). There are two cases
which we should like to distinguish: when we use
external resources and when we do not. For ex-
ample, Quirk et al. employ external resources by
drawing pairs of English sentences from a compa-
rable corpus (Quirk et al., 04), while Bannard and
Callison-Burch (Bannard and Callison-Burch, 05)
identified English paraphrases by pivoting through
phrases in another language. However, in this pa-
per our interest is rather the case when our re-
sources are limited within our parallel corpus.
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Imamura et al. (Imamura et al., 03), on the other
hand, do not use external resources and present a
method based on literalness measure called TCR
(Translation Correspondence Rate). Let us de-
fine literal translation as a word-to-word transla-
tion, and non-literal translation as a non word-to-
word translation. Literalness is defined as a de-
gree of literal translation. Literalness measure of
Imamura et al. is trained from a parallel corpus
using word aligned results, and then sentences are
selected which should either be translated by a ‘lit-
eral translation’ decoder or by a ‘non-literal trans-
lation’ decoder based on this literalness measure.
Apparently, their definition of literalness measure
is designed to be high recall since this measure
incorporates all the possible correspondence pairs
(via realizability of lexical mappings) rather than
all the possible true positives (via realizability of
sentences). Adding to this, the notion of literal
translation may be broader than this. For exam-
ple, literal translation of “C’est la vie.” in French
is “That’s life.” or “It is the life.” in English.
If literal translation can not convey the original
meaning correctly, non-literal translation can be
applied: “This is just the way life is.”, “That’s how
things happen.”, “Love story.”, and so forth. Non-
literal translation preserves the original meaning1

as much as possible, ignoring the exact word-to-
word correspondence. As is indicated by this ex-
ample, the choice of literal translation or non-
literal translation seems rather a matter of trans-
lator preference.

This paper presents a pre-processing method us-
ing the alternative literalness score aiming for high
precision. We assume that the percentages of these
n : m mappings are relatively low. Finally, it
turned out that if we focus on outlier ratio, this
method becomes a well-known sentence cleaning
approach. We refer to this in Section 5.

This paper is organized as follows. Section 2
outlines the1 : n characteristics of word align-
ment by IBM Model 4. Section 3 reviews an
atomic unit of phrase extraction. Section 4 ex-
plains our Good Points Algorithm. Experimen-
tal results are presented in Section 5. Section 6
discusses a sentence cleaning algorithm. Section
7 concludes and provides avenues for further re-
search.

1Dictionary goes as follows: something that you say when
something happens that you do not like but which you have
to accept because you cannot change it [Cambridge Idioms
Dictionary 2nd Edition, 06].

C

BA

D

Figure 1: Figures A and C show the results of
word alignment for DE-EN where outliers de-
tected by Algorithm 1 are shown in blue at the bot-
tom. We check all the alignment cept pairs in the
training corpus inspecting so-called A3 final files
by type of alignment from 1:1 to 1:13 (or NULL
alignment). It is noted that outliers are miniscule
in A and C because each count is only 3 percent.
Most of them are NULL alignment or 1:1 align-
ment, while there are small numbers of alignments
with 1:3 and 1:4 (up to 1:13 in the DE-EN direc-
tion in Figure A). In Figure C, 1:11 is the greatest.
Figure B and D show the ratio of outliers over all
the counts. Figure B shows that in the case of 1:10
alignments, 1/2 of the alignments are considered
to be outliers by Algorithm 1, while 100 percent
of alignment from 1:11 to 1:13 are considered to
be outliers (false negative). Figure D shows that in
the case of EN-DE, most of the outlier ratios are
less than 20 percent.

2 1 : n Word Alignment

Our discussion of uni-directional alignments of
word alignment is limited to IBM Model 4.

Definition 1 (Word alignment task) Let ei be
the i-th sentence in target language,ēi,j be thej-
th word ini-th sentence, and̄ei be thei-th word in
parallel corpus (Similarly forfi, ¯fi,j, and f̄i). Let
|ei| be a sentence length ofei, and similarly for
|fi|. We are given a pair of sentence aligned bilin-
gual texts(f1, e1), . . . , (fn, en) ∈ X × Y, where
fi = (f̄i,1, . . . , f̄i,|fi|) and ei = (ēi,1, . . . , ēi,|ei|).
It is noted thatei and fi may include more than
one sentence. The task of word alignment is to
find a lexical translation probabilitypf̄i

: ēi →
pf̄j

(ēi) such thatΣpf̄j
(ēi) = 1 and ∀ēi : 0 ≤

pf̄j
(ēi) ≤ 1 (It is noted that some models such
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to my regret i cannot go today .
i am sorry that i cannot visit today .
it is a pity that i cannot go today .

i am sorry that i cannot visit today .

it is a pity that i cannot go today .

sorry , today i will not be available

Source Language

GIZA++ alignment results for IBM Model 4

i NULL 0.667
cannot available 0.272
it am 1
is am 1
sorry go 0.667
, go 1
that regret 0.25
cannot regret 0.18
visit regret 1
regret not 1
be pity 1

available pity 1
cannot sorry 0.55
go sorry 0.667
am to 1
sorry to 0.33
to , 1
my , 1
will is 1
not is 1
a that 1
pity that 1

today . 1
. . 1
i cannot 0.33
that cannot 0.75

Target Language

to my regret i cannot go today .sorry , today i will not be available

Figure 2: Example shows an example alignment
of paraphrases in a monolingual case. Source and
target use the same set of sentences. Results show
that only the matching between the colon is cor-
rect3.

as IBM Model 3 and 4 have deficiency problems).
It is noted that there may be several words in
source language and target language which do not
map to any words, which are called unaligned (or
null aligned) words. Triples(f̄i, ēi, pf̄i

(ē1)) (or
(f̄i, ēi,− log10 pf̄i

(ē1))) are called T-tables.

As the above definition shows, the purpose of
the word alignment task is to obtain a lexical
translation probabilityp(f̄i|ēi), which is a1 : n
uni-directional word alignment. The initial idea
underlying the IBM Models, consisting of five
distinctive models, is that it introduces an align-
ment functiona(j|i), or alternatively the distor-
tion functiond(j|i) or d(j −⊙i), when the task is
viewed as a missing value problem, wherei andj
denote the position of a cept in a sentence and⊙i

denotes the center of a cept.d(j|i) denotes a dis-
tortion of the absolute position, whiled(j−⊙i) de-
notes the distortion of relative position. Then this
missing value problem can be solved by EM algo-
rithms : E-step is to take expectation of all the pos-
sible alignments and M-step is to estimate maxi-
mum likelihood of parameters by maximizing the
expected likelihood obtained in the E-step. The
second idea of IBM Models is in the mechanism
of fertility and a NULL insertion, which makes the
performance of IBM Models competitive. Fertility
and a NULL insertion is used to adjust the length

3It is noted that there might be a criticism that this is not a
fair comparison because we do not have sufficient data. Un-
der a transductive setting (where we can access the test data),
we believe that our statement is valid. Considering the nature
of the 1 : n mapping, it would be quite lucky if we obtain
n : m mapping after phrase extraction (Our focus is not on
the incorrect probability, but rather on the incorrect match-
ing.)

n when the length of the source sentence is differ-
ent from thisn. Fertility is a mechanism to aug-
ment one source word into several source words
or delete a source word, while a NULL insertion
is a mechanism of generating several words from
blank words. Fertility uses a conditional probabil-
ity depending only on the lexicon. For example,
the length of ‘today’ can be conditioned only on
the lexicon ‘today’.

As is already mentioned, the resulting align-
ments are1 : n (shown in the upper figure in
Figure 1). For DE-EN News Commentary cor-
pus, most of the alignments fall in either 1:1 map-
ping or NULL mappings whereas small numbers
are 1:2 mappings and miniscule numbers are from
1:3 to 1:13. However, this1 : n nature of word
alignment will cause problems if we encounter
n : m mapping objects, such as a paraphrase, non-
literal translation, or multiword expression. Figure
2 shows such difficulties where we show a mono-
lingual paraphrase. Without loss of generality this
can be easily extended to bilingual paraphrases. In
this case, results of word alignment are completely
wrong, with the exception of the example consist-
ing of a colon. Although these paraphrases, non-
literal translations, and multiword expressions do
not always become outliers, they may face the
potential danger of producing the incorrect word
alignments with incorrect probabilities.

3 Phrase Extraction and Atomic Unit of
Phrases

The phrase extraction is a process to exploit
phrases for a given bi-directional word alignment
(Koehn et al., 05; Och and Ney, 03). If we focus on
its generative process, this would become as fol-
lows: 1) add intersection of two word alignments
as an alignment point, 2) add new alignment points
that exist in the union with the constraint that a
new alignment point connects at least one previ-
ously unaligned word, 3) check the unaligned row
(or column) as unaligned row (or column, respec-
tively), 4) if n alignment points are contiguous in
horizontal (or vertical) direction we consider that
this is a contiguous1 : n (or n : 1) phrase pair
(let us call these type I phrase pairs), 5) if a neigh-
borhood of a contiguous1 : n phrase pair is (an)
unaligned row(s) or (an) unaligned column(s) we
grow this region (with consistency constraint) (let
us call these type II phrase pair), and 6) we con-
sider all the diagonal combinations of type I and
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type II phrase pairs generatively.
The atomic unit of type I phrase pairs is1 : n

or n : 1, while that of type II phrase pairs isn : m
if unaligned row(s) and column(s) exist in neigh-
borhood. So, whether they form an : m map-
ping or not depends on the existence of unaligned
row(s) and column(s). And at the same time,n or
m should be restricted to a small value. There is
a chance that an : m phrase pair can be created
in this way. This is because around one third of
word alignments, which is quite a large figure, are
1 : 0 as is shown in Figure 1. Nevertheless, our
concern is if the results of word alignment is very
low quality, e.g. similar to the situation depicted
in Figure 2, this mechanism will not work. Fur-
thermore, this mechanism is only restricted in the
unaligned row(s) and column(s).

4 Our Approach: Good Points Approach

Our approach aims at removingoutliersby the lit-
eralness score, which we defined in Section 1, be-
tween a pair of sentences. Sentence pairs with low
literalness score should be removed. Following
two propositions are the theory behind this. Let
a word-based MT system beMWB and a phrase-
based MT system beMPB. Then,

Proposition 1 Under an ideal MT systemMPB , a
paraphrase is an inlier (or realizable), and

Proposition 2 Under an ideal MT systemMWB,
a paraphrase is an outlier (or not realizable).

Based on these propositions, we could assume
that if we measure the literalness score under a
word-based MTMWB we will be able to deter-
mine the degree ofoutlier-ness whatever the mea-
sure we use for it. Hence, what we should do is,
initially, to score it under a word-based MTMWB

using Bleu, for example. (Later we replace it with
a variant of Bleu, i.e. cumulative n-gram score).
However, despite Proposition 1, our MT system
at hand is unfortunately not ideal. What we can
currently do is the following: if we witness bad
sentence-based scores in word-based MT, we can
consider our MT system failing to incorporating a
n : m mapping object for those sentences. Later
in our revised version, we use both of word-based
MT and phrase-based MT. The summary of our
first approach becomes as follows: 1) employing
the mechanism of word-based MT trained on the
same parallel corpus, we measure the literalness
between a pair of sentences, 2) we use the variants

Figure 3: Left figure shows sentence-based Bleu
score of word-based SMT and right figure shows
that of phrase-based SMT. Each row shows the cu-
mulative n-gram score (n = 1,2,3,4) and we use
News Commentary parallel corpus (DE-EN).

Figure 4: Each row shows Bleu, NIST, and TER,
while each column shows different language pairs
(EN-ES, EN-DE and FR-DE). These figures show
the scores of all the training sentences by the
word-based SMT system. In the row for Bleu,
note that the area of rectangle shows the num-
ber of sentence pairs whose Bleu scores are zero.
(There are a lot of sentence pairs whose Bleu score
are zero: if we draw without en-folding the coor-
dinate, these heights reach to 25,000 to 30,000.)
There is a smooth probability distribution in the
middle, while there are two non-smoothed connec-
tions at 1.0 and 0.0. Notice there is a small num-
ber of sentences whose score is 1.0. In the middle
row for NIST score, similarly, there is a smooth
probability distribution in the middle and we have
a non-smoothed connection at 0.0. In the bottom
row for TER score, the 0.0 is the best score unlike
Bleu and NIST, and we omit scores more than 2.5
in these figures. (The maximum was 27.0.)
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of Bleu score as the measure of literalness, and
3) based on this score, we reduce the sentences in
parallel corpus. Our algorithm is as follows:

Algorithm 1 Good Points Algorithm
Step 1: Train word-based MT.
Step 2: Translate all training sentences by the
above trained word-based MT decoder.
Step 3: Obtain the cumulativeX-gram score for
each pair of sentences whereX is 4, 3, 2, and 1.
Step 4: By the threshold described in Table 1,
we produce new reduced parallel corpus.
(Step 5: Do the whole procedure of phrase-
based SMT using the reduced parallel corpus
which we obtain from Step 1 to 4.)

conf A1 A2 A3 A4
Ours 0.05 0.05 0.1 0.2
1 0.1
2 0.1 0.2
3 0.1 0.2 0.3 0.5
4 0.05 0.1 0.2 0.4
5 0.22 0.3 0.4 0.6
6 0.25 0.4 0.5 0.7
7 0.2 0.4 0.5 0.8
8 0.6

Table 1: Table shows our threshold where A1, A2,
A3, and A4 correspond to the absolute cumulative
n-gram precision value (n=1,2,3,4 respectively).
In experiments, we compare ours with eight con-
figurations above in Table 6.

but this does not matter .
peu importe !
we may find ourselves there once again .
va-t-il en être de même cette fois-ci ?
all for the good .
et c’ est tant mieux !
but if the ceo is not accountable , who is ?
mais s’ il n’ est pas responsable , qui alors ?

Table 2: Sentences judged as outliers by Algo-
rithm 1 (ENFR News Commentary corpus).

We would like to mention our motivation for
choosing the variant of Bleu. In Step 3 we
need to set up a threshold inMWB to determine
outliers. Natural intuition is that this distribu-
tion takes some smooth distribution as Bleu takes
weighted geometric mean. However, as is shown

cumulative 4−gram scores

cumulative 1−gram scorescumulative 2−gram scores

cumulative 3−gram scores

4−gram scores

2−gram scores

3−gram scores 3−gram scores

1−gram scores
2−gram scores 1−gram scores

of MT_PB

of MT_PBof MT_PB

of MT_PB

of MT_WBof MT_WB

of MT_WB of MT_WB

4−gram scores

count count

count count

Figure 5: Four figures show the sentence-based
cumulative n-gram scores: x-axis is phrase-based
SMT and y-axis is word-based SMT. Focus is on
the worst point (0,0) where both scores are zero.
Many points reside in (0,0) in cumulative 4-gram
scores, while only small numbers of point reside
in (0,0) in cumulative 1-gram scores.

in the first row of Figure 4, typical distribution of
words in this spaceMWB is separated in two clus-
ters: one looks like a geometric distribution and
the other one contains a lot of points whose value
is zero. (Especially in the case of Bleu, if the sen-
tence length is less than 3 the Bleu score is zero.)
For this reason, we use the variants of Bleu score:
we decompose Bleu score in cumulative n-gram
score (n=1,2,3,4), which is shown in Figure 3. It is
noted that the following relation holds:S4(e, f) ≤
S3(e, f) ≤ S2(e, f) ≤ S1(e, f) wheree denotes
an English sentence,f denotes a foreign sentence,
andSX denotes cumulativeX-gram scores. For 3-
gram scores, the tendency to separate in two clus-
ters is slightly decreased. Furthermore, for 1-gram
scores, the distribution approaches to normal dis-
tribution. We model P(outlier) taking care of the
quantity ofS2(e, f), where we choose 0.1: other
configurations in Table 1 are used in experiments.
It is noted that although we choose the variants
of Bleu score, it is clear, in this context, that we
can replace Bleu with any other measure, such as
METEOR (Banerjee and Lavie, 05), NIST (Dod-
dington, 02), GTM (Melamed et al., 03), TER
(Snover et al., 06), labeled dependency approach
(Owczarzak et al., 07) and so forth (see Figure 4).
Table 2 shows outliers detected by Algorithm 1.

Finally, a revised algorithm which incorporates
sentence-basedX-gram scores of phrase-based
MT is shown in Algorithm 2. Figure 5 tells us
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that there are many sentence pair scores actually
improved in phrase-based MT even if word-based
score is zero.

Algorithm 2 Revised Good Points Algorithm
Step 1: Train word-based MT for full parallel
corpus. Translate all training sentences by the
above trained word-based MT decoder.
Step 2: Obtain the cumulativeX-gram score
SWB,X for each pair of sentences whereX is
4, 3, 2, and 1 for word-based MT decoder.
Step 3: Train phrase-based MT for full parallel
corpus. Note that we do not need to run a word
aligner again in here, but use the results of Step
1. Translate all training sentences by the above
trained phrase-based MT decoder.
Step 4: Obtain the cumulativeX-gram score
SPB,X for each pair of sentences whereX is
4, 3, 2, and 1 for phrase-based MT decoder.
Step 5: Remove sentences whose(SWB,2,
SPB,2) = (0, 0). We produce new reduced par-
allel corpus.
(Step 6: Do the whole procedure of phrase-
based SMT using the reduced parallel corpus
which we obtain from Step 1 to 5.)

5 Results

We evaluate our algorithm using the News Com-
mentary parallel corpus used in 2007 Statistical
Machine Translation Workshop shared task (cor-
pus size and average sentence length are shown in
Table 8). We use the devset and the evaluation set

alignment ENFR ESEN
grow-diag-final 0.058 0.115

union 0.205 0.116
intersection 0.164 0.116

Table 3: Performance of word-based MT system
in different alignment methods. The above is be-
tween ENFR and ESEN.

pair ENFR FREN
score 0.205 0.176

ENES ENDE DEEN
0.276 0.134 0.208

Table 4: Performance of word-based MT system
for different language pairs with union alignment
method.

provided by this workshop. We use Moses (Koehn

et al., 07) as the baseline system, with mgiza (Gao
and Vogel, 08) as its word alignment tool. We do
MERT in all the experiments below.

Step 1 of Algorithm 1 produces, for a given
parallel corpus, a word-based MT. We do this us-
ing Moses with option max-phrase-length set to 1,
alignment as union as we would like to extract the
bi-directional results of word alignment with high
recall. Although we have chosen union, other se-
lection options may be possible as Table 3 sug-
gests. Performance of this word-based MT system
is as shown in Table 4.

Step 2 is to obtain the cumulative n-gram score
for the entire training parallel corpus by using the
word-based MT system trained in Step 1. Table 5
shows the first two sentences of News Commen-
tary corpus. We score for all the sentence pairs.

c score = [0.4213,0.4629,0.5282,0.6275]
consider the number of clubs that have
qualified for the european champions ’
league top eight slots .
considérons le nombre de clubs qui se sont
qualifiés parmi les huit meilleurs de la ligue
des champions europenne .
c score = [0.0000,0.0000,0.0000,0.3298]
estonia did not need to ponder long
about the options it faced .
l’ estonie n’ a pas eu besoin de longuement
rflchir sur les choix qui s’ offraient à elle .

Table 5: Four figures marked as score shows the
cumulative n-gram score from left to right. The
following EN and FR are the calculated sentences
used by word-based MT system trained on Step 1.

In Step 3, we obtain the cumulativen-gram
score (shown in Figure 3). As is already men-
tioned, there are a lot of sentence pairs whose cu-
mulative 4-gram score is zero. In the cumulative
3-gram score, this tendency is slightly decreased.
For 1-gram scores, the distribution approaches to
normal distribution. In Step 4, other than our con-
figuration we used 8 different configurations in Ta-
ble 6 to reduce our parallel corpus.

Now we obtain the reduced parallel corpus. In
Step 5, using this reduced parallel corpus we car-
ried out training of MT system from the begin-
ning: we again started from the word alignment,
followed by phrase extraction, and so forth. The
results corresponding to these configurations are
shown in Table 6. In Table 6, in the case of
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ENES Bleu effective sent UNK
Base 0.280 99.30 % 1.60%
Ours 0.314 96.54% 1.61%
1 0.297 56.21% 2.21%
2 0.294 60.37% 2.09%
3 0.301 66.20% 1.97%
4 0.306 84.60% 1.71%
5 0.299 56.12% 2.20%
6 0.271 25.05% 2.40%
7 0.283 35.28% 2.26%
8 0.264 19.78% 4.22%

DEEN % ENFR %
Base 0.169 99.10% 0.180 91.81%
Ours 0.221 96.42% 0.192 96.38%
1 0.201 40.49% 0.187 49.37%
2 0.205 48.53% 0.188 55.03%
3 0.208 58.07% 0.187 61.22%
4 0.215 83.10% 0.190 81.57%
5 0.192 29.03% 0.180 31.52%
6 0.174 17.69% 0.162 29.97%
7 0.186 24.60% 0.179 30.52%
8 0.177 18.29% 0.167 17.11%

Table 6: Table shows Bleu score for ENES,
DEEN, and ENFR: 0.314, 0.221, and 0.192, re-
spectively. All of these are better than baseline.
Effective ratio can be considered to be the inlier
ratio, which is equivalent to1 - (outlier ratio). The
details for the baseline system are shown in Table
8.

ENES Bleu effective sent
Base 0.280 99.30 %
Ours 0.317 97.80 %
DEEN Bleu effective sent
Base 0.169 99.10 %
Ours 0.218 97.14 %

Table 7: This table shows results for the revised
Good Points Algorithm.

English-Spanish our configuration discards 3.46
percent of sentences, and the performance reaches
0.314 which is the best among other configura-
tions. Similarly in the case of German-English our
configuration attains the best performance among
configurations. It is noted that results for the base-
line system are shown in Table 8 where we picked
up the score wheren is 100. It is noted that the
baseline system as well as other configurations use
MERT. Similarly, results for a revised Good Points

Figure 6: Three figures in the left show the his-
togram of sentence length (main figures) and his-
togram of sentence length of outliers (at the bot-
tom). (As the numbers of outliers are less than
5 percent in each case, outliers are miniscule. In
the case of EN-ES, we can observe the blue small
distributions at the bottom from 2 to 16 sentence
length.) Three figures in the right show that if we
see this by ratio of outliers over all the counts, all
of three figures tend to be more than 20 to 30 per-
cent from 80 to 100 sentence length. The lower
two figures show that sentence length 1 to 4 tend
to be more than 10 percent.

Algorithm is shown in Table 7.

6 Discussion

In Section 1, we mentioned that if we aim at out-
lier ratio using the indirect featuresentence length,
this method reduces to a well-known sentence
cleaning approach shown below in Algorithm 3.

Algorithm 3 Sentence Cleaning Algorithm
Remove sentences with lengths greater thanX
(or remove sentences with lengths smaller than
X in the case of short sentences).

This approach is popular although the reason
behind why this approach works is not well un-
derstood. Our explanation is shown in the right-
hand side of Figure 6 where outliers are shown at
the bottom (almost invisible) which are extracted
by Algorithm 1. The region that Algorithm 3 re-
moves via sentence lengthX is possibly the region
where the ratio of outliers is high.

This method is a high recall method. This
method does not check whether the removed sen-
tences are really sentences whose behavior is bad
or not. For example, look at Figure 6 for sen-
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X ENFR FREN ESEN DEEN ENDE
10 0.167 0.088 0.143 0.097 0.079
20 0.087 0.195 0.246 0.138 0.127
30 0.145 0.229 0.279 0.157 0.137
40 0.175 0.242 0.295 0.168 0.142
50 0.229 0.250 0.297 0.170 0.145
60 0.178 0.253 0.297 0.171 0.146
70 0.179 0.251 0.298 0.170 0.146
80 0.181 0.252 0.301 0.169 0.147
90 0.180 0.252 0.297 0.171 0.147
100 0.180 0.251 0.302 0.169 0.146
# 51k 51k 51k 60k 60k

ave 21.0/23.8(EN/FR) 20.9/24.5(EN/ES)
len 20.6/21.6(EN/DE)

Table 8: Bleu score after cleaning of sen-
tences with length greater thanX. The row
showsX, while the column shows the language
pair. Parallel corpus is News Commentary par-
allel corpus. It is noted that the default set-
ting of MAX SENTENCELENTH ALLOWED
in GIZA++ is 101.

tence length 10 to 30 where there are considerably
many outliers in the region that a lot of inliers re-
side. However, this method cannot cope with such
outliers. Instead, the method cope with the region
that the outlier ratio is possibly high at both ends,
e.g. sentence length> 60 or sentence length< 5.
The advantage is that sentence length information
is immediately available from the sentence which
is easy to implement. The results of this algorithm
is shown in Table 8 where we variesX and lan-
guage pair. This table also suggests that we should
refrain from saying thatX = 60 is best orX = 80
is best.

7 Conclusions and Further Work

This paper shows some preliminary results that
data cleaning may be a useful pre-processing tech-
nique for word alignment. At this moment, we ob-
serve two positive results, improvement of Bleu
score from 28.0 to 31.4 in English-Spanish and
16.9 to 22.1 in German-English which are shown
in Table 6. Our method checks the realizability of
target sentences in training sentences. If we wit-
ness bad cumulativeX-gram scores we suspect
that this is due to some problems caused by the
n : m mapping objects during word alignment fol-
lowed by phrase extraction process.

Firstly, although we removed training sentences

whose n-gram scores are low, we can dupli-
cate such training sentences in word alignment.
This method is appealing, but unfortunately if we
use mgiza or GIZA++, our training process of-
ten ceased in the middle by unrecognized errors.
However, if we succeed in training, the results of-
ten seem comparable to our results. Although we
did not supply back removed sentences, it is pos-
sible to examine such sentences using the T-tables
to extract phrase pairs.

Secondly, it seems that one of the key matters
lies in the quantities ofn : m mapping objects
which are difficult to learn by word-based MT (or
by phrase-based MT). It is possible that such quan-
tities are different depending on their language
pairs and on their corpora size. A rough estimation
is that this quantity may be somewhere less than
10 percent (in FR-EN Hansard corpus, recall and
precision reach around 90 percent (Moore, 05)),
or less than 5 percent (in News Commentary cor-
pus, the best Bleu scores by Algorithm 1 are when
this percentage is less than 5 percent ). As further
study, we intend to examine this issue further.

Thirdly, this method has other aspects that it
removes discontinuous points: such discontinu-
ous points may relate to the smoothness of opti-
mization surface. One of the assumptions of the
method such as Wang et al. (Wang et al., 07) re-
lates to smoothness. Then, our method may im-
prove their results, which is our further study.

In addition, although our algorithm runs a word
aligner more than once, this process can be re-
duced since removed sentences are less than 5 per-
cent or so.

Finally, we did not compare our method with
TCR of Imamura. In our case, the focus was 2-
gram scores rather than othern-gram scores. We
intend to investigate this further.
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Abstract 

In this paper we describe the Rovereto Emotive 
Corpus (REC) which we collected to investigate 
the relationship between emotion and coopera-
tion in dialogue tasks. It is an area where still 
many unsolved questions are present. One of the 
main open issues is the annotation of the so-
called “blended” emotions and their recognition. 
Usually, there is a low agreement among raters 
in annotating emotions and, surprisingly, emo-
tion recognition is higher in a condition of mod-
ality deprivation (i. e. only acoustic or only visu-
al modality vs. bimodal display of emotion). Be-
cause of these previous results, we collected a 
corpus in which “emotive” tokens are pointed 
out during the recordings by psychophysiologi-
cal indexes (ElectroCardioGram, and Galvanic 
Skin Conductance). From the output values of 
these indexes a general recognition of each emo-
tion arousal is allowed. After this selection we 
will annotate emotive interactions with our mul-
timodal annotation scheme, performing a kappa 
statistic on annotation results to validate our 
coding scheme. In the near future, a logistic re-
gression on annotated data will be performed to 
find out correlations between cooperation and 
negative emotions. A final step will be an fMRI 
experiment on emotion recognition of blended 
emotions from face displays. 

1 Introduction 

In the last years many multimodal corpora have 
been collected. These corpora have been recorded 
in several languages and have being elicited with 
different methodologies: acted (such as for emo-
tion corpora, see for example Goeleven, 2008), 
task oriented corpora, multiparty dialogs, corpora 
elicited with scripts or storytelling and ecological 
corpora. Among the goals of collection and analy-
sis of corpora there is shading light on crucial as-
pects of speech production. Some of the main re-
search questions are how language and gesture 
correlate with each other (Kipp et al., 2006) and 
how emotion expression modifies speech (Magno  

Caldognetto et al., 2004) and gesture (Poggi, 
2007). Moreover, great efforts have been done to 
analyze multimodal aspects of irony, persuasion 
or motivation.  
Multimodal coding schemes are mainly focused 
on dialogue acts, topic segmentation and the so 
called “emotional area”. The collection of mul-
timodal data has raised the question of coding 
scheme reliability. The aim of testing coding 
scheme reliability is to assess whether a scheme 
is able to capture observable reality and allows 
some generalizations. From mid Nineties, the 
kappa statistic has begun to be applied to vali-
date coding scheme reliability. Basically, the 
kappa statistic is a statistical method to assess 
agreement among a group of observers. Kappa 
has been used to validate some multimodal cod-
ing schemes too. However, up to now many mul-
timodal coding schemes have a very low kappa 
score (Carletta, 2007, Douglas-Cowie et al., 
2005; Pianesi et al., 2005, Reidsma et al., 2008). 
This could be due to the nature of multimodal 
data. In fact, annotation of mental and emotional 
states of mind is a very demanding task. The low 
annotation agreement which affects multimodal 
corpora validation could also be due to the nature 
of the kappa statistics. In fact, the assumption 
underlining the use of kappa as reliability meas-
ure is that coding scheme categories are mutually 
exclusive and equally distinct one another. This 
is clearly difficult to be obtained in multimodal 
corpora annotation, as communication channels 
(i.e. voice, face movements, gestures and post-
ure) are deeply interconnected one another.  
To overcome these limits we are collecting a 

new corpus, Rovereto Emotive Corpus (REC), a 
task oriented corpus with psychophysiological 
data registered and aligned with audiovisual da-
ta. In our opinion this corpus will allow to clear-
ly identify emotions and, as a result, having a 
clearer idea of facial expression of emotions in 
dialogue. In fact, REC is created to shade light 
on the relationship between cooperation and 
emotions in dialogues. This resource is the first 
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up to now with audiovisual and psychophysio-
logical data recorded together. 

2 The REC Corpus 

REC (Rovereto Emotive Corpus) is an audiovi-
sual and psychophysiological corpus of dialo-
gues elicited with a modified Map Task. The 
Map Task is a cooperative task involving two 
participants. It was used for the first time by the 
HCRC group at Edinburg University (Anderson 
et al., 1991). In this task two speakers sit oppo-
site one another and each of them has a map. 
They cannot see each other’s map because the 
they are separated by a short barrier. One speak-
er, designated the Instruction Giver, has a route 
marked on her map; the other speaker, the In-
struction Follower, has no route. The speakers 
are told that their goal is to reproduce the In-
struction Giver's route on the Instruction Follow-
er's map. To the speakers are told explicitly that 
the maps are not identical at the beginning of the 
dialogue session. However, it is up to them to 
discover how the two maps differ.  

Our map task is modified with respect to the 
original one. In our Map Task the two participants 
are sitting one in front of the other and are 
separated by a short barrier or a full screen. They 
both have a map with some objects. Some of them 
are in the same position and with the same name, 
but most of them are in different positions or have 
names that sound similar to each other (e. g. Maso 
Michelini vs. Maso Nichelini, see Fig. 1). One 
participant (the giver) must drive the other 
participant (the follower) from a starting point 
(the bus station) to the finish (the Castle).  

 

Figure 1: Maps used in the recording of REC corpus 

Giver and follower are both native Italian speak-
ers. In the instructions it was told them that they 

will have no more than 20 minutes to accomplish 
the task. The interaction has two conditions: 
screen and no screen. In screen condition a barrier 
was present between the two speakers. In no 
screen condition a short barrier, as in the original 
map task, was placed allowing giver and follower 
to see each other’s face. With these two condi-
tions we want to test whether seeing the speakers 
face during interactions influences facial emotion 
display and cooperation (see Kendon, 1967; Ar-
gyle and Cook 1976; for the relationship between 
gaze/no gaze and facial displays; for the influence 
of gaze on cooperation and coordination see 
Brennan et al., 2008). A further condition, emo-
tion elicitation, was added. In “emotion” condi-
tion the follower or the giver can alternatively be 
a confederate, with the aim of getting the other 
participant angry. In this condition the psycho-
physiological state of the confederate is not rec-
orded. In fact, as it is an acted behavior, it is not 
interesting for research purpose. All the partici-
pants had given informed consent and the experi-
mental protocol has been approved by the Human 
Research Ethics Committee of Trento University. 

REC is by now made up of 17 dyadic interac-
tions, 9 with confederate, for a total of 204 min-
utes of audiovisual and psychophysiological re-
cordings (electrocardiogram and derived heart 
rate value, and skin conductance). Our goal is 
reaching 12 recordings in the confederate condi-
tion. During each dialogue, the psychophysiologi-
cal state of non-confederate giver or follower is 
recorded and synchronized with video and audio 
recordings. So far, REC corpus is the only multi-
modal corpus which has psychophysiological data 
to assess emotive states.  

The psychophysiological state of each partici-
pant has been recorded with a BIOPAC MP150 
system. In particular, Electrocardiogram (ECG) 
was recorded by Ag AgC1 surface electrodes 
fixed on participant’s wrists, low pass filter 100 
Hz, at a 200 samples/second rate. Heart Rate 
(HR) has been automatic calculated as number of 
heart beats per minute. Galvanic Skin Conduc-
tance (SK) was recorded with Ag AgC1 elec-
trodes attached to the palmar surface of the 
second and third fingers of the non dominant 
hand, and recorded at a rate of 
200samples/second. Artefacts due to hand move-
ments have been removed with proper algorithms. 
Audiovisual interactions are recorded with 2 Ca-
non Digital Cameras and 2 free field Sennheiser 
half-cardioid microphones with permanently pola-
rized condenser, placed in front of each speaker 
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The recording procedure of REC is the follow-
ing. Before starting the task, we record baseline 
condition that is to say we record participants’ 
psychophysiological outputs for 5 minutes with-
out challenging them. Then the task started and 
we recorded the psychophysiological outputs dur-
ing the interaction which we called task condition. 
Then the confederate started challenging the 
speaker with the aim of getting him/her angry. To 
do so, the confederate at minutes 4, 9 and 13 of 
the interaction plays a script (negative emotion 
elicitation in giver; Anderson et al., 2005): 

•You driving me in the wrong direction, try to be 
more accurate!”; 

•“It’s still wrong, this can’t be your best, try 
harder! So, again, from where you stop”; 

•“You’re obviously not good enough in giving 
instruction”.  

In Fig. 2 we show the results of a 1x5 ANOVA 
executed in confederate condition. Heart rate 
(HR) is confronted over the five times of interest 
(baseline, task, after 4 minutes, after 9 minutes, 
after 13 minutes). The times of interest are base-
line, task, and after 4, 9 and 13 minutes, that is to 
say just after emotion elicitation with the script.  
We find that HR is significantly different in the 

five conditions, which means that the procedure 
to elicit emotions is incremental and allows 
recognition of different psychophysiological 
states, which in turns are linked to emotive states. 
Mean HR values are in line with the ones showed 
by Anderson et al. (2005). Moreover, from the 
inspection of skin conductance values (Fig. 3) 
there is a linear increase of the number of peaks 
of conductance over time. This can be due to two 
factors: emotion elicitation but also an increasing 
of task difficulty leading to higher stress and 
therefore to an increasing number of skin 
conductance peaks.  

As Cacioppo et al. (2000) pointed out, it is not 
possible to assess the emotion typology from 
psychophysiological data alone. In fact, HR and 
skin conductance are signals of arousal which in 
turns can be due both to high arousal emotions 
such as happiness or anger. Therefore, we asked 
participants after the conclusion of the task to 
report on a 8 points rank scale the valence of the 
emotions felt towards the interlocutor during the 
task (from extremely positive to extremely 
negative). On 10 participants, 50% of them rated 
the experience as quite negative, 30% rated the 

experience as almost negative, 10% of 
participants rated it as negative and 10% as 
neutral.  

 
 
 
 
 

 

 

 

 

  

Figure 2: 1x5 ANOVA on heart rate (HR) over time in 
emotion elicitation condition in 9 partecipants 

Participants who have reported a neutral or 
positive experience were discarded from the 
corpus. 

 

 

 

 
 

Figure 3: Number of skin conductance positive peaks 
over time in emotion elicitation condition in 9 parteci-

pants 

3 Annotation Method and Coding Scheme 

The emotion annotation coding scheme used to 
analyze our map task is quite far from the emotion 
annotation schemes proposed in Computational 
Linguistic literature. Craggs and Woods (2005) 
proposed to annotate emotions with a scheme 
where emotions are expressed at different blend-
ing levels (i. e. blending of different emotion and 
emotive levels). In Craggs and Woods opinions’ 
annotators must label the given emotion with a 
main emotive term (e. g. anger, sadness, joy etc.) 
correcting the emotional state with a score rang-
ing from 1 (low) to 5 (very high). Martin et al. 
(2006) used a three steps rank scale of emotion 
valence (positive, neutral and negative) to anno-
tate their corpus recorded from TV interviews. 

Time

Measure: MEASURE_1

62,413 ,704 60,790 64,036
75,644 ,840 73,707 77,582

93,407 ,916 91,295 95,519

103,169 1,147 100,525 105,813

115,319 1,368 112,165 118,473

Time
1

2
3

4

5

Mean Std. Error Lower Bound Upper Bound
95% Confidence Interval

Peaks/Time 
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But both these methods had quite poor results in 
terms of annotation agreement among coders. 

Several studies on emotions have shown how 
emotional words and their connected concepts 
influence emotion judgments and their labeling 
(for a review, see Feldman Barrett et al., 2007). 
Thus, labeling an emotive display (e. g. a voice or 
a face) with a single emotive term could be not 
the best solution to recognize an emotion. Moreo-
ver researchers on emotion recognition from face 
displays find that some emotions as anger or fear 
are discriminated only by mouth or eyes configu-
rations. Face seems to be evolved to transmit or-
thogonal signals, with a lower correlation each 
other. Then, these signals are deconstructed by the 
“human filtering functions”, i. e. the brain, as op-
timized inputs (Smith et al., 2005). The Facial 
Action Units (FACS, Ekman and Friesen, 1978) is 
a good scheme to annotate face expressions start-
ing from movement of muscular units, called ac-
tion units. Even if accurate, it is a little problemat-
ic to annotate facial expression, especially the 
mouth ones, when the subject to be annotated is 
speaking, as the muscular movements for speech 
production overlaps with the emotional configura-
tion. 

On the basis of such findings, an ongoing de-
bate is whether the perception of a face and, spe-
cifically, of a face displaying emotions, is based 
on holistic perception or perception of parts. Al-
though many efforts are ongoing in neuroscience 
to determine the basis of emotion perception and 
decoding, little is still known on how brains and 
computer might learn part of an object such as a 
face. Most of the research in this field is based on 
PCA-alike algorithms which learn holistic repre-
sentations. On the contrary other methods such as 
non Negative Matrix Factorization are based on 
only positive constrains leading to part based ad-
ditive representations. Keeping this in mind, we 
decide not to label emotions directly but to 
attribute valence and activation to nonverbal sig-
nals, “deconstructing” them in simpler elements. 
These elements have implicit emotive dimen-
sions, as for example mouth shape. Thus, in our 
coding scheme a smile would be annotate as “)” 
and a large smile as “+)”. The latter means a 
higher valence and arousal than the previous sig-
nal, as when the speaker is laughing.  

In the following, we describe the modalities 
and the annotation features of our multimodal 
annotation scheme. As an example, the analysis of 
emotive labial movements implemented in our 
annotation scheme is based on a little amount of 
signs similar to emoticons. We sign two levels 

of activation using the plus and minus signs. So, 
annotation values for mouth shape are: 

•o open lips when the mouth is open; 
•- closed lips when the mouth is closed; 
• ) corners up e.g. when smiling; +) open 
smile; 
•( corners down;  +( corners very down 
•1cornerup for asymmetric smile; 
•O protruded, when the lips are rounded. 

Similar signals are used to annotate eyebrows 
shape.  

3.1    Cooperation Analysis  

The approach we have used to analyze coopera-
tion in dialogue task is mainly based on Bethan 
Davies model (Bethan Davies, 2006). The basic 
coded unit is the “move”, which means individual 
linguistic choices to successfully fulfill Map Task. 
The idea of evaluating utterance choices in rela-
tion to task success can be traced back to Ander-
son and Boyle (1994) who linked utterance choic-
es to the accuracy of the route performed on the 
map. Bethan Davies extended the meaning of 
“move” to the goal evaluation, from a narrow set 
of indicators to a sort of data-driven set. In partic-
ular, Bethan Davies stressed some useful points 
for the computation of collaboration between two 
communicative partners: 

•social needs of dialogue: there is a mini-
mum “effort” needed to keep the conversa-
tion going. It includes minimal answers like 
“yes” or “no” and feedbacks. These brief 
utterances are classified by Bethan Davies 
(following Traum, 1994) as low effort, as 
they do not require much planning to the 
overall dialogue and to the joint task;  
•responsibility of supplying the needs of the 
communication partner: to keep an utter-
ance going, one of the speakers can provide 
follow-ups which take more consideration 
of the partner’s intentions and goals in the 
task performance. This involves longer ut-
terances, and of course a larger effort; 
•responsibility of maintaining a known 
track of communication or starting a new 
one: there is an effort in considering the ac-
tions of a speaker within the context of a 
particular goal: that is, they mainly deal 
with situations where a speaker is reacting 
to the instruction or question offered by the 
other participant, rather than moving the 
discourse on another goal. In fact the latter 
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is perceived as a great effort as it involves 
reasoning about the task as a whole, beside 
planning and producing a particular utter-
ance. 

Following Traum (1994), speakers tend to engage 
in lower effort behaviors than higher ones. Thus, 
if you do not answer to a question, the 
conversation will end, but you can choose 
whether or not to query an instruction or offer a 
suggestion about what to do next. This is reflected 
in a weighting system where behaviors account 
for the effort invested and provides a basis for the 
empirical testing of dialogue principles. The use 
of this system provides a positive and negative 
score for each dialogue move. We slightly 
simplified the Bethan Davies’ weighting system 
and propose a system giving positive and negative 
weights in an ordinal scale from +2 to -2. We also 
attribute a weight of 0 for actions which are in the 
area of “minimum social needs” of dialogue. In 
Table 1 we report some of the dialogue moves, 
called cooperation type, and the corresponding 
cooperation weighting level. There is also a 
description of different type of moves in terms of 
Grice’s conversational rules breaking or 
following. Due to the nature of the map task, 
where giver and a follower have different 
dialogue roles, we have two slightly different 
versions of the cooperation annotation scheme. 
For example “giving instruction” is present only 
when annotating the giver cooperation. On the 
other hand “feedback” is present in both 
annotation schemes. Other communicative 
collaboration indexes we codify in our coding 
scheme are the presence or absence of eye contact 
through gaze direction (to the interlocutor, to the 
map, unfocused), even in full screen condition, 
where the two speakers can’t see each other. 
Dialogue turns management (turn giving, turn 
offering, turn taking, turn yielding, turn 
concluding, and feedback) has been annotated as 
well. Video clips have been orthographically 
transcribed. To do so, we adopted a subset of the 
conventions applied to the transcription of the 
speech corpus of the LUNA project corpus 
annotation (see Rodriguez et al., 2007). 

3.2 Coding Procedure and Kappa Scores  

Up to now we have annotated 9 emotive tokens of 
an average length of 100 seconds each. They have 
been annotated with the coding scheme previous-
ly described by 6 annotators. Our coding scheme 
has been implemented into ANVIL software 
(Kipp, 2001). A Fleiss’ kappa statistic (Fleiss, 

1971) has been performed on the annotations. We 
choose Fleiss’ kappa as it is the suitable statistics 
when chance agreement is calculated on more 
than two coders. In this case the agreement is ex-
pected on the basis of a single distribution reflect-
ing the combined judgments of all coders.  
 
 
 
 

 

 

 

 

 

 

 

Table 1: Computing cooperation in our coding scheme 
(from Bethan Davies, 2006 adapted) 

Thus, expected agreement is measured as the 
overall proportion of items assigned to a category 
k by all coders n.  

Cooperation annotation for giver has a Fleiss’ 
kappa score of 0.835 (p<0.001), while for follow-
er cooperation annotation is 0.829 (p<0.001). 
Turn management has a Fleiss kappa score of 
0.784 (p<0.001). As regard gaze, Fleiss kappa 
score is 0.788 (p<0.001). Mouth shape annotation 
has a Fleiss kappa score of 0.816 (p<0.001) and 
eyebrows shape annotation has a Fleiss kappa of 
0.855 (p<0.001). In the last years a large debate 
on the interpretation of kappa scores has wide-
spread. There is a general lack of consensus on 
how to interpret those values. Some authors (All-
wood et al., 2006) consider as reliable for multi-
modal annotation kappa values between 0.67 and 
0.8. Other authors accept as reliable only scoring 
rates over 0.8 (Krippendorff, 2004) to allow some 
generalizations. What is clear is that it seems in-
appropriate to propose a general cut off point, 
especially for multimodal annotation where very 
little literature on kappa agreement has been re-
ported. In this field it seems more necessary that 
researches report clearly the method they apply 
(e. g. the number of coders, if they code indepen-
dently or not, if their coding relies only manual-
ly).  

Cooperation 
level 

Cooperation type 

-2 No response to answer: breaks the maxims of quality, 
quantity and relevance 

-2 No information add when required: breaks the maxims of 
quality, quantity and manner 

-2 No turn giving, no check: breaks the maxims of quality, 
quantity and relevance 

-1 Inappropriate reply (no giving info): breaks the maxims of 
quantity and relevance 

 0 Giving instruction: cooperation baseline, task demands 

 1 Question answering y/n: applies the maxims of quality and 
relevance 

 1 Repeating instruction: applies the maxims of quantity and 
manner 

  2 Question answering y/n + adding info: applies the maxims 
of quantity, quality and relevance 

2 Checking the other understands (ci sei? Capito?): applies 
the maxims of quantity, quality and manner 

   2 Spontaneous info/description adding: applies the maxims of 
quantity, quality and manner 
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Our kappa scores are very high if compared 
with other multimodal annotation results. This is 
because we analyze cooperation and emotion with 
an unambiguous coding scheme. In particular, we 
do not refer to emotive terms directly. In fact 
every annotator has his/her own representation of 
a particular emotion, which could be pretty differ-
ent from the one of another coder. This represen-
tation will represent a problem especially for an-
notation of blended emotions, which are ambi-
guous and mixed by nature. As some authors have 
argued (Colletta et al., 2008) annotation of mental 
and emotional states is a very demanding task. 
The analysis of non verbal features requires a dif-
ferent approach if compared with other linguistics 
tasks as multimodal communication is multichan-
nel (e.g. audiovisual) and has multiple semantic 
levels (e.g. a facial expression can deeply modify 
the sense of a sentence, such as in humor or iro-
ny).  

The final goal of this research is performing a 
logistic regression on cooperation and emotion 
display. We will also investigate speakers’ role 
(giver or follower) and screen/no screen condi-
tions role with respect to cooperation. Our pre-
dictions are that in case of full screen condition 
(i. e. the two speakers can’t see each other) the 
cooperation will be lower with respect to short 
screen condition (i. e. the two speakers can see 
each other’s face) while emotion display will be 
wider and more intense for full screen condition 
with respect to short barrier condition. No predic-
tions are made on the speaker role. 

4       Conclusions and Future Directions 

Cooperative behavior and its relationship with 
emotions is a topic of great interest in the field of 
dialogue annotation. Usually emotions achieve a 
low agreement among raters (see Douglas-Cowie 
et al., 2005) and surprisingly emotion recognition 
is higher in a condition of modality deprivation 
(only acoustic or only visual vs. bimodal). 

Neuroscience research on emotion shows that 
emotion recognition is a process performed firstly 
by sight, but the awareness of the emotion ex-
pressed is mediated by the prefrontal cortex. 
Moreover a predefined set of emotion labels can 
influence the perception of facial expression. 
Therefore we decide to deconstruct each signal 
without attributing directly an emotive label. We 
consider promising the implementation in compu-
tational coding schemes of neuroscience evi-
dences on transmitting and decoding of emotions. 
Further researches will implement an experiment 

on coders’ brain activation of to understand if 
emotion recognition from face is a whole or a part 
based process.  
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Abstract 

 

Focusing on multi-document personal name 
disambiguation, this paper develops an agglo-
merative clustering approach to resolving this 
problem. We start from an analysis of point-
wise mutual information between feature and 
the ambiguous name, which brings about a 
novel weight computing method for feature in 
clustering. Then a trade-off measure between 
within-cluster compactness and among-cluster 
separation is proposed for stopping clustering. 
After that, we apply a labeling method to find 
representative feature for each cluster.  Finally, 
experiments are conducted on word-based 
clustering in Chinese dataset and the result 
shows a good effect. 

1 Introduction 

Multi-document named entity co-reference reso-
lution is the process of determining whether an 
identical name occurring in different texts refers 
to the same entity in the real world. With the rap-
id development of multi-document applications 
like multi-document summarization and informa-
tion fusion, there is an increasing need for multi-
document named entity co-reference resolution. 
This paper focuses on multi-document personal 
name disambiguation, which seeks to determine 
if the same name from different documents refers 
to the same person. 

This paper develops an agglomerative cluster-
ing approach to resolving multi-document per-
sonal name disambiguation. In order to represent 
texts better, a novel weight computing method 
for clustering features is presented. It is based on 
the pointwise mutual information between the 

ambiguous name and features. This paper also 
develops a trade-off point based cluster-stopping 
measure and a labeling algorithm for each clus-
ters. Finally, experiments are conducted on 
word-based clustering in Chinese dataset. The 
dataset contains eleven different personal names 
with varying-sized datasets, and has 1669 texts in 
all. 

The rest of this paper is organized as follows: 
in Section 2 we review the related work; Section 
3 describes the framework; section 4 introduces 
our methodologies including feature weight 
computing with pointwise mutual information, 
cluster-stopping measure based on trade-off 
point, and cluster labeling algorithm. These are 
the main contribution of this paper; Section 5 
discusses our experimental result. Finally, the 
conclusion and suggestions for further extension 
of the work are given in Section 6. 

2 Related Work 

Due to the varying ambiguity of personal names 
in a corpus, existing approaches typically cast it 
as an unsupervised clustering problem based on 
vector space model. The main difference among 
these approaches lies in the features, which are 
used to create a similarity space. Bagga & Bald-
win (1998) first performed within-document co-
reference resolution, and then explored features 
in local context. Mann & Yarowsky (2003) ex-
tracted local biographical information as features. 
Al-Kamha and Embley (2004) clustered search 
results with feature set including attributes, links 
and page similarities. Chen and Martin (2007) 
explored the use of a range of syntactic and se-
mantic features in unsupervised clustering of 
documents. Song (2007) learned the PLSA and 
LDA model as feature sets. Ono et al. (2008) 
used mixture features including co-occurrences 
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of named entities, key compound words, and top-
ic information. Previous works usually focus on 
feature identification and feature selection. The 
method to assign appropriate weight to each fea-
ture has not been discussed widely.  

A major challenge in clustering analysis is de-
termining the number of ‘clusters’. Therefore, 
clustering based approaches to this problem still 
require estimating the number of clusters. In Hie-
rarchy clustering, it equates to determine the 
stopping step of clustering. The measure to find 
the “knee” in the criterion function curve is a 
well known cluster-stopping measure. Pedersen 
and Kulkarni had studied this problem (Pedersen 
and Kulkarni, 2006). They developed cluster-
stopping measures named PK1, PK2, PK3, and 
presented the Adapted Gap Statistics.  

After estimating the number of ‘clusters’, we 
obtain the clustering result. In order to label the 
‘clusters’, the method that finding representative 
features for each ‘cluster’ is needed. For example, 
the captain John Smith can be labeled as captain. 
Pedersen and Kulkarni (2006) selected the top N 
non-stopping word features from texts grouped 
in a cluster as label. 

3 Framework 

On the assumption of “one person per document” 
(i.e. all mentions of an ambiguous personal name 
in one document refer to the same personal enti-
ty), the task of disambiguating personal name in 
text set intends to partition the set into subsets, 
where each subset refer to one particular entity. 

Suppose the set of texts containing the ambi-
guous name is denoted by D= {d1,d2,…,dn}, and  
di (0<i<n+1) stands for one text. The entities 
with the ambiguous name are denoted by a set 
E= {e1,e2,…,em}, where the number of entities ‘m’ 
is unknown. The ambiguous name in each text di 
indicates only one entity ek. The aim of the work 
is to map an ambiguous name appearing in each 
text to an entity. Therefore, those texts indicating 
the same entity need to be clustered together. 

In determining whether a personal name refers 
to a specific entity, the personal information, so-
cial network information and related topics play 
important roles,  all of which are expressed by 
words in texts,. Extracting words as features, this 
paper applies an agglomerative clustering ap-
proach to resolving name co-reference. The 
framework of our approach consists of the fol-
lowing seven main steps: 

 
Step 1: Pre-process each text with Chinese 

word segmentation tool; 
Step 2: Extract words as features from the 

set of texts D;. 
Step 3: Represent texts d1,…,dn by features 

vectors; 
Step 4: Calculate similarity between texts; 
Step 5: Cluster the set D step by step until 

only one cluster exists;  
Step 6: Estimate the number of entities in 

accordance with cluster-stopping 
measure; 

Step 7: Assign each cluster a discriminating 
label. 

 
This paper focuses on the Step 4, Step 6 and 

Step 7, i.e., feature weight computing method, 
clustering stopping measure and cluster labeling 
method. They will be described in the next sec-
tion in detail.  

Step1 and Step3 are simple, and there is no 
further description here. In Step 2, we use co-
occurrence words of the ambiguous name in 
texts as features. In the process of agglomerative 
clustering (see Step 5), each text is viewed as one 
cluster at first, and the most similar two clusters 
are merged together as a new cluster at each 
round. After replacing the former two clusters 
with the new one, we use average linked method 
to update similarity between clusters. 

4 Methodology  

4.1 Feature weight  

Each text is represented as a feature vector, and 
each item of the vector represents the weight 
value for corresponding feature in the text. Since 
our approach is completely unsupervised we 
cannot use supervised methods to select 
significant features. Since the weight of feature 
will be adjusted well instead of feature selection, 
all words in set D are used as feature in our 
approach. 

The problem of computing feature weight is 
involved in both text clustering and text classifi-
cation. By comparing the supervised text classi-
fication and unsupervised text clustering, we find 
that the former one has a better performance ow-
ing to the selection of features and the computing 
method of feature weight. Firstly, in the applica-
tion of supervised text classification, features can 
be selected by many methods, such as, Mutual 
Information (MI) and Expected Cross Entropy 
(ECE) feature selection methods. Secondly, 
model training methods, such as SVM model, are 
generally adopted by programs when to find the 
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optimal feature weight. There is no training data 
for unsupervised tasks, so above-mentioned me-
thods are unsuitable for text clustering. 

In addition, we find that the text clustering for 
personal name disambiguation is different from 
common text clustering. System can easily judge 
whether a text contains the ambiguous personal 
name or not. Thus the whole collection of texts 
can be easily divided into two classes: texts  with 
or without the name. As a result, we can easily 
calculate the pointwise mutual information 
between feature words and the personal name. 
To a certain extent, it represents the correlative 
degree between feature words and the underlying 
entity corresponding to the personal name. 

For these reasons, our feature weight 
computing method calculates the pointwise 
mutual information between personal name and 
feature word. And the value of pointwise mutual 
information will be used to expresse feature 
word’s weight by combining the feature‘s tf (the 
abbreviation for term-frequency) in text and idf 
(the abbreviation for inverse document frequency) 
in dataset. The formula of feature weight compu-
ting proposed in this paper is as below, and it is 
need both texts containing and not containing the 
ambiguous personal name to form dataset D. For 
each tk in di that contains name, its mi_weight is 
computed as follow: 
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 Where tk is a feature; name is the ambiguous 
name; di is the ith text in dataset; tf(tk,di) 
represents term frequency of feature tk in text di; 
df(tk), df(name) is the number of the texts con-
taining tk or name in dataset D respectively; 
df(tk,name) is the number of texts containing both 
tk and name; |D| is the number of all the texts.  

Formula (2) can be comprehended as: if word 
tk occurs much more times in texts containing the 
ambiguous name than in texts not containing the 
name, it must have some information about the 
name. 

 A widely used approach for computing feature 
weight is tf*idf scheme as formula (3) (Salton 
and Buckley. 1998), which only uses the texts 
containing the ambiguous name. We denote it by 
old_weight . For each tk in di containing name, 
the old_weight is computed as follow: 
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The first term on the right side is tf, and the 
second term is idf. If the idf scheme is computed 
in the whole dataset D for reducing noise, the 
weight computing formula can be expressed as 
follow, and is denoted by imp_weight: 
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Before clustering, the similarity between texts 
is computed by cosine value of the angle 
between vectors (such as dx, dy in formula (5)):     
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Each item of the vector (i.e. dx, dy) represents 
the weight value for corresponding feature in the 
text. 

4.2 Cluster-stopping measure 

The process of clustering will produce n cluster 
results, one for each step. Independent of 
clustering algorithm, the cluster stopping meas-
ure should choose the cluster results which can 
represent the structure of data. 

A fundamental and difficult problem in cluster 
analysis is to measure the structure of clustering 
result. The geometric structure is a representative 
method. It defines that a “good” clustering re-
sults should make data points from one cluster 
“compact”, while data points from different clus-
ter are “separate” as far as possible. The indica-
tors should quantify the “compactness” and “se-
paration” for clusters, and combine both.  In the 
study of cluster stopping measures by Pedersen 
and Kulkarni (2006), the criterion functions de-
fines text similarity based on cosine value of the 
angle between vectors. Their cluster-stopping 
measures focused on finding the ‘knee’ of crite-
rion function.  

Our cluster-stopping measure is also based on 
the geometric structure of dataset. The measure 
aims to find the trade-off point between within-
cluster compactness and among-cluster 
separation. Both the within-cluster compactness 
(Internal critical function) and among-cluster 
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separation (External critical function) are defined 
by Euclidean distance. The hybrid critical 
function (Hybrid critical function) combines 
internal and external criterion functions. 

Suppose that the given dataset contains N ref-
erences, which are denoted as: d1,d2,…,dN; the 
data have been repeatedly clustered into k clus-
ters, where k=N,…,1; and clusters are denoted as 
Cr, r=1,…k; and the number of references in 
each cluster is nr, so nr=|Cr|. We introduce Incrf 
(Internal critical function), Excrf (External 
critical function) and Hycrf (Hybrid critical 
function) to measure it as follows. 
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Where M=Incrf(1)=Excrf(N) 
 
 

 
Figure 1 Hycrf vs. t (N-k) 

 
Chen proved the existence of the minimum 

value between (0,1) in Hycrf(k) (see Chen et al. 
2008). The Hycrf value in a typical Hycrf(t) 
curve is shown as Figure 1, where t=N-k. 

Function Hycrf based on Incrf and Excrf is 
used as the Hybrid criterion function. The Hycrf 
curve will rise sharply after the minimum, indi-
cating that the cluster of several optimal parti-
tions’ subsets will lead to drastic drop in cluster 
quality. Thus cluster partition can be determined. 
Using the attributes of the Hycrf(k) curve, we put 
forward a new cluster-stopping measure named 
trade-off point based cluster-stopping measure 
(TO_CSM). 
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Trade-off point based cluster-stopping meas-
ure (TO_CSM) selects the k value which max-
imizes TO_CSM(k), and indicates the number of 
cluster. The first term on the right side of formu-
la (9) is used to minimize the value of Hycrf(k), 
and the second one is used to find the ‘knee’ ris-
ing sharply. 

4.3 Labeling 

Once the clusters are created, we label each 
entity to represent the underlying entity with 
some important information. A label is 
represented as a list of feature words, which 
summarize the information about cluster’s 
underlying entity. 

The algorithm is outlined as follows: after 
clustering N references into m clusters, for each 
cluster Ck in {C1, C2, …, Cm}, we calculate the 
score of each feature for Ck and choose features 
as the label of Ck whose scores rank top N. In 
particular, the score caculated in this paper is 
different from Pedersen and Kulkarni’s (2006). 
We combine pointwise mutual information 
computing method with term frequency in cluster 
to compute the score.  

The formula of feature scoring for labeling is 
shown as follows: 
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The calculation of MI(tk,name) is shown as 

formula (2) in subsection 4.1. tf(tk,Ci) represents 
the total occurrence frequency of feature tk in 
cluster Ci . The MIname(tk,Ci) is computed as for-
mula (11): 
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 (11) 
In formula (10), the weight of stopping words 

can be reduced by the first item. The second item 
can increase the weight of words with high dis-
tinguishing ability for a certain ambiguous name. 
The third item of formula (10) gives higher 
scores to features whose frequency are higher.  
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5 Experiment  

5.1 Data 

The dataset is from WWW, and contains 1,669 
texts with eleven real ambiguous personal names. 
Such raw texts containing ambiguous names are 
collected via search engine1, and most of them 
are news. The eleven person-names are, "刘易斯 
Liu-Yi-si ‘Lewis’", "刘淑珍 Liu-Shu-zhen ", "李
强 Li-Qiang", "李娜 Li-Na", "李桂英 Li-Gui-
ying", "米歇尔 Mi-xie-er ‘Michelle’", "玛丽 
Ma-Li ‘Mary’", "约翰逊  Yue-han-xun ‘John-
son’", "王涛 Wang-Tao", "王刚 Wang-Gang", "
陈志强 Chen-Zhi-qiang". Names like “Michelle”, 
“Johnson” are transliterated from English to Chi-
nese, while names like “Liu –Shu-zhen”, “Chen-
Zhi-qiang” are original Chinese personal names. 
Some of these names only have a few persons, 
while others have more persons.  

Table 1 shows our data set. “#text” presents 
the number of texts with the personal name. 
“#per” presents the number of entities with the 
personal name in text dataset. “#max” presents 
the maximum of texts for an entity with the per-
sonal name, and “#min” presents the minimum. 

 
 #text #per #max #min
Lewis 120 6 25 10 
Liu-Shu-zhen 149 15 28 3 
Li-Qiang 122 7 25 9 
Li-Na 149 5 39 21 
Li-Gui-ying 150 7 30 10 
Michelle 144 7 25 12 
Mary 127 7 35 10 
Johnson 279 19 26 1 
Wang-Gang 125 18 26 1 
Wang-Tao 182 10 38 5 
Chen-Zhi-qiang 122 4 52 13 

 
Table 1 Statistics of the test dataset 

 
We first convert all the downloaded docu-

ments into plain text format to facilitate the test 
process, and pre-process them by using the seg-
mentation toolkit ICTCLAS2. 

In testing and evaluating, we adopt B-Cubed 
definition for Precision, Recall and F-Measure 
as indicators (Bagga, Amit and Baldwin. 1998). 
F-Measure is the harmonic mean of Precision 
and Recall. 

The definitions are presented as below: 
                                                 
1 April.2008 
2 http://ictclas.org/ 
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where precisiond is the precision for a text d. 
Suppose the text d is in subset A, precisiond is 
the percentage of texts in A which indicates the 
same entity as d. Recalld is the recall ratio for a 
text d. Recalld is the ratio of number of texts 
which indicates the same entity as d in A to that 
in corpus D. n = | D |, D refers to a collection of 
texts containing a particular name (such as Wang 
Tao, e.g. a set of 200 texts, n = 200). Subset A is 
a set formed after clustering (text included in 
class), and d refers to a certain text that contain-
ing "Wang Tao". 

5.2 Result 

All the 1669 texts in the dataset are employed 
during experiment. Each personal name disam-
biguation process only clusters the texts contain-
ing the ambiguous name. After pre-processing, in 
order to verify the mi_weight method for feature 
weight computing, all the words in texts are used 
as features.   

Using formula (1), (3) and (4) as feature 
weight computing formula, we can get the evalu-
ation of cluster result shown as table 2. In this 
step, cluster-stopping measure is not used. In-
stead, the highest F-measure during clustering is 
highlighted to represent the efficiency of the fea-
ture weight computing method.  

Further more, we carry out the experiment on 
the trade-off point based cluster-stopping 
measure, and compare its cluster result with 
highest F-measure and cluster result determined 
by cluster-stopping measure PK3 proposed by 
Pedersen and Kulkarni’s. Based on the 
experiment in Table 2, a structure tree is 
constructed in the clustering process. Cluster-
stopping measures are used to determine where 
to stop cutting the dendrogram. As shown in 
Table 3, the TO-CMS method predicts the 
optimal results of four names in eleven, while 
PK3 method predicts the optimal result of one 
name, which are marked in a bold type. 
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 old_weight imp_weight mi_weight 

#pre #rec #F #pre #rec #F #pre #rec #F 
Lewis 0.9488 0.8668. 0.9059 1 1 1 1 1 1 
Liu-Shu-zhen 0.8004 0.7381 0.7680 0.8409 0.8004 0.8201 0.9217 0.7940 0.8531
Li-Qiang 0.8057 0.6886 0.7426 0.9412 0.7968 0.8630 0.8962 0.8208 0.8569
Li-Na 0.9487 0.7719 0.8512 0.9870 0.8865 0.9340 0.9870 0.9870 0.9870
Li-Gui-ying 0.8871 0.9124 0.8996 0.9879 0.8938 0.9385 0.9778 0.8813 0.9271
Michelle 0.9769 0.7205 0.8293 0.9549 0.8146 0.8792 0.9672 0.9498 0.9584
Mary 0.9520 0.6828 0.7953 1 0.9290 0.9632 1 0.9001 0.9474
Johnson 0.9620 0.8120 0.8807 0.9573 0.8083 0.8765 0.9593 0.8595 0.9067
Wang-Gang 0.8130 0.8171 0.8150 0.7804 0.9326 0.8498 0.8143 0.9185 0.8633
Wang-Tao 1 0.9323 0.9650 0.9573 0.9485 0.9529 0.9897 0.9768 0.9832
Chen-Zhi-qiang 0.9732 0.8401 0.9017 0.9891 0.9403 0.9641 0.9891 0.9564 0.9725
Average 0.9153 0.7916 0.8504 0.9451 0.8864 0.9128 0.9548 0.9131 0.9323

 
Table 2 comparison of feature weight computing method (highest F-measure)

 
 Optimal TO-CMS PK3 

#pre #rec #F #pre #rec #F #pre #rec #F 
Lewis 1 1 1 1 1 1 0.8575 1 0.9233
Liu-Shuzhen 0.9217 0.7940 0.8531 0.8466 0.8433 0.8450 0.5451 0.9503 0.6928
Li-Qiang 0.8962 0.8208 0.8569 0.8962 0.8208 0.8569 0.7897 0.9335 0.8556
Li-Na 0.9870 0.9870 0.9870 0.9870 0.9870 0.9870 0.9870 0.9016 0.9424
Li-Gui-ying 0.9778 0.8813 0.9271 0.9778 0.8813 0.9271 0.8750 0.9427 0.9076
Michelle 0.9672 0.9498 0.9584 0.9482 0.9498 0.9490 0.9672 0.9498 0.9584
Mary 1 0.9001 0.9474 0.8545 0.9410 0.8957 0.8698 0.9410 0.9040
Johnson 0.9593 0.8595 0.9067 0.9524 0.8648 0.9066 0.2423 0.9802 0.3885
Wang-Gang 0.8143 0.9185 0.8633 0.9255 0.7102 0.8036 0.5198 0.9550 0.6732
Wang-Tao 0.9897 0.9768 0.9832 0.8594 0.9767 0.9144 0.9700 0.9768 0.9734
Chen-Zhi-qiang 0.9891 0.9564 0.9725 0.8498 1 0.9188 0.8499 1 0.9188
Average 0.9548 0.9131 0.9323 0.9179 0.9068 0.9095 0.7703 0.9574 0.8307

 
Table 3 comparison of cluster-stopping measures’ performance

name Entity Created Labels 
Lewis Person-1 巴比特(Babbitt),辛克莱·刘易斯(Sinclair Lewis),阿罗史密斯(Arrow smith),文

学奖(Literature Prize),德莱赛(Dresser),豪威尔斯(Howells),瑞典文学院

(Swedish Academy),舍伍德·安德森(Sherwood Anderson),埃尔默·甘特利

(Elmer  Gan Hartley),大街(street),受奖(award),美国文学艺术协会(American 
Literature and Arts Association) 

Person-2 美国银行(Bank of America),美洲银行(Bank of America),银行(bank),投资者

(investors),信用卡(credit card),中行(Bank of China),花旗(Citibank),并购

(mergers and acquisitions),建行(Construction Bank),执行官(executive officer),
银行业(banking),股价(stock),肯·刘易斯(Ken Lewis) 

Person-3 单曲(Single),丽昂娜(Liana),专辑(album),丽安娜(Liana),丽安娜·刘易斯(Liana 
Lewis),利昂娜(Liana),空降(airborne),销量(sales),音乐奖(Music Awards),玛丽

亚·凯莉(Maria Kelly),榜(List),处子(debut)、 
Person-4 卡尔·刘易斯(Carl Lewis),跳远(long jump),卡尔(Carl),欧文斯(Owens),田径

(track and field),伯勒尔(Burrell),美国奥委会(the U.S. Olympic Committee),短
跑(sprint),泰勒兹(Taylors),贝尔格莱德(Belgrade),维德·埃克森(Verde Exxon),
埃克森(Exxon) 
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Person-5 泰森(Tyson),拳王(King of Boxer),击倒(knock down),重量级(heavyweight),唐
金(Don King),拳击(boxing),腰带(belt),拳手(Boxing),拳(fist),回合(bout),拳台
(Ring),WBC 

Person-6 丹尼尔(Daniel),戴·刘易斯(Day Lewis),血色(Blood),丹尼尔·戴·刘易斯(Daniel 
Day Lewis),黑金(There Will Be Blood),左脚(left crus),影帝(movie king),纽约

影评人协会(New York Film Critics Circles),小金人(the Gold Oscar statues),主
角奖(Best Actor in a Leading Role),奥斯卡(Oscar),未血绸缪(There Will Be 
Blood) 

 
Table 4  Labels for “Lewis” clusters 

 
On the basis of text clustering result that 

obtained from the Trade-off based cluster-
stopping measure experiment in Table 3, we try 
our labelling method mentioned in subsection 4.3. 
For each cluster, we choose 12 words with 
highest score as its label. The experiment result 
demonstrates that the created label is able to 
represent the category. Take name “刘易斯 Liu-
Yi-si ‘Lewis’” for example, the labeling result 
shown as Table 4.  
 

5.3 Discussion  

From the test result in table 2, we find that our 
feature weight computing method can improve 
the Chinese personal name clustering disambigu-
ation performance effectively. For each personal 
name in test dataset, the performance is im-
proved obviously. The average value of optimal 
F-measures for eleven names rises from 85.04% 
to 91.28% by using the whole dataset D for cal-
culated idf, and rises from 91.28% to 93.23% by 
using mi_weight. Therefore, in the application of 
Chinese text clustering with constraints, we can 
compute pointwise mutual information between 
constraints and feature, and it can be merged 
with feature weight value to improve the cluster-
ing performance.  

We can see from table 3 that trade-off point 
based cluster-stopping measure (TO_CSM) per-
forms much better than PK3. According to the 
experimental results, PK3 measure is not that 
robust. The optimal number of clusters can be 
determined for certain data. However, we found 
that it did not apply to all cases. For example, it 
obtains the optimal estimation result for data 
“Michelle”, as for “Liu Shuzhen”, “Wang Gang” 
and “Johnson”, the results are extremely bad. 
The better result is achieved by using TO_CSM 
measure, and the selected results are closer to the 
optimal value. The PK3 measure uses the mean 
and the standard deviation to deduce, and its 
processes are more complicated than TO_CSM’s.  

Our cluster labeling method computes the fea-
tures’ score with formula (10). From the labeling 
results sample shown in Table 4, we can see that 
all of the labels are representative. Most of them 
are person and organizations’ name, and the rest 
are key compound words. Therefore, when the 
clustering performance is good, the quality of 
cluster labels created by our method is also good. 

6 Future Work 

This paper developed a clustering algorithm of 
multi-document personal name disambiguation, 
and put forward a novel feature weight compu-
ting method for vector space model. This method 
computes weight with the pointwise mutual in-
formation between the personal name and feature. 
We also study a hybrid criterion function based 
on trade-off point and put forward the trade-off 
point cluster-stopping measure. At last, we expe-
riment on our score computing method for clus-
ter labeling.  

Unsupervised personal name disambiguation 
techniques can be extended to address the prob-
lem of unsupervised Entity Resolution and unsu-
pervised word sense discrimination. We will at-
tempt to apply the feature weight computing me-
thod to these fields. 

One of the main directions of our future work 
will be how to improve the performance of per-
sonal name disambiguation. Computing weight 
based on a window around names may be helpful. 
Moreover, word-based text features haven’t 
solved two difficult problems of natural language 
problems: Synonym and Polysemy, which se-
riously affect the precision and efficiency of 
clustering algorithms. Text representation based 
on concept and topic may solve the problem.  
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Abstract

Sentence Clustering is often used as a first
step in Multi-Document Summarization
(MDS) to find redundant information. All
the same there is no gold standard avail-
able. This paper describes the creation
of a gold standard for sentence cluster-
ing from DUC document sets. The proce-
dure of building the gold standard and the
guidelines which were given to six human
judges are described. The most widely
used and promising evaluation measures
are presented and discussed.

1 Introduction

The increasing amount of (online) information and
the growing number of news websites lead to a de-
bilitating amount of redundant information. Dif-
ferent newswires publish different reports about
the same event resulting in information overlap.
Multi-Document Summarization (MDS) can help
to reduce the amount of documents a user has to
read to keep informed. In contrast to single doc-
ument summarization information overlap is one
of the biggest challenges to MDS systems. While
repeated information is a good evidence of im-
portance, this information should be included in
a summary only once in order to avoid a repeti-
tive summary. Sentence clustering has therefore
often been used as an early step in MDS (Hatzi-
vassiloglou et al., 2001; Marcu and Gerber, 2001;
Radev et al., 2000). In sentence clustering se-
mantically similar sentences are grouped together.
Sentences within a cluster overlap in information,
but they do not have to be identical in meaning.
In contrast to paraphrases sentences in a cluster do
not have to cover the same amount of information.
One sentence represents one cluster in the sum-
mary. Either a sentences from the cluster is se-
lected (Aliguliyev, 2006) or a new sentence is

regenerated from all/some sentences in a cluster
(Barzilay and McKeown, 2005). Usually the qual-
ity of the sentence clusters are only evaluated in-
directly by judging the quality of the generated
summary. There is still no standard evaluation
method for summarization and no consensus in the
summarization community how to evaluate a sum-
mary. The methods at hand are either superficial
or time and resource consuming and not easily re-
peatable. Another argument against indirect evalu-
ation of clustering is that troubleshooting becomes
more difficult. If a poor summary was created it is
not clear which component e.g. information ex-
traction through clustering or summary generation
(using for example language regeneration) is re-
sponsible for the lack of quality.
However there is no gold standard for sentence
clustering available to which the output of a clus-
tering systems can be compared. Another chal-
lenge is the evaluation of sentence clusters. There
are a lot of evaluation methods available. Each of
them focus on different properties of a set of clus-
ters. We will discuss and evaluate the most widely
used and most promising measures. In this paper
the main focus is on the development of a gold
standard for sentence clustering using DUC clus-
ters. The guidelines and rules that were given to
the human annotators are described and the inter-
judge agreement is evaluated.

2 Related Work

Sentence Clustering is used for different applica-
tion in NLP. Radev et al. (2000) use it in their
MDS system MEAD. The centroids of the clusters
are used to create a summary. Only the summary
is evaluated, not the sentence clusters. The same
applies to Wang et al. (2008). They use symmet-
ric matrix factorisation to group similar sentences
together and test their system on DUC2005 and
DUC2006 data set, but do not evaluate the clus-
terings. However Zha (2002) created a gold stan-
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dard relying on the section structure of web pages
and news articles. In this gold standard the sec-
tion numbers are assumed to give the true cluster
label for a sentence. In this approach only sen-
tences within the same document and even within
the same paragraph are clustered together whereas
our approach is to find similar information be-
tween documents.

A gold standard for event identification was
built by Naughton (2007). Ten annotators tagged
events in a sentence. Each sentence could be as-
signed more than one event number. In our ap-
proach a sentence can only belong to one cluster.

For the evaluation of SIMFINDER Hatzivas-
siloglou et al. (2001) created a set of 10.535 man-
ually marked pairs of paragraphs. Two human an-
notator were asked to judge if the paragraphs con-
tained ’common information’. They were given
the guideline that only paragraphs that described
the same object in the same way or in which the
same object was acting the same are to be consid-
ered similar. They found significant disagreement
between the judges but the annotators were able to
resolve their differences. Here the problem is that
only pairs of paragraphs are annotated whereas we
focus on whole sentences and create not pairs but
clusters of similar sentences.

3 Data Set for Clustering

The data used for the creation of the gold stan-
dard was taken from the Document Understanding
Conference (DUC)1 document sets. These doc-
ument clusters were designed for the DUC tasks
which range from single-/multi-document summa-
rization to update summaries, where it is assumed
that the reader has already read earlier articles
about an event and requires only an update of the
newer development. Since DUC has moved to
TAC in 2008 they focus on the update task. In
this paper only clusters designed for the general
multi-document summarization task are used.

Our clustering data set consists of four sen-
tence sets. They were created from the docu-
ment sets d073b (DUC 2002), D0712C (DUC
2007), D0617H (DUC 2006) and d102a (DUC
2003). Especially the newer document clusters
e.g. from DUC 2006 and 2007 contain a lot of doc-
uments. In order to build good sentence clusters
the judges have to compare each sentence to each

1DUC has now moved to the Text Analysis Conference
(TAC)

other sentence and maintain an overview of the
topics within the documents. Because of human
cognitive limitations the number of documents and
sentences have to be reduced. We defined a set of
constraints for a sentence set: (i) from one set, (ii)
a sentence set should consist of 150 – 200 sen-
tences2. To obtain sentence sets that comply with
these requirements we designed an algorithm that
takes the number of documents in a DUC set, the
date of publishing, the number of documents pub-
lished on the same day and the number of sen-
tences in a document into account. If a document
set includes articles published on the same day
they were given preference. Furthermore shorter
documents (in terms of number of sentences) were
favoured. The properties of the resulting sentence
sets are listed in table 1. The documents in a set
were ordered by date and split into sentences us-
ing the sentence boundary detector from RASP
(Briscoe et al., 2006).

name DUC DUC id docs sen
Volcano 2002 D073b 5 162
Rushdie 2007 D0712C 15 103
EgyptAir 2006 D0617H 9 191

Schulz 2003 d102a 5 248

Table 1: Properties of sentence sets

4 Creation of the Gold Standard

Each sentence set was manually clustered by at
least three judges. In total there were six judges
which were all volunteers. They are all second-
language speakers of English and hold at least a
Master’s degree. Three of them (Judge A, Judge J
and Judge O) have a background in computational
linguistics. The judges were given a task descrip-
tion and a list of guidelines. They were only using
the guidelines given and worked independently.
They did not confer with each other or the author.
Table 2 gives details about the set of clusters each
judge created.

4.1 Guidelines
The following guidelines were given to the judges:

1. Each cluster should contain only one topic.

2. In an ideal cluster the sentences are very similar.

2If a DUC set contains only 5 documents all of them are
used to create the sentence set, even if that results in more
than 200 sentences. If the DUC set contains more than 15
documents, only 15 documents are used for clustering even if
the number of 150 sentences is not reached.
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judge Rushdie Volcano EgyptAir Schulz
s c s/c s c s/c s c s/c s c s/c

Judge A 70 15 4.6 92 30 3 85 28 3 54 16 3.4
Judge B 41 10 4.1 57 21 2.7 44 15 2.9 38 11 3.5
Judge D 46 16 2.9
Judge H 74 14 5.3 75 19 3.9
Judge J 120 7 17.1
Judge O 53 20 2.6

Table 2: Details of manual clusterings: s number of sentences in a set, c number of clusters, s/c average
number of sentences in a cluster

3. The information in one cluster should come from
as many different documents as possible. The
more different sources the better. Clusters of sen-
tences from only one document are not allowed.

4. There must be at least two sentences in a cluster,
and more than two if possible.

5. Differences in numbers in the same cluster are
allowed (e.g. vagueness in numbers (300,000 -
350,000), update (two killed - four dead))

6. Break off very similar sentences from one cluster
into their own subcluster, if you feel the cluster is
not homogeneous.

7. Do not use too much inference.

8. Partial overlap – If a sentence has parts that fit in
two clusters, put the sentence in the more impor-
tant cluster.

9. Generalisation is allowed, as long as the sen-
tences are about the same person, fact or event.

The guidelines were designed by the author and
her supervisor – Dr Simone Teufel. The starting
point was a single DUC document set which was
clustered by the author and her supervisor with the
task in mind to find clusters of sentences that rep-
resent the main topics in the documents. The mini-
mal constraint was that each cluster is specific and
general enough to be described in one sentence
(see rule 1 and 2). By looking at the differences
between the two manual clustering and reviewing
the reasons for the differences the other rules were
generated and tested on another sentence set.
One rule that emerged early says that a topic can
only be included in the summary of a document
set if it appears in more than one document (rule
3). From our understanding of MDS and our defi-
nition of importance only sentences that depict a
topic which is present in more than one source
document can be summary worthy. From this
it follows that clusters must contain at least two
sentences which come from different documents.
Sentences that are not in any cluster of at least two
are considered irrelevant for the MDS task (rule
4). We defined a spectrum of similarity. In an ideal

cluster the sentences would be very similar, almost
paraphrases. For our task sentences that are not
paraphrases can be in the same cluster (see rule 5,
8, 9). In general there are several constraints that
pull against each other. The judges have to find the
best compromise.
We also gave the judges a recommended proce-
dure:

1. Read all documents. Start clustering from the
first sentence in the list. Put every sentence that
you think will attract other sentences into an initial
cluster. If you feel, that you will not find any similar
sentences to a sentence, put it immediately aside.
Continue clustering and build up the clusters while
you go through the list of sentences.

2. You can rearrange your clusters at any point.

3. When you are finished with clustering check that
all important information from the documents is
covered by your clusters. If you feel that a very
important topic is not expressed in your clusters,
look for evidence for that information in the text,
even in secondary parts of a sentence.

4. Go through your sentences which do not belong
to any cluster and check if you can find a suitable
cluster.

5. Do a quality check and make sure that you wrote
down a sentence for each cluster and that the sen-
tences in a cluster are from more than one docu-
ment.

6. Rank the clusters by importance.

4.2 Differences in manual clusterings
Each judge clustered the sentence sets differently.
No two judges came up with the same separation
into clusters or the same amount of irrelevant sen-
tences. When analysing the differences between
the judges we found three main categories:

Generalisation One judge creates a cluster that
from his point of view is homogeneous:

1. Since then, the Rushdie issue has turned into a
big controversial problem that hinders the rela-
tions between Iran and European countries.

2. The Rushdie affair has been the main hurdle in
Iran’s efforts to improve ties with the European
Union.
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3. In a statement issued here, the EU said the Iranian
decision opens the way for closer cooperation be-
tween Europe and the Tehran government.

4. “These assurances should make possible a much
more constructive relationship between the United
Kingdom, and I believe the European Union, with
Iran, and the opening of a new chapter in our re-
lations,” Cook said after the meeting.

Another judge however puts these sentences into
two separate cluster (1,2) and (3,4).The first judge
chooses a more general approach and created a
cluster about the relationship between Iran and
the EU, whereas the other judge distinguishes be-
tween the improvement of the relationship and the
reason for the problems in the relationship.

Emphasise Two judges can emphasise on differ-
ent parts of a sentence. For example the sentence
”All 217 people aboard the Boeing 767-300 died when it
plunged into the Atlantic off the Massachusetts coast on
Oct. 31, about 30 minutes out of New York’s Kennedy
Airport on a night flight to Cairo.” was clustered to-
gether with other sentence about the number of ca-
sualties by one judge. Another judge emphasised
on the course of events and put it into a different
cluster.

Inference Humans use different level of inter-
ference. One judge clustered the sentence ”Schulz,
who hated to travel, said he would have been happy liv-
ing his whole life in Minneapolis.” together with other
sentences which said that Schulz is from Min-
nesota although this sentence does not clearly state
this. This judge interfered from ”he would have been
happy living his whole life in Minneapolis” that he actu-
ally is from Minnesota.

5 Evaluation measures

The evaluation measures will compare a set of
clusters to a set of classes. An ideal evaluation
measure should reward a set of clusters if the clus-
ters are pure or homogeneous, so that it only con-
tains sentences from one class. On the other hand
it should also reward the set if all/most of the sen-
tences of a class are in one cluster (completeness).
If sentences that in the gold standard make up one
class are grouped into two clusters, the measure
should penalise the clustering less than if a lot of
irrelevant sentences were in the same cluster. Ho-
mogeneity is more important to us.
D is a set of N sentences da so that D = {da|a =
1, ..., N}. A set of clusters L = {lj |j = 1, ..., |L|}
is a partition of a data set D into disjoint subsets

called clusters, so that lj ∩ lm = ∅. |L| is the num-
ber of clusters in L. A set of clusters that contains
only one cluster with all the sentences ofD will be
called Lone. A cluster that contains only one ob-
ject is called a singleton and a set of clusters that
only consists of singletons is called Lsingle.
A set of classes C = {ci|i = 1, ..., |C|} is a par-
tition of a data set D into disjoint subsets called
classes, so that ci ∩ cm = ∅. |C| is the number of
classes in C. C is also called a gold standard of a
clustering of data set D because this set contains
the ”ideal” solution to a clustering task and other
clusterings are compared to it.

5.1 V -measure and Vbeta
The V-measure (Rosenberg and Hirschberg, 2007)
is an external evaluation measure based on condi-
tional entropy:

V (L,C) =
(1 + β)hc
βh+ c

(1)

It measures homogeneity (h) and completeness (c)
of a clustering solution (see equation 2 where nij
is the number of sentences lj and ci share, ni the
number of sentences in ci and nj the number of
sentences in lj)

h = 1− H(C|L)
H(C)

c = 1− H(L|C)
H(L)

H(C|L) = −
|L|∑
j=1

|C|∑
i=1

nij
N
log

nij
nj

H(C) = −
|C|∑
i=1

ni

N
log

ni

N

H(L) = −
|L|∑
j=1

nj

N
log

nj

N

H(L|C) = −
|C|∑
i=1

|L|∑
j=1

nij
N
log

nij
ni

(2)

A cluster set is homogeneous if only objects from
a single class are assigned to a single cluster. By
calculating the conditional entropy of the class dis-
tribution given the proposed clustering it can be
measured how close the clustering is to complete
homogeneity which would result in zero entropy.
Because conditional entropy is constrained by the
size of the data set and the distribution of the class
sizes it is normalized by H(C) (see equation 2).
Completeness on the other hand is achieved if all
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data points from a single class are assigned to a
single cluster which results in H(L|C) = 0.
The V -measure can be weighted. If β > 1
the completeness is favoured over homogeneity
whereas the weight of homogeneity is increased
if β < 1.
Vlachos et al. (2009) proposes Vbeta where β is set
to |L||C| . This way the shortcoming of the V-measure
to favour cluster sets with many more clusters than
classes can be avoided. If |L| > |C| the weight
of homogeneity is reduced, since clusterings with
large |L| can reach high homogeneity quite eas-
ily, whereas |C| > |L| decreases the weight of
completeness. V -measure and Vbeta can range be-
tween 0 and 1, they reach 1 if the set of clusters is
identical to the set of classes.

5.2 Normalized Mutual Information
Mutual Information (I) measures the information
that C and L share and can be expressed by using
entropy and conditional entropy:

I = H(C) +H(L)−H(C,L) (3)

There are different ways to normalise I . Manning
et al. (2008) uses

NMI =
I(L,C)

H(L)+H(C)
2

= 2
I(L,C)

H(L) +H(C) (4)

which represents the average of the two uncer-
tainty coefficients as described in Press et al.
(1988).
Generalise NMI to NMIβ = (1+β)I

βH(L)+H(C) . Then
NMIβ is actually the same as Vβ:

h = 1− H(C|L)

H(C)

⇒ H(C)h = H(C)−H(C|L)

= H(C)−H(C,L) +H(L) = I

c = 1− H(L|C)

H(L)

⇒ H(L)c = H(L)−H(L|C)

= H(L)−H(L,C) +H(C) = I

V =
(1 + β)hc

βh+ c

=
(1 + β)H(L)H(C)hc

βH(L)H(C)h+H(L)H(C)c

(5)

H(C)h and H(L)c are substituted by I:

(1 + β)I2

βH(L)I +H(C)I

=
(1 + β)I

βH(L) +H(C)
= NMIβ

V1 = 2
I

H(L) +H(C)
= NMI

(6)

5.3 Variation of Information (V I) and
Normalized V I

The V I-measure (Meila, 2007) also measures
completeness and homogeneity using conditional
entropy. It measure the distance between two
clusterings and thereby the amount of information
gained in changing from C to L. For this measure
the conditional entropies are added up:

V I(L,C) = H(C|L) +H(L|C) (7)

Remember small conditional entropies mean that
the clustering is near to complete homogene-
ity/ completeness, so the smaller V I the better
(V I = 0 if L = C). The maximum of V I is
log N e.g. for V I(Lsingle, Cone). V I can be nor-
malized, then it can range from 0 (identical clus-
ters) to 1.

NV I(L,C) =
1

log N
V I(L,C) (8)

V -measure, Vbeta and V I measure both com-
pleteness and homogeneity, no mapping between
classes and clusters is needed (Rosenberg and
Hirschberg, 2007) and they are only dependent
on the relative size of the clusters (Vlachos et al.,
2009).

5.4 Rand Index (RI)
The Rand Index (Rand, 1971) compares two clus-
terings with a combinatorial approach. Each pair
of objects can fall into one of four categories:

• TP (true positives) = objects belong to one
class and one cluster

• FP (false positives) = objects belong to dif-
ferent classes but to the same cluster

• FN (false negatives) = objects belong to the
same class but to different clusters

• TN (true negatives) = objects belong to dif-
ferent classes and to different cluster

By dividing the total number of correctly clustered
pairs by the number of all pairs, RI gives the per-
centage of correct decisions.

RI =
TP + TN

TP + FP + TN + FN
(9)

RI can range between 0 and 1 where 1 corresponds
to identical clusterings. Meila (2007) mentions
that in practise RI concentrates in a small interval
near 1 (for more detail see section 5.7). Another
shortcoming is that RI gives equal weight to FPs
and FNs.
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5.5 Entropy and Purity
Entropy and Purity are widely used evaluation
measures (Zhao and Karypis, 2001). They both
can be used to measure homogeneity of a cluster.
Both measures give better values when the num-
ber of clusters increase, with the best result for
Lsingle. Entropy ranges from 0 for identical clus-
terings or Lsingle to log N e.g. for Csingle and
Lone. The values of P can range between 0 and 1,
where a value close to 0 represents a bad cluster-
ing solution and a perfect clustering solution gets
a value of 1.

Entropy =
|L|∑
j=1

nj
N

− 1
log |C|

|C|∑
i=1

nij
nj

log
nij
nj


Purity =

1
N

|L|∑
j=1

max
i

(
nij
)

(10)

5.6 F -measure
The F -measure is a well known metric from IR,
which is based on Recall and Precision. The ver-
sion of the F -score (Hess and Kushmerick, 2003)
described here measures the overall Precision and
Recall. This way a mapping between a cluster and
a class is omitted which may cause problems if |L|
is considerably different to |C| or if a cluster could
be mapped to more than one class. Precision and
Recall here are based on pairs of objects and not
on individual objects.

P =
TP

TP + FP
R =

TP

TP + FN

F (L,C) =
2PR
P +R

(11)

5.7 Discussion of the Evaluation measures
We used one cluster set to analyse the behaviour
and quality of the evaluation measures. Variations
of that cluster set were created by randomly split-
ting and merging the clusters. These modified sets
were then compared to the original set. This ex-
periment will help to identify the advantages and
disadvantages of the measures, what the values re-
veal about the quality of a set of clusters and how
the measures react to changes in the cluster set.
We used the set of clusters created by Judge A for
the Rushdie sentence set. It contains 70 sentences
in 15 clusters. This cluster set was modified by
splitting and merging the clusters randomly until
we got Lsingle with 70 clusters and Lone with one

cluster. The original set of clusters (CA) was com-
pared to the modified versions of the set (see figure
1). The evaluation measures reach their best val-
ues if CA = 15 clusters is compared to itself.
The F -measure is very sensitive to changes. It
is the only measure which uses its full measure-
ment range. F = 0 if CA is compared to
LA−single, which means that the F -measure con-
siders LA−single to be the opposite of CA. Usually
Lone and LA−single are considered to be observe
and a measure should only reach its worst possible
value if these sets are compared. In other words
the F -measure might be too sensitive for our task.
The RI stays most of the time in an interval be-
tween 0.84 and 1. Even for the comparison be-
tween CA and LA−single the RI is 0.91. This be-
haviour was also described in Meila (2007) who
observed that the RI concentrates in a small inter-
val near 1.
As described in section 5.5 Purity and Entropy
both measure homogeneity. They both react to
changes slowly. Splitting and merging have al-
most the same effect on Purity. It reaches ≈ 0.6
when the clusters of the set were randomly split or
merged four times. As explained above our ideal
evaluation measure should punish a set of clusters
which puts sentences of the same class into two
clusters less than if sentences are merged with ir-
relevant ones. Homogeneity decreases if unrelated
clusters are merged whereas a decline in complete-
ness follows from splitting clusters. In other words
for our task a measure should decrease more if two
clusters are merged than if a cluster is split.
Entropy for example is more sensitive to merg-
ing than splitting. But Entropy only measures ho-
mogeneity and an ideal evaluation measure should
also consider completeness.
The remaining measures Vbeta, V0.5 and NV I/V I
all fulfil our criteria of a good evaluation measure.
All of them are more affected by merging than by
splitting and use their measuring range appropri-
ately. V0.5 favours homogeneity over complete-
ness, but it reacts to changes less than Vbeta. The
V -measure can also be inaccurate if the |L| is con-
siderably different to |C|. Vbeta (Vlachos et al.,
2009) tries to overcome this problem and the ten-
dency of the V -measure to favour clusterings with
a large number of clusters.
Since V I is measured in bits with an upper bound
of log N , values for different sets are difficult to
compare. NV I tries to overcome this problem by
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Figure 1: Behaviour of evaluation measure when randomly changed sets of clusters are compared to the
original set.

normalising V I by dividing it by log N . As Meila
(2007) pointed out, this is only convenient if the
comparison is limited to one data set.
In this paper Vbeta, V0.5 and NV I will be used for
evaluation purposes.

6 Comparability of Clusterings

Following our procedure and guidelines the judges
have to filter out all irrelevant sentences that are
not related to another sentence from a different
document. The number of these irrelevant sen-
tences are different for every sentence set and ev-
ery judge (see table 2). The evaluation measures
require the same number of sentences in each set
of clusters to compare them. The easiest way to
ensure that each cluster set for a sentence set has
the same number of sentences is to add the sen-
tences that were filtered out by the judges to the
corresponding set of clusters. There are different
ways to add these sentences:

1. singletons: Each irrelevant sentence is added
to set of clusters as a cluster of its own

2. bucket cluster: All irrelevant sentences are
put into one cluster which is added to the set
of clusters.

Adding each irrelevant sentence as a singleton
seems to be the most intuitive way to handle the
problem with the sentences that were filtered out.
However this approach has some disadvantages.

The judges will be rewarded disproportionately
high for any singleton they agreement on. Thereby
the disagreement on the more important clustering
will be less punished. With every singleton the
judges agree on the completeness and homogene-
ity of the whole set of clusters increases.
On the other hand the sentences in a bucket cluster
are not all semantically related to each other and
the cluster is not homogeneous which is contradic-
tory to our definition of a cluster. Since the irrel-
evant sentences are combined to only one cluster,
the judges will not be rewarded disproportionately
high for their agreement. However two bucket
clusters from two different sets of clusters will
never be exactly the same and therefore the judges
will be punished more for the disagreement on the
irrelevant sentences

We have to considers these factors when we in-
terpret the results of the inter-judge agreement.

7 Inter-Judge Agreement

We added the irrelevant sentences to each set of
clusters created by the judges as described in sec-
tion 6. These modified sets were then compared to
each other in order to evaluate the agreement be-
tween the judges. The results are shown in table 3.
For each sentence set 100 random sets of clusters
were created and compared to the modified sets (in
total 1300 comparisons for each method of adding
irrelevant sentences). The average values of these

102



set judges singleton clusters bucket cluster
Vbeta V0.5 NVI Vbeta V0.5 NVI

Volcano A-B 0.92 0.93 0.13 0.52 0.54 0.39
A-D 0.92 0.93 0.13 0.44 0.49 0.4
B-D 0.95 0.95 0.08 0.48 0.48 0.31

Rushdie A-B 0.87 0.88 0.19 0.3 0.31 0.59
A-H 0.86 0.86 0.2 0.69 0.69 0.32
B-H 0.85 0.87 0.2 0.25 0.27 0.64

EgyptAir A-B 0.94 0.95 0.1 0.41 0.45 0.34
A-H 0.93 0.93 0.12 0.57 0.58 0.31
A-O 0.94 0.94 0.11 0.44 0.46 0.36
B-H 0.93 0.94 0.11 0.44 0.46 0.3
B-O 0.96 0.96 0.08 0.42 0.43 0.28
H-O 0.93 0.94 0.12 0.44 0.44 0.34

Schulz A-B 0.98 0.98 0.04 0.54 0.56 0.15
A-J 0.89 0.9 0.17 0.39 0.4 0.34
B-J 0.89 0.9 0.18 0.28 0.31 0.35

base 0.66 0.75 0.44 0.29 0.28 0.68

Table 3: Inter-judge agreement for the four sentence set.

comparisons are used as a baseline.

The inter-judge agreement is most of the time
higher than the baseline. Only for the Rushdie
sentence set the agreement between Judge B and
Judge H is lower for Vbeta and V0.5 if the bucket
cluster method is used.

As explained in section 6 the two methods for
adding sentences that were filtered out by the
judges have a notable influence on the values of
the evaluation measures. When adding single-
tons to the set of clusters the inter-judge agree-
ment is considerably higher than with the bucket
cluster method. For example the agreement be-
tween Judge A and Judge B is 0.98 for Vbeta and
V0.5 and 0.04 forNV I when singletons are added.
Here the judges filter out the same 185 sentences
which is equivalent to 74.6% of all sentences in
the set. In other words 185 clusters are already
considered to be homogen and complete, which
gives the comparison a high score. Five of the 15
clusters Judge A created contain only sentences
there were marked as irrelevant by Judge B. In to-
tal 25 sentences are used in clusters by Judge A
which are singletons in Judge B’s set. Judge B in-
cluded nine other sentences that are singletons in
the set of Judge A. Four of the clusters are exactly
the same in both sets, they contain 16 sentences.
To get from Judge A’s set to the set of Judge B
37 sentences would have to be deleted, added or
moved.

With the bucket cluster method Judge A and
Judge H for the Rushdie sentence set have the best
inter-judge agreement. At the same time this com-
bination receives the worst V0.5 and NV I val-

ues with the singleton method. The two judges
agree on 22 irrelevant sentences, which account
for 21.35% of all sentences. Here the singletons
have far less influence on the evaluation measures
then the first example. Judge A includes 7 sen-
tences that are filtered out by Judge H who uses
another 11 sentences. Only one cluster is exactly
the same in both sets. To get from Judge A’s set to
Judge H’s cluster 11 sentences have to be deleted,
7 to be added, one cluster has to be split in two and
11 sentences have to be moved from one cluster to
another.

Although the two methods of adding irrelevant
sentences to the sets of cluster result in differ-
ent values for the inter-judge agreement, we can
conclude that the agreement between the judges
is good and (almost) always exceed the baseline.
Overall Judge B seems to have the highest agree-
ment throughout all sentence sets with all other
judges.

8 Conclusion and Future Work

In this paper we presented a gold standard for sen-
tence clustering for Multi-Document Summariza-
tion. The data set used, the guidelines and pro-
cedure given to the judges were discussed. We
showed that the agreement between the judges in
sentence clustering is good and exceeds the base-
line. This gold standard will be used for further ex-
periments on clustering for Multi-Document Sum-
marization. The next step will be to compared the
output of a standard clustering algorithm to the
gold standard.
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