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SUMM (9 l$X 

Ordinary dictionaries have not been given the ir  due, ei- 

ther AH 8 0 u r ~ e 8  of material f o r  na tu ra l  language understanding 

syetema or as corpora t h a t  can be used to unravel the complex- 

i t i e s  of meaning and how it is represented. If e i ther  of these 

goal8 are aver t o  be ~chieved, I believe t h a t  investigators 

must develop methods for extracting the semantic content of 

dictionaries (or at l e a s t  for transforming it i n t o  a more use- 

ful form). 

It i s  argued t ha t  definitions contain a great deal of in- 

formation about the semantic characteristics which should be 

attached t o  a lexeme, To e x t r a c t  or surfacke such i n f a r m a t i o n ,  

it w i l l  be necessary t o  systematize d e f i n i t i o n s  and what they 

represent, probably using semantic primitives.  In t h i s  paper, I 

deecribe procedures which I have developed in an attempt t o  ac- 

complish these object ives  f o r  the s e t  o f  verbs in Websterle 

Third New I n t e r n ~ t i o n a l  Dictionary ( ~ 3 ) .  I describe ( 4 )  how I - 
have'used the structure of the dictionary i t s e l f  in an attempt 

find semantic primi tive s and how appears that the 

systematization must incorporate a capability for word sense 

diecr iminat ion and must capture the knowledge contained in a 

de f in i t i on .  

The body of the paper is concerned with demonstrating t h a t  

semantic information can be surf aced through a rigorous analy- 

sis of dictionary d e f i n i t i o n s .  The first step in t h i s  process 

reavires- a clom~phenaive framw~ark- w i t h i n  WkLch def iait ions can 



be a n ~ l y ~ e d .  In,dcvelopinp t h l s  framework, we must r~membrr 

thqt ~ q c h  wordlu~erl.  in I d e f i n l  t i o n  i s  .ilm dc1 ineci i n  t he  r l ~ c -  

t i o n q r y ,  so that we must be qble t o  uncsvpr ~ n d  dc..~? kit!! v1- 

cious  c i r c l e s ,  The framework must l l s o  be c w a b l e  o i  rerr t -sent-  

ing  t r a d i t i o n q l  n a t i o n s  o f  q ~ n e r a t i v e  grammar t o  de3l wiTh t h e  

syntnct~c structure of d e f i n l t l o n ~ ,  s ~ r i t a b l e  framework ,IF- 

Pears to be arovided bv t h e  t h e o r y  o f  l q b r l e d  d i r e c t r d  ( T ~ P I L P  

( di,graphs) . 
Using p o i n t s  t o  r e p r e s e n t  d i c t i o n q r y  e n t r i e s  ~ n d  l i n e s  t o  

r ep resen t  the  r e l a t i o n  "is used t o  def i .neV,  t w o  models o f  t h e  

d i c t i o n a r y  a r e  described. ?rro theee models  and from d i g r w h  

theory ,  we cqn conclude t h a t  t h e r e  may e x i s t  or imi- t ive  u n i t s  of  

meaning from which 911 concepts in t h e  d i c t i o n a r y  can be 

derlved.  

To determine a r i m i t i v e  concepts ,  i t  i s  necessarv to sub-  

j e c t  definitiuns to s y n t a c t i c  and semantic n s r s i n p  i n  o r d e r  t o  

i d e n t i f y  characteristics t h a t  should be a t t ~ c h k d  t o  each d e f i -  

n i t i o n .  Syntactic parsing such as t h a t  implemented f o r  systemic 

grammar by Minograd is the  first stea. semantic parser must 

next be developed. T t  appears t h a t  d e f i n i t i o n s  themselves, and 

p a r t i c u l a r l y  d e f i n i t i o n s  o f  p r e p ~ s i . t i ~ n s  (which are used to ex- 

press sense relations), w i l l  be of s i p i , f i c a n t  h e l p  :in develop; 

i n g  such a Darser ,  Further work i s  necessary t o  develon proce- 

d u r e s  f o r  s u r f a c i n g  from d e f i n i t i o n s  i .nformation about the  con- 

t e x t  which must be associ .a ted w i t h  each sense. I t  w p e a r s  as ib 

t h i s  Darser wlll have more ~ e n e r a l  use  f o r  ordlnary discourse. 
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These n o t i o n s  lead  t o  t he  ultimate model of a dictionary, 

where p o i n t s  represent concepts (which nay be verbalized and 

symbolized in more than one lay) and lines represent relations 

( s y n t a ~ t i , c  or aemantk-c) between canoepts. 

Ba ~ e d  on these models, procedures for  f i,nding prirniti-ve 

concepts are described, using the s e t  of verbs and t h e i r  defi-  

ni t ions  from W3. Specific rules are described, based on some 

elementary graph-th6qre t i c  principles, structural characteris- 

t i c s  o f  dictionary de'f ini t iohs,  and the parsing of the  de f in i -  

t ions .  These rules have thus f a r  reduced the  i n i t i a l  e e t  of 

20,000 verbs t o  fewer than 4,000, with further  reduction t o  

cone as a l l  rules are applied, 

I t  is argued that this approach bears a~ strong r e l a t i o n -  

ship to efforts t o  represent knowledge in framecr. Although much 

work is needed on t he  parser and on a computerized version of 

t h i s  approach, there is some hope tha t  the  parser, i f  expecta- 

tions are borne out, w i l l  be capable o f  transforming ordinary 

discourse i n t o  canonical frame representations, 
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1 . INTRODUCTION 

During the p a ~ t  15 years. scientists in many f i e l d s  have 

been b u i l d i n g  a reservoir of knowledge about the semantic char 

acteristics of natural language. Perhaps somewhat inexplicably 

znese developments have for the most p a r t  Agnored the semantic 

contenl of dictionaries, despi te  the fact that even a small one 

contain8 a vast amount of material. Some attempts have been 

made t o  d e n t  these repositories, but t h e  steps  t'aken have been 

tentat ive and have n o t  y e t  borne s ign i f i can t  f r u i t ,  perhaps be- 

cause che sheer volume and scope of a dictionary is so over- 

whelming. As a r e su l t ,  most s tudies  have dealt with only a f e w  

definitions wj%hout a comprehensive assault on the whole. While 

such studies  have led t o  many insights,  i t  seems tha t  the f u l l  

ugerulness of a dictionary's cantents will be realized only 

when a comprehensive model of its semantic structure is d w e l -  

oped, 

Any system intended t o  provide natural language under- 

standing must necessarily include a d i c t i o n a ~ .  If any such 

system i s  to achieve broad applicability, its dictionary lnust 

cover a substantial p a t  of the n a t u r a l  language lexicon. F o r  

this to occur, the developers of a system must e i t h e r  c r ea t e  a 

dictionary from scratch or be able to incorporate an existing 

dictxonary. Given the amount of effort that usually goes into 

development of an ordinary dictionary, the former a1 ternative 

is r a t h e r  impractical. Bowever, l i t t l e  has been done toward 

meetinn the l a t t e r  alternative; with w n a t  f o l l o w s ,  I will 
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describe the approach which I bel ieve must b e  followed in 

transforming the contents of an ordinary dictionary for us6 In 

a true naturaX language system, 

In order to be used in a language understanding system, a 

dictionary's semantic contents must be systematized in a way 

t ha t  the sense in which a word i a  being used can be identified. 

Bbfore t h i ~  can be done, it is necessary to characterize what 

1s already cantained in each definition. To do this, it seems 

necessary t o  write the meaning of each definition in terms of 

serpantic and syntac5ic primitives. My purpose in this paper i a  

( 1 )  to describe how to use the dictionary i t s e l f  to move toward 

idhntification of the primitives, at the same time ( 2 )  showing 

how t h i s  process can be used (a )  to provide the capability for 

discriminating among word senses ( i. e. characterizing; t he  

frames i n t o  which a given word sense w i l l  fit) and (b) t o  char- 

acteriee knowledge contained or presupposed in a def ini t ion.  

Before elhbarking on the descr ip t ion ,  i t - $ 8  necessary tc 

paint out  some limitations whZch s h a a d  be kept in mind as Dhe 

reader proceeds. First, in t r y i n g  to @resent  an overview of my 

approach, I have had to forgo describing the  d e t a i l e d  steps 

which I have fol lowed to date .  Second, even had I presented a 

full descr ipt ion ,  I would still have been short of  providing 

sufficient deta i l s  to enable computer implementation of any 

procedures. Third, Since the approach presumgs t h a t  cancepts 

represented by the lexicon are t n e  rea l izat ions  of many as y e t  

unknovin-rrecursive functions t o  be dl scovered by s tr ipping  away 
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one- layer  at a t ~ m e ,  results other  than procedures  t o  be used 

An stripplpg will not emerge untll a l l  l ayers  have been re- 

moved. (However, I do wrae t h a t  the l l s t r ipp lngm procedures are  

inhe ren t ly  useful ,  in t h a t  they will constitute a parser even 

in t h e  intermea~ase stages.)  Fourth, s ince  I have n o t  ha@ ac- 

cess t o  a computer, which has  become essentlalLfor s igni f icant  

further progress, I have been unable t o  determine how far the 

grocedures I have developed would take me, so there iLs an in- 

herent uncertain-ty as to how much further development a s  needed. 

Notw~thstandlng these l i m i t a t i o n s ,  I am hopeful t h a t  what is 

prenented will provide a satisfactof .y framework for f u r t h e r  iLn- 

vest igat ions  i n t o  the contents o f  dictlonarles. I will comment 

f u r t h e r  on these limitahions and h o w  they might be overcome at 

the end of the  paper. 

2, ATTITUDB'3 TOWARD DICTION4RIE5 

Many of +he siqnifxcant contributors to the present under- 

standxng o f  rneanlng (such as Xatz and Fodor 1963, Plllmore 1968 

and - 7971, CHafe 1970, Jackendoff 1974, wlnograd 1972, and 

Schank 9972) have general ly  lgnored dictlonarles. Yet, each has 

presented a formulai~ structure for l ex i ca l  entrhe5 to serve as 

a bas= f o r  t h e  c rea t ion  of a rlew dictionary 4lthough t h e i r  

perceptions abouti the nature  of language are well-established, 

thei? formellsms f o r  lexxcal entr ies  have not taken advantage 

of the equally well-establ~shed praetlces of lexicography. 

The rationale underlslng the development of new fommalisms~ 

e x ~ r e r ~ s e d  in some cases and ~ m ~ l l c r t  t;n others, ids that lexlcal 
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entries in dictionaries a m  unsatisfactory DeCAuse they do n o t  

contain sufficient in fomat ion .  These formali-sms thus require 

t h a t  semantic f ea tu re s  such as 1lanirnateft or " s t a t e w  be appended* 

to p a r t i c u l a r  ent*ies. While it is true tha t  ordinary d i o t i o -  

nary entries  do not overt ly  identify a l l  appropriate features, 

t h i s  may be lees a dlfficulhg inherent in definitions than the 

fact thst  no one has developed the necessary mechanisms f o r  

surfacing features from definitions. Thus, for examp3.e. ltnurse1' 

may not have the feature  llanLmatew i n  i t s  definition, but 

t?nuraew is defined as a ltwomanw which fs defined a d  a tlpersonw 

~ h i c h  is defined as a 1"beingfl" which "Ys defined as a "living 

thingw; this string seems sufficieht te estabaish "nurseN as 

"anirnatell. In general, it seems t h a t ,  if a semantic feature is 

essential to the meaning o f a  particular entry, it is s i m i l a r l y  

necessary %Hat the feature be discoverable within the semantic 

structure of a dictionary, Otherwise, there is a defect in one 

or more d e f i n i t i o n e ,  or t he  dictionary- contains  some in te rna l  

inconsistency. (Clearly, it is beyond expectation that  any pre- 

~ n t  dictionary will be free of these problems.) 

The p o s s i b i l i t y  of defective definitions has a l so   gene^-- 

ated crf t i c iams ,  more direct than above, on the potential  use- 

fulness Of a dictionary. On one Hand def ini t ions  are viewed as 

"deficient in the presentation of relevant dataw since they 

provide meanin- bv ueing "substitutable words ( i . e .  by syn- 

onyms), rather than by listing d i s t i n c t i v e  femtureafl (Nida 

1975 : 172) . On another hand-, the proliferation of meanings 
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attached to an entry is viewed as only a case of "apparent 

polyeenyN which obscures the more general meaning of a lexeme 

by the addition of "redundant features already determined by 

the environmentft (Bennett 1975:4-1.1). Both objections may have 

much v a l i d i t y  and ts that extent would necessitate revisions to 

iqdividu& or sets of definitions. However, neither viewpoint 

is sufficient' t o  preclude an analysis of what actually appears 

in any dictionary. It is poss ib le  that a cbmprehensive analysis  

might more r e a d i l y  surface such d i f f i c u l t i e s  and make their 

amelioration (and the consequent improvement of definitions) 

that mu& easier,  

Xven though dictionaries are viewed somewhat askance by 

many who study meaning, it seems t h a t  this viewpdint is inf lu-  

enced more by the d i f f i c u l t y  o* systematically tapping their 

contents than by m y  substantive objections which conclusively 

e s tab l i sh  themas ~ s e l e s s  repositories of semantic content. 

However, it is necessary to demonstrate tha t  a spstematic 

app~oach ex i s t s  and can y i e l d  useful results.  

3 ,  PREVIOUS RESXARCN ON DICTXONARIES 

Notwithstanaing the foregoing direct and indirect  c r i t i -  

cisms. some attempts have been made to probc the nature and& 

structure of dictionary definitions. A review of relevant as- 

pects QI- two such s t u d u s  will help the niaterial presented here 

s tand out in sharper re l i e f .  

Olney 1968 describes the conceptual baa i s  of many pro$eett- 

ed routines for processing a machine-readable transcript of 
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Webster ' s Seveqth New Collq&ate Dictionary ( ~ 7 ) .  The primary 

objectives of these routines were the development of 

"(a) rules for o b t a i n i n g  c-ertain of the senses descr ibed 

for W 7  entries from other senses described f o r  the 

same en t r i e s  o r  from senses described for other W7 

entries from which the first  ( a t  l eas t  in t y p i c a l  

cases) were derived morphologically; and 

(b) semantic wmponents and rules for combining them to 

y i e l d  specifications o f  senses t h a t  cannot convenient- 

ly be obtained br rules refer~ed t o  in (a)  above." 

( i b i d .  : 6) 

Although these objectives me reasonable, they do not take ad- 

vantage of the possibility t h a t  the  semantic structure of a 

dlictionary might be a unlfied whole. As a\ r e s u l t ,  an8 routines 

that are developed seem t o  require the serendipitous percept ion  

of patterns. Further ,  i 0  a dictionary does have a unified se- 

mantle stpucture, it is not clear that  a rule relating meaning 

to form w i l - 1  be relevant toga model' of the semantic structure 

even though interesting results might emerge. It seems n-ces- 

sary t o  have some comprehensive view that will permit un to 

kaW whether a particular rule is well-formed. This lack of ob- 

jective criteria a l s o  im~erils any anaIysis- tha t  se lects  a sub- 

s e t  of definrrions for d e t a i l e d  analysis.  The selection of a 

subset of the dictionary shoulcl. arise from w l l - d e f i n e d  a p r i -  

ori considerations mmer than an i n t u i t i o n  t h a t  a particular 
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wbset  seems to be related,  An example of t h i s  intuitive ag- 

proach appears ~JI Simmons 1975 and 1976. 

rn Quillian 1968, t h e  analysis o f  dictionary d e f i n i t i o n s  

was part of a study of semantic memory, and f o r  t h a t  reason was 

noP concerned w i t h  the f u l l  development of a dictionary model.  

In t h a t  study, a person  determined the mesning of a concept 

when he "looked up the  'patriarch1 ward in a dictionary, then  

looked up every word in each of its definitions, then looked up 

every word f6hnd-in each of those ,  and so on, continually 

branching outward until every word he could reach by t h i s  pro- 

cess had been Looked up once." Thi s  p rocess  was never actually 

carried out  because ( 1 )  not a l l  words in a dictionary were used 

in the  computer files, ( 2 )  the process was terminated when a 

common word was found in comparing the meanings of two words, 

and ( 3 )  t h e r e  was a b e l l e f  that t h e r e  are no primitive ward 

concepts. The termination of a search 3x designed was necessary 

in any event s ince ,  wi thout  m y  restrictions, it is l i k e l y  that 

a l a rge  p a r t  of the dhz t ionary  would have been reached on every 

occasion, More impor tan t ly ,  Quillian did not f u l l y  consider 

w H a t  was happening when branching led to a word already encoun- 

tered,  namely, t ha t  a definitional circularity was thereby un- 

covere6 Such c i r c u l a r i t i e s  which mi-ght be vic ious  cir-cles,  

must be treatea specia l ly  (as w i l l  be shown below) ,  and hence, 

Quillian8 s unrestricted branching should have been mdi fbed .  

Quill ian also overlooked the. p o s s i b i l i t y  t h a t  a concept common 

to t w o  qatriarchs is more primitive than either. The continued 



comparison of more and more primitive concepts ,  along with r e -  

s t r i c t i ~ n s  on the  outward branching, implies tha t  primitiive 

concepts actually do 

Based on these observations, I take, a s  a working hypoth- 

es i s ,  t h e  assumption t ha t  a dictionary may be a uni f i ed  whole 

with  underlying primitive c o n c e ~ t s .  ' With thin beginning, it i s  

necessary to articulate a mod& of the dictionary which will 

permit an identifiqatian of t h e  primitive concepts through the 

application of well-defiaea ru les  or procedures. It is proposed 

t h a t  what f o l l o w s  constitutes t he  first s teps  toward meeting 

t h i s  objective, 

4. D X S R I P T I B N  OF -- UICTIONRHY . . CONTENTS 

Since a dictionary contains much material ,  it is first 

necessary to delineate exactly what is t o  be modeled-? For  t h i ~ s  

purpose, i t  is assumed t h a t  the semantic content  of a d i c t i o -  

nary e s s e n t i a l l y  res ides  w i t h i n  i t s  d e f i . n i t i o n s ,  thereby ex- 

cluding f r o m  fo rma l  analysis such t h i n g s  as the  pronunciation, 

the etymol~gy, and i l l w t r a t i v e  examples. s presently con- 

celvea, the analysis will focus on the ward belng def ined  

(hereafter cal led  Ehe main entry) , the definitions ( including 

sense numbers and let ters  used as delimiters) , part-of-speech 

I No dictianary is likely t a  sa t i s fy  th l s  assumption, which is 
only a theoretically desirable  characteristic. The assumption 
enables us to exclude the definienda from the models, 

2 In the  interests of space, I have glossed over B l a r g e  number 
of i n t r i cac i e s  t h a t  would have to be d e a l t  with in a r r i v ing  
at a machine-readable h n s c r i p t  s u i t a b l e  for analysis. 
Several pages would be reqyired to describe them f u l l y .  



labels, status  or usage labels, and usage notes. The manner in 

which these features will be employed w i l l  be made clear as the 

analysis proceeds. 

The hypothesized unified nature of a dictionary arises 

from the f a c t  t h a t  definitions are expressed by werds  which are 

3 4180 def ined ( i . ,  there is no semantic m e t a l a n g u a ~ e ) .  If we 

wish t o  unders tand t h e  meaning o f  a given definition, then we 

must f i rs t  understand t h e  meanings of  its constituent w&dse 

Since each constituent corresponds to a main entry, then, in 

order to understand t h e  meaning of the given definition, we 

mus% understand the meaning of the constituent wards1 d e f i n i -  

t i o n s ,  Continued repetition o f  the process is nothing more than , 

the outward branching process descr ibed  by Quillian; however, 

as  mentioned before, we must make t h i s  branching more d i s c i -  

p l i n e d  in order t o  deal with  v i c i o u s  c i r c l e s  and avoid unwanted 

circularities, 

If we are to have a fully consistent dictiona~y, its model 

must show how each d e f i n i t i o n  is related to a l l  o t h e r s .  Thus, 

for each d e f i n i t i o n ,  X, the model should enable t o  i d e n t i f y  

( 1) those d e f i n i t i o n s  o f  the constituent w o r d r  o f  X that apply  

and those tha t  do not apply,  and ( 2 )  t h e  production ru le s  t h a t  

generated X from these  d e f i n i t i o n s .  For exampl,e, in the de f in i -  

t i o n  of t q e  noun broadcast, "the a c t  o f  spreading abroadu,  4 it 

There are some exceptions to t h i s  assertion, such as groper 
names, . b i o l o g i c a l  caxa, and other  special symbols, a s pointed 
out by the Journal's referee. 
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is necessary that  the  model indicate ( 1 )  which of the d e f i n i -  

tions of - - -  the, act ,  of, spread, and abroad apply, and ( 2 )  the 

production rules by which - the and ___I_ a c t  and a l l  o the r  col loca-  

t i o n s )  occur together. If t h i s  can be done f o r  each definition 

in the d i c t ~ o n a r y ,  and if any inconsistencies are reconci led,  

then, as will be shown, it should be poss ib le  to f i n d  the prim- 

i t i v e  concepts in the dictionary and t o  transform each def ini -  

tion m t o  a canonical f Drm.  

5 ,  - BJSIC MODEL 

The theory of (labeled) directed graphs (digraphs)5 is 

used as the formalism for the modds.  Digraph 'theory deals wj th 

the abstract notions of l fpointsff  and "directed l inest1 ; its 

applicability to the problem before us therefore depends on how 

these notions are interpreted. In t h i s  respect, it 1 s  important 

t o  dis t ingui sh  tpe manner in which th i s  theory is used here 

from the manner in which i t  previously has been used in seman- 

tics and linguistics. The t w o  most common uses  are ( 1 )  where 

trees d i s p l a y  phrase and syntactic structures (cf. Kate and 

Fodor 1963), or (2)  where d i r ec t ed  graphs p o r t r a y  the seguena 

t ia l  generation of words in a s e ~ t e n c e  or phrase l c f .  Simmons 

1972). In these cases and others (cf. Quillian 1968 and Ben- 

n e t t  1975) graphs are used primarily as a vehicle f o r  disp lay  

A l l  de f in i tmns  ueed in this paver are taken f rom Websterts . - 

Third New International ~iction&ry, Eficyclopaed~a Britannica, 
Chicago, 1965. 

Terminolqy  for digraphs f o l l o w s  Rarary 1965. 
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and no results from graph theorv are expPici t ly  employed to 

d>aw f u r t h e r  inferences. However, a s  used here, g ~ a p h s  c o n s t i  

t u t e  an essential basis for the analysis and hence w i l l  p l a y  an 

i n t e g r a l  role in a nulrrber of assertions that are made. 

In the simplest model, a point can be interpreted as rep- 

resenting all the definitions appear inpunder  a s ing le  maln en- 

try; the main entry word can be construed as the label for that 

point. The part-of-speech labels ,  status or usage l a b e l s ,  and 

usage notes are considered integral to the definitions and may 

be viewed as p a r t  of a s e t  of characteristics of the individual 

defxni t ions .  A d i r e c t e d  l i n e  from x t o  y will be used to repre- 

sent  the  asymmetric r e l a t i o n  "x is used to d e f i n e  y u ;  thus,  if 

the  main e n t r y  x appears exact ly  or in an i n f l e c t e d  form In a 

d e f i n i t i o n  o f  y, then xRy. ( T h i s  does not preclude a d i s t i n c t  

line f o r  yRx or XRX.) Therefore, we can e s t ab l i sh  a point for 

every main entry in a dictionary and draw  he appropriate d i -  

rec ted  lines t o  form a digraph c o n s i s t i n g  of the e n t i r e  d i c t i m  

nary. ( ~ h l s  digraph may be disconnected, but probably is not.) 

An example., which 1s a subggaph of the dictibnary digraph, 1 s  

shown in Figure 1 on the next page. Xxcept for broadcast, only 

the labels  of each point are  shown, but  each represents a l l  the 

d e f i n i t i o n s  appearing at i t s  respective main entry. The direct- 

ed line from - act to broadcast corresponds t o  the fact tha* "act - 
is used to define broa@castn, since i t s  token appears in "tfle 

ac t  o f  spreading abroad". In t h i s  model, the token "spreadingH 

is not represented by a point, since it is not a main e r t r y .  



broadcast (the a c t  of 
spreading abroad)  

the  - a c t  - - of spread abroad 

Figure 1. A t y p i c a l  subgraph of the dlcfionary 
digraph using the baszc model. 

Since the definit ion shown iLs not the o n l y  one f o r  b r o a d c a s t ,  

t h l s  point  has additional ancorning l i n e s  which ape not shown. 

The r e s u l t a n t  digraph f o r  even a small dictionary i .S  ex- 

tremely large,  perhaps consibsting of w e l l  over 100,000 points 

and 1,000,000 l i n e s .  Clea r ly ,  such a digraph provides l i t t l e  

f i n &  structure, but even s o ,  it does  have some utility. The 

manner, i.n whdch it can be used is descr,i.bed 9n Section 9.  

6. EXPANSION OF THL MODXL: POIN_S 45 DEFINITIONS 

Lett5ng each poi.nt in the basic model r ep re sen t  a l l  the 

definitions of a main en t ry  provides very l f t t l e  del?neatAon of 

subtle gradations of semantic content .  As a f i r s t  s t e p  toward 

understanding this content, it seems worthwhile t o  l e t  each 

p o i n t  represent only one de f in i t i on .  However, the bas ic  model 

will not trivially accommod&te such a spec~ficataon i~rimarily 

because o f  the interpretation gzven t g  the d i r e c t e d  llne), and 

thus it must first be modified, 

In the basic model, t he  exzstence of a l i n e  between t w o  

p o i n t s ,  x and y, assertr t ha t  xRy, I . ,  "r 1s  used to define 

yB1. Sfnce the points represent all t h e  Cieflnltlons under the 



main e n t r i e s ,  the  existence o f  a line a r i s e s  f r o m  t h e  simple 

fact t h a t  x appears in at least one of y e s  definitions. f f  the 

po in t  y represents only one definition, say y , t h e r e  4 s  no 
3 

dlfflculty i n  saylng t h a t  xRyj. However, if w e  w f  sh every polnt 

t o  r ep resen t  on ly  one d e f i n l t l o n ,  then we must  frind t h e  d e f l n l -  

t l o n  o f  x, say xl, f o r  whlch xlHy is true. Refe r r inp  to t h e  
3 

subgraph An Figure  1, t h i s  amounts to determining, for example, 

which def-init ion o f  abroad b is used to defi .ne t h e  token  l tabroad" 

inn "the act o f  spreading abroadN, that js, finding the i such 

t h a t  "abroad,Rthe ac t  o f  spreading ab-roadfl or 

I t  should be i n t u i t i v e l y  c l e a r  ' that  3nterpretation of  

p o i n t s  as a m g l e  @efPn. i t fons  i s  des i r ab le .  However, t he re  are 

no a p r i o r 1  c ra t e r i a  by which t h e  appropritate value of i can be 

d e t e r m h e d ,  and hence there is no immediate t r a n s f o r m a t i o n  o f  

the basic  model h n t o  a model where each mint represents one 

qefinition. Sance t h ~ s  objective is wollth pursuing, it 3 s  there-  

fore necessary t o  deve lop  c r i t e r i a  o r  r u l e s  according to which 

the d e s i r e d  transformation can be made. 

I n  the  appli.catAon o f  r u l e s  t h a t  may be deueloped,  it will 

be convenient to make use of a model intermediate between the 

basic one and the one atl th points as definitions. For t h i s  pur- 

pose, we can comblne t h e  two models  by employlng a t r i v i a l  z e  

lation, xLRx, which says that the i t h  defAnltion of  x i s  used 

t o  define x; t h i s  h o l d s  f o r  a l l  definitions of x. The l i n e  re- 

f l e c t i n g  xRy would remain i n  the mqdel, so  that the digraph 



(the a c t  of 
spreading abroad) 

broadcast 

w i d e  -area) l a r g e )  '&$art) 

Figure  2. Subgraph o f  model witn points representing 
both eingle and multiple defiqJ t i o m .  

would show both xlRqdand xRy and x would l5e a carrier, .as il- 
j 

lustrated in Tigure 2. In t h i s  case, the unsubscripted abroad 

represents  a l l  the definitions of I abroad ( o l n y  some of w h i a  

are shown). If and when suitable c r i t e r i a  es tab l i sh ,  for ex- 

ample, i k a t  abroad,, bu t  n o t  abroad --2 * abroad ,..., 3 fits chc 

context of  the token llabroadn in-thr definition of broadcas i, 

it would then be possible to draw a l i n e  directly from ?broad1 

to broadcast without  the intermediation of the ansubscripted 

Roint  abroad, thus  eliminating* paths from abroad*, a b r ~ a b ~ ,  . . ,* 
This model thus includes the points of' the basic model and 

adds mints to represent each indiv idual  definition in the d i c -  

tionary. The l i n e s  be twen these points ensure that  no r e l a t i a n  

in the  basic made1 i s  lo&*. As described in the example, 'it is 

necessary to develop rules according to which the p o i n t s  repre- 



senting more than one d e f i n i t i o n  can be eliminated or bypassed, 

80 that  t h e  Only r e l a t l  ons, xRy, t h a t  remain a r e  such t h a t  x 

and y are p o i ~ t s  which represent one definition, 

It way happen during the application of rules that some 

l i n e s  to a carrler will be eliminatgd with more than one st111 

remaining. In such a case,  it will s t i l l  be use fu l  to modify 

the d ig raph  as much as p o s s i b l e .  For example, if xRy in t h e  

basic nlpdel, whepe x has m def in i t ions  and y has n, and xRy is 3 
the  ejrpanbd model, then x, ,. . . ,xmRyJ. It may be t h a t  m m e  C r k -  

te r ion  i n d i c a t e s  t ha t ,  say x, ,x2Ryj but t h a t  x g  . , x,Ry When 
j' 

t h i s  occurs, we can crea te  points xa and xbesuch t h a t  

X, ,9c2flxa xaRyj, and x . . ,x Rxb, but w i t h  no line f rom xb to 3 ' *  rn 

Yj 
, as i l l u s t ~ a t e d  in Figure 3 .  The u t i l i t y  o f  t h u  type of  

abroadl abroad 
- 3 abroad 4 abroad, 

Figure 3 .  Subgraph of expanded. model 
w i t h  grouping of d b f i n i t i o n s .  

grouping w i l l  be demonstrated in Section 9. In any event, since 

maw c r i t e r i a  will eventually be requj red in the elimination of 

points representing two or more b f i n i t i o n s .  this abklity to 

group d e f i n i t j o n s  is a necessary mechanism for modeling in te r -  

mediate descript ions  of the d i c t ~ o n a r j .  (It should be noted 



here that a l l  such points will not be elimina fed; those t h a t  re- 

main will indicate an essential ambiguity in the dictionary; 

t h i s  is further discu%sed in Section 8.) 

7. SEMANTIC, STRUCTURAL, A N D  SYNTACTIC PARSING OP DEFINITIONS - 

The basic a d  expanded models, exampled in Figures 1 ,  2, 

and 3, do not por t r ay  any o f  the meaning o f  the  di~tiohary, bu t  

rather indioate where p a r t i c u l a r  relationships exist. In fact, 

these two models portray only the  r e l a t i o n  "is used t o  definett 

as if there is no o t h e r  r e l a t i o n  between definitions. This ap- 

proach does n o t  capture some very important elements that  go to 

make up a definition. 

Instead of being analyzed d i r e c t l y  i n t o  its ultimate con- 

st i tuents ,  a6 in Figures 1 and 2, the d e f i n i t i o n ,  "the act o f  

spreading abroad", should fir-.,st be br*en down i n t o  sub~hrases 

and then i n t o  its ult imate q n s t f  tuen ts ,  s s in Figure  4 ,  shown 

on the next page. A-desirable property of the new pointe is 

that  they have the syntactical structure ox d e r i n i t i o n s ;  Thus, 

ff the act" and ftspreading abmad" have the form of noun d e f  ini- 

t i o n s y  "spread abroad" has the form of a verb definition: and 

n o f  spreading abroadN (not shown, but feas ible  under a d i T f e s -  

ent pars ing)  has the form of an adjective d e f i n i t i o n .  T h i s  

would elfminam such combinations as "act afll or the". The 

poinss represen-ung pbase  consti-tuenta of a def-bni ti on thus 

have the form of definitions, but lack a labe l .  

The absence or presence of a label seems t o  make no dif- 

ference in understagding the def in i t i on  represented. In f a c t ,  



(the a c t  of spreading abroad) - 

the a c t  o f  spxead - - - 

aaoad, abroad* 
(over a (At 

( spreading abroad) 

( spread abroad) 

( ::::a:a 
w i d e  drea) 

( a t  l a rge )  

wlde area 1 arge) 

Figure 7. Sulgraph o f  a model ina ~ r p o r a t l r r g  a parsing system. 

it seems val.id to represent i d e n t i c a l l y  worded d e f i n i t i o n s  or 

phrase  cons t l tuenfq ,  regardless ~f the number of main entries 

under which they appear, by a s ing le  po in t  with  multiple labels .  

Thus, if each o f  the main entries disperse ,  scatter, and A dia- 

t r i b u t e  has a definition verbalized as spread abroadtt,  these 

three  words can be labels of the p o i n t  lfspread abroad" jn Fig- 

ure 4. auch a construction has no e f f e c t  on t h e  analys is  of 'the 

d e f i n i t i o n  "the act of spreading abroad" or "spread abroad" as 

showr in F ~ g u r e  4 ,  and s i ,mi iar ly ,  the analysis t h e r e  would have 

no effect on any analysis  involv ng disperse, sca t t e r ,  or - d i s -  

t r i b u t e .  Since t h t r e  is a large number of fnstances where du- 

p l i c a t e  wording appears in a dictionary, the approach given 

here would e f fec t  a substantial reduction in t he  s h e  of t h e  



digraph. (This is not to say t ha t  the words diapePse, scatter, 

and distribute haua a e  same meaning, but rather that in some 

instances these words can express the same concept.) 

The definition, X, "the a c t  of spreading ,ibroad!' i s  es- 

sentially an entity unto i t s e l f .  The def in i t imns  o f  i t s  compo- 

nent words have similar independence, However, l k k e  atoms in 

molecslles, we need t o  i d e n t i f y  those forces which hold  the com- 

ponents %ogether a ~ l d  which endow the whole with  whatever char- 

a'ct3ristlcs it has. The d@ f i n i t i o n s  of the component words may 

require several worde for t h e i r  expression. but'thev are sym- 

eo l iwd %y one word in the  definition X; even so the symbol 

and the d e f i n i t i o n  both represent the same e n t i t y ,  which has 

cer ta in  charactefisCics enabling it t o  be ac ted  upon by c e ~ t a i n  

forces. These characteristics are the semantic, ~tructural, m d  

syntactic properties of def ihi t ions ,  and the  fo r ce s  are the 

production r u l e s  by which the entities ( i .  the component def-  

i n i t i o n s  or t h e i r  symbols) are brought together.  A d e f i n i t i o n  

may be viewed as the r e a l i z a t i o n  of such rules operat ing on the 

chgiraeteristics of other  d e f i n i t i o n s .  The nerculean task before 

us is t o  build a parsing system or recogn i t ion  grammar which 

 ill articulate t he  e%xrac te r i s t i c s  %o be at tached t o  each def- 

inition and which w u l  capture t he  production rules necessary 

t o  p o r t r a y  the r e l a t i o n s h i p s  between d e f i n i t i o n s .  The remainder 

of t h i s  section will present my ideas on how to approach t h i s  

t a s k .  



The pT.ocess which I have used IUL. finding primitives en- 

tails showing t h a t  one d e f i n i t i o n  is derived from another 

thereby excluding the  former as a candidate for being primi- 

tive. Such a demonstration of a derivational r e l a t i onsh ip  re- 

quires a parser. Each pattern which I observe b6 tween defini- 

t i o n s  he lps  t o  exclude f u ~  ther def inl  t i o n s  and simultaneausly 

becomes p a r t  o? the parser. As 2 r e s u l t ,  i d e n t i n c a t i o n  of the 

charatteristics Lo be attached to eacfi d e f ~ n i t i o n  does not have 

t o  *be accomplished all a t  once; as will bacome clear below, our 

purposes can be served as the components o f  thc parser sre  de- 
t Ilneated. Thug, success does n o t  require trill n~ticulat~nn of 

the parser before  any parsing i s  i n i t ~ a t e d .  The following rep- 

resents  genegal observations about the form o f  the  parses as  it 

has emerged t h u s   fax^. 

The rirst s e t  of characteristics would r e s u l t  from the 

syntactic parsing o f  each d e f i n i t i o n .  The purpose of t h i s  s t e p  

would be simply to establ i sh  the syntactic pattern of each def- 

i n l t i o n .  The output o f  t h i s  s t e p  would be similar to that gen- 

e r a t e d  by Winoqrad (1972) in h ~ s  parser. The 'dictionaryt for 

the  parser would be the very lictionary we a r e  analyzing,  al- 

though only t he  main entry,  its inflectional forms ,  and its 

part-of-speech label would be used in this step. Ambiguous 

parsings and failures would be kicked out; the f a i l u r e s  in 

p a r t i c u l a r ,  would provide an exce l lent  source f o r  r e f i n l n g  the 

parser used by Winograd. Clewly,  this s t e p  is fiat t r i v i a l ,  and, 

it might even be argued that it is beyond the  state-of-the-art.  
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However, by using a corpus as large as a dictimnary and by 

kicking out fai lures and ambiguities,  I believe t h a t  t h i s  step 

will s igni f icant3  advance the state-of-the-art 

The second s e t  of characteristics would be determined from 

a semantic parsing of the def in i t ions ,  t h a t  is, an attempt t o  

i d e n t i f y  the cases snd semantic components present within each 

d e f i n i t i o n .  For t h i s  study I have found t h e  fol lowinp;  d i s -  

tinction to be useful:  4 case is a semantic e n t i t y  which i s  not 

intrinsic to t h e  meaning of a word, e.g. that eomeone ~s an 

agent o f  an act ion,  whereas a component; 1 s  an intrinsic p e r t  of 

the meaning, e.g. a human being is animate It is necessary to 

artl culate recognition rules f o r  determining t ha t  a particular 

case or semantic component is present The 1ittA.e thd t  has been 

done ta develop such rules has &en based prl~arily on syntw-  

t i c  structures or a p r l o r l  assertions t h a t  a given case or con- 

ponent is present. Despite the recc mized  de f i c i enc j  e s  of d i c -  

tionaries, I be3ieve that it is possible to-bring much greater 

r igor  t o  such rules with evidence gleaned direct ly  fi om the 

d e f i n i t i o n s .  For example, - cut h a s  a definition, "penetrate w i t h  

an ins%rurnenVt ; th i s  defin~tion irJould be parsed as having the 

instrument case. (Note a l s o  t h a t  this d e f i n i t i o n  makes the in- 

strument case intrinsic to c u t . )  Havnver, in most cnnen. it 

will be necessary to examine the d e f i n i t i o n s  of the  ,constituent 

woras. For example, the verb kn i fe  has the definition, tf cut - 
with  a knifetf ;  although it is q u i t e  obvzous in t h i s  instance 

t h a t  a knife is an instrument, r i g o r  demands t h a t  we go to its 



a e f  inltlons where we flnd, " a sample instrument . . . ". 4 great 

leal  of analysls may ultimately be requlred t o  discern the  in- 

t r a s h  character~atics to be attached to a d e f i n i t i o n ,  but I 

beli-eve that many o f  these can come from the d i c t i o n a r y  i t s e l f  

rather than grom ~ntuition. 

Although the nuaber of cases and components discussed in 

the l i t e r a t u r e  is nu t  very l a r g e ,  the number of ways dn whlch 

they may be expressed, at least &n English, is s lgn l f i can t ly  

larger. In addi t ion ,  there i s  s l  e l l  a l a rge  amount of ambigutty, 

e , not every form spec . i f . i ca l l y  indicates the presence o f  a 

particular case. For example, a d e f j n a o n ,  " a c t  - with haste" 

does no$ indxcate t h a t  "hasteft An an instrument: ra ther ,  "w i th  

haste" expresses a manner of act lng.  Unraveling all these nu- 

ances requires a great  deaE of e f f o r t .  However, it appears that 

a par t l ca la r ly  good source of  help i,n this endeavor might be 

found in the definitions of p r e p o s l t i ~ k s  (which are used pr3- 

m a n l y  t o  indicate sense relations). 

Bennett 1975 found it  possable  t o  express the meaning o f  

spatial  and temporal pregosit:ions ( a  high percentage o f  all 

prepositions) with only 23 components. However, in Websterls. 

the number o f  t h e n  def ln l t i ons  is at least two ordera  of mag 

nJ tudes hlgher. The d ~ f f e r e n c e  seems to h e  in the  "apparenC 

polysemyu vrh~ch, as Bennett says, arlses from the lnc luszon in 

preposl tl onal  definltlons of "redundant f e a t u r e s  already deter- 

mined by the enylronment". In other words, many preposit,ional 

d e f ~ n l t l o n s  contam lnformatlon about the context  surrounding 
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the p r ~ o s i t i o n ,  p a ~ t i c u l a r l y  what sort of entities are related 

by the prepositions. My examination of verb def int ions  contain- 

i n g  prepositions haa led to the observation o f  many noticeable 

word patterns, i . e .  collocations, which appear t o  be u a f u l  x h  

the recognition ~f cases. For  example, one definition o f  - af 

s t a t e s  that its object indicates something irom which a person 

or thing- is delivered". In examining verb definitions, there  

appears to be a distinct s e t  of verbs with which tnls sense is 

used in the f o l l o w i n g  frame f t (  transit Sve verb) ( o o j e c t )  o f  ( some- 

thing)".  The verbs t h a t  f i t  the s l a t  are exemplified by free, 

clear, rel ieve,  and - r l d .  Thus, if t h i s  pattern appears, the ob- 

ject of t h e  p r e p o s i t i o n  can be assigned the meaning It something 

from which a pe r son  or thing is bl ivered" .  cfChrough the  use of 

prepos i t iona l  b f i n i t i o n s  in t h i s  way, I have therefore been 

able to articulate some semantic recognition rules by which the  

arllst, or cage of a noun phrase the ob jec t  c P a preposition) 

can be identified. My use of this technique has barely begun, 

so t h a t  it? is presently unclear whether this appmach will suf- 

f i c e  to d i s c l d s e  a l l  t h e  c a E  informatl~n t h a t  we wish to iden- 

t i f y  ~ i t h  a senantic parser, but if not  it w i l l  t fer ta inly make 

significant strides toward this objective. 

Pars ing  of a d e f i n i t i o n  according to the greceding not ions  

is s t i l l  not sufficient to i den t i fy ' t he  semantic components 

which should be attached t o  a main entry, since much af the se- 

rmntic  content is only  present by virtde of -the definition's 

c o n s t i t u e n t  wsrds. Thus, a compl ete rendering of a d e f i n n i o n '  s 
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semantic content  must be derived from the sernantlc characte~is- 

t i c s  of I t s  cons t i tuen t s ,  i n  a recursive fa~hiong a l l  the way 

down to t h e  primitives. Although -identification of these  primi- 

t i v e s  is t h e  primary go-1 of the  aoproach being presented here, 

and W c e ,  intrinsically incomplete u n t i l  the analysls is com- 

pleted, the set o l  semantic characteristics f o r  a particular 

d e f i n i t i a n  can be developed as we proceed towdrd our goal. Yo 

do t h i s ,  it will be necessary to articulate rules whlch indi- 

cate hou semantic characteristics may be transmitted from m e  

definition t o  another. An example of such a rule is: If the  

noun X possesses the semantic component "animatem, and if X iti 

the noun genus) the noun 

Y will also have the  component ltanimate". Another exarhple is: 

If a verb X has  a definition x whlch has been parsed as having 

an instrument  case, and X is the core verb of a def in i t l o r ,  y 3 
of Y, and y .  a l s o  has been pa r sed  as having the instrument case, 

J 
then the instrument in J is "a type ofs tne i~istrurnent ia xi. 

j 
It will also be necessary to articulate o t h e r  derivational 

(such as the  app l i ca t i on  of a causative derivation to a state 

v q b )  and transformational (such as the application of a rrer- 

undid transformation to any verb) rules. This process of de- 

l i n e a t i n g  how semantic characteristics are trmsmitted will at 

fhe same time give more meaning t o  the l i n e s  o f  the diotionary 

d~graph than simply "is used to definett .  

The t h i r d ,  and f i n a l ,  set  Q-f characteristics $hat must be 

attached to a definition is a s ~ e c i f i e a t i o n  of the context t ha t  



must be present if t h a t  def r n ~ t l o n  intended. The context re& 

s t n c ~ l o n s  may requme m a t  the deflnlendum must be used in a 

particular syntactical way, for example, as a trms~l  l v n  or in-  

t r a n s l k i v e  verb. Usage res t r ic t&ons  may specl fy  t h e  presence of 

p a r t l c d a r  wor& such as p a r t i c l e s  o r  objects. For  example, 

t he re  is a d i s t i n c t  se t  o f  defin~tions for t h e  ~ d l o m  - take - . I  out 

whrch t hus  r equ l res  the presence o f  the  partlcle "outll zn addl-  

t i o n  t c  the verb. One definition of the transityve verb chuck - 
requires the object Itbaseballt1. Other defln~tlons may requlre a 

s p e c l f l c  subaect. ~ ~ n i l l y ,  there are sernant1-e restrlttlons t ha t  

may be dis~ernlble only f r o m  the d e f i n i t i o n  i t s e l f .  For examp3re 

t w o  d e f l n l t l o n s  of the verb chew r re :  "to give new hope to i t  

7and l l l l f t  from olscouragement, dejection, or sadness t o  a more 

happy s t a t e " ;  lf the s e c o ~ d  deflnltlon 1s- uatended, it seems 

necessary t h a t  the  context lndlcate t he  p r l o r  state of  dlscour- 

agement, de j ec t lon ,  or sadness, s lnce  w e  cannot presume such a 

s t a t e ,  f o r  someone mlght have been zin a happy or non-sad s t a t e  

dnd simply recelved some new hope. In the absence o f  the neces- 

sary context, we would d e f a u l t  to the  flrst d e f m x t l o n .  

Thus far  i n  my research,  I have n o t  devoted any effart  to- 

ward, developln~ ~rocedures f o r  prescrlblng the context based o* 

the d e f l n a t ~ o n .  I expect that lnltlat~on of thls s tep'wl l l  ben- 

e f l t  f ~ p m  further resul t s  o f  the first two steps. 

Although the parslng system outllned in t h l s  sect ion may 

appear t o  be exceedingly cornplaw, such an eventuality is no t  

u n e x ~ ~ c t e d .  The character1s"t~os to be attached to each def in&- 
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tion are not significantly d i f f e r e n t  from those proposed by 

F i l l m o r e  1971. It is also important t o  no-ce xnax some of  the  

goals  of analyzing the con ten t s  o f  a dictionary are t o  reduce  

the amount of redundancy, to remcnre vicious c i r c l e s ,  a d  t o  

represent the meaning 6f a word in a more e f f i c i e n t  way. Hope- 

f u l l y ,  t h i s  type of analysis would eventual ly  l e q d  t o  a sub- 

stantial reduction in the size o f  a dictionary; t he  prospects 

f o r  t h l s  are considered fu r the r  in t h e  next  sec t ion ,  

8. THE ULTIMATE MODEL: POINTS AS CONCEPTS 

A t  this juncture,  i t  is necessary t o  ask whether t h e  

points of the  digraph models sufficiently corl  espond t o  meaning 

as we wish it to be represented. In the  two models descr ibed 

thus f a r ,  , the analysis of  a definition was deemed complete when 

the appropriate d e f i n i t i o n s  of the const$tuent words had been 

identdf ied.  Th i s  situation 1 s  n o t  ent i re ly ,  satisfactory, since, 

if a constituent word has more than one definition that applies, 

the  d e f i n i t i o r  being analyzed i s  subject to more than one in- 

t e r p r e  ba t ion  and hence may be c a l l e d  ambiguous with respect to 

that constituent. For example, if t h e  two d e f i n r t i o n s  o f  abroad, 

"over a wide -nrea" an4 "at l a r g e H ,  fit t h e  definition of broad- 

cast t o  y i e l d  e i t h e r  Itthe a c t  of  spreading over a wide  areat1 or 

" t h e  acd of  spreading a t  l a rge t1 ,  it i s  not  legitimate t o  ex- 

clude one. This s i t u a  Lion is only a reflection of the  f ac t  that  

na tura l  language is almost always somewhat ambiguous. However, 

in accep t ing  t h i s  fact, i t  is necessary that we i n c o q o r a t e  it 

into o u r  models, 



Parts of t h e  parsing system described in the l as t  section 

will help  to discriminate and s e l e c t  those d e f i n i - t i ~ n s  of a con- 

s t l tuent  word whioh f i t  n given context. As the pa r se r  is re- 

f ined,  the candidates for a particular context will be narrowed 

as descr ibed in Section 6 ,  but many ins tances  will remain where 

more than one del h i t i o n  f i t s  the context. We might say that 

any point representing more than one definition thus consti- 

t u t e s  an ambiguity. Viewed d i f f e r e n t l y ,  we might a l s o  scy that 

the context is not s u f f i c i e n t  to distinguish among all t h e  def- 

itions of a word, In other words, we can-tbLamer the ambigu? 

ity on the context.. 

We must expect  t h a t  ambiguity will be present  in the  d i c -  

tionary and deal wi th  it on t ha t  bas i s .  Fgr purposes of illus- 

tration, let us say tha t  abroad shown in FLgure 4 1s one such 

point. To remove such p o i n t s  from the d graph, we must make two  

points f o r  the d e f i n i t i o n  o j  broadcast ,  ope r epsmen t ing  " the  

act of spreading abraaditt  and one representing "the  a c t  of 

spreading abroad2". These two points use the same words for ex- 

pressin$ a definition and w i l l - b e  distinguishable only  by the 

fac t  t h a t  their underlying d e f i n i t i o n s  are d i f f e r e n t .  Because 

of t h i s  situation,  it is no l onge r  valid to say that a point of 

the model represents a d e f i n i t i o n :  rather, we w i l l  say t h a t  a 

point represents a lfconceptfl. 

It i s  a l s o  pess ibxe  tha t  t h e  concepts represented by t w o  

or more points can be shown to be equivalent. Ihe concept, *'the 

a c t  of spreading absoadft,  has men shown t o  be equivalent to 



"the act o f  spreading over a wide arealt. If the l a t t e r  phrase- 

ology appears under some main ent ry ,  say distribution, then  

bath it and the  d e f i n i t i o n  of broadcast would even tua l ly  be an. 

slyzed in t h e  same way. We will say t h a t  both expressions may 

represent t h e  same concept and hence a re  e q u i v a l e n t  a t  l e a s t  t o  

t h i s  ex ten t .  (since the-other  d e f i n i t i o n s  o f  these words would 

be d i f  f w e n t  they  are no t  t o t a l l y  equivalent . )  This concept  

w i l l  thus be represented by one p o i n t ,  labeled by e i t h e r  - broad- 

cas t  or distribution and equi'ra1ent.l~ verbalized as '!the a c t  o f  
7 

spreading o r  " t h e  act of spreading over  a wide 

This interpretation is a r e f l e c t i o n  o f  the  f a c t  t ha t  in o r d i -  

nary  speech a s ing le  coacept may be verbalized in mbre than one 

way, 

The observations in t h i s  sec t lon  l ead  t o  the following de-  

scription o f  t h e  'ul t imate '  model: The semantic conten t  of  a 

d i c t i o n a r y  may be represented by means o f  a digraph in which 

( 1 )  a p o i n t  represents a d i s t i n c t  concept, which may be verbal- 

i z e d  in more than one way and may have more than one label, and 

t o  which is appended a s e t  of syntactic, semantic, and usage 

fea tures ,  and ( 2 )  a line represents an instance b f  some one o f  

a s e t  of cxperators which act on the verbalizations or l a b e l s  of 

a point according to the  feafures of that point t o  ield the  

parametric values o f  ano the r  point. I t  should go wi thou t  saying 

t h a t  the  cpmplete p o r t r a y a l  of a dictionary according t o  t h i s  

model requir,es a considerable amouht of f u r t he r  work; nonethe- 



j e s s ,  I believe that  the model provides  t h e  appropriate- frame- 

work f o r  describing a dictionary. 

9. PROCBDURBS . FOR FINDING THE PRIMIEIVES 

In Section 3 ,  I stated tha t  the  model of a dictionary 

shouid permi t Lhe transformation of each d e f i n i t i o n  i n t o  i t a  

pqimitive- components. Based on the pneceding d e a c r i p t l  w s .  it 

is sugge~ted tha-c tHe 1x1~ a r t i c u l a t i o ~  of the ul t imate  model 

wxll s a t i q f y  t h i s  objective f o r  the fol lowing reasons: ( I )  An 

elementary Fheorem in t he  theory of digraphs1 maerts that every 

digraph has a p o i n ,  basis,  that is, a s e t  of points  from which 

every p o i n t  in t he  digraph may be reached. Since  points repre- 

sent concepts in the  ul t imate model, it seems reasonable to as- 

sert t h a t  t he  p o i n t  basis of its tligraph represents the set 09 

prirnftive concepts out of which a l l  b thers  i r i  the dictionary 

may be formed. Based on the characteristics of the m i n t s  in 

that model, i t  is possible (and perhape even necessary) tha t  

each pr imi t ive  cancept would be verbalized in several ways and 

symbolised in several way$ (as  will be shown below) (2 )  Since 

the d ig raph  has a f i n l t e  number of points and lines, the  s e t s  

of primitive concepts and operators are a l s o  f i n i t e .  

It dllly remains Do ?find the primitive concepts; t h i s  will 

be done by applying rules, based oh  the models and the parsing 

system, ta i d e n t i f y  words and d e f i n i t i o n s  which cannot %be prim- 

i t i v e s .  Essent ia l ly ,  the assertion t h a t  a word or d e f i n i t i o n  is 

non-pr im~t ive  requires a showlng t ha t  it is derived from a more 

p r imi t ive  concept and tha t  a primitive cannut be derived from 
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it. These non-primitives can be s e t  aside and t h e i r  Pull syn- 

tactic and semantic characterization can be accamplished a f t e r  

the primitives have been identified. Although no primitives 

have yet been i d e n t i f i e t i  (since the described procedures have 

not been fully applied), t h e n  form and nature w i l l  be delin- 

eated,  

To dernoqstrate the validity of my approach, 1 have b P e ~  

applying rules developed thus far t'o the s e t  of verbs in - Web- 

s te r r ' s  T h u d  New Internatronal  Dictionary ( 20,000 v e r b s  and 

t h e i r  111,000 definitions). This s e t  was chosen because of 

their importance (cf. Chafe 19'70) and the (bare) f e a s i b i l i t y  of 

coping wi th  them manually (a l though it may be another  3-4 years 

before I am finisheh,.  at my current rate of progress). I have 

attempted to formulate my procedures w i t h  some rigor, keeping 

in mind the u l t i m q t e  necessity of computerieat~on. I have de- 

veloped some d e t a i l e d  s p e c i f i c a t i o n s  for some of my procedures, 

envisioning t h e  use of computer tapes developed by Olney, but 

have n o t  completed these since I do n o t  presently have acoess 

to a computer. 

Despi te  the focus  on verbs, i t  will become clear t h a t  

words from o the r  nnrts of speech are inextricably involved in 

t h e  analysis. Also, the r u l e s  that are presented can, f o r  the 

m o s t  part. be applzed to other  parts o f  speech. l o twi ths t ; ind i? lg  

the fact that the meaning of many verbs  is derived in p a r t  from 

nouns and adjectives, I bel ieve t h a t  each verb definition alsu, 

contains a primitive verb constituent. 



Lacn vero a e u n l t l o n  c o n s l s t s  o f  a core verb (~bllgatory) 

and some dl f fe renx lae  (opt~onal).    he deflnxtions of o t h e r  

parts of speech have a similar structure, i . t .  a core u n i t  f r o n  

the same part of  speech and some h f f e r e n t l a e . )  The subgraph of 

the t o t a l  dictionary digraph formed by core  verbs  accords f u l l y  

wlth the models described LJI Sectlane 4, 5 ,  and 7. Therefore, 

any rules developed on the  basls o f  those models w l l l  app ly  

equally to the  verb subgraph. W e  need o n l y  keep An m ~ n d  t h a t  

the differentiae come from other par ts ,  of speech and become em- 

bodied ~n t he  core verb. Thrs 1 s  Bow the verb - cu% comes to have 

the lnstrurnent case ~ n t r i n s l c a l l y .  To begln the analysis, we 

will l e t  E represent the  s e t  o f  those vnrb d e f l n l t l o n s  whlch 

have been Adentifled as non-prlmxtlve; ~ n l t l a l l y ,  t h l s  s e t  i& 

empty. 

Rule 1'. 4f a verb maln e n t r y  i s  n o t  used aa the core unlt 
I - 

of any verb d e f i n l t l o n  in the axct lonary , '  then a l l  its d e f z n l -  

tlone-may be placed  in B. (Thas rule applles to points of t h e  

baslc model whlch have outdegreq 0, 1. e. no outgolng ilnes. ) 

Slnce no points can be reached \from such a verb, ~t cannot be 

Flgure 5 .  Basic model, verb subgraph 
example subject t o  Rule 1. 

primltlve. 131 Flgure 5, the  pornt l a b e l e d  by pram represents 

-the defin~tlon I t t o  air (as a ch l ld )  In or as i f  in a baby car-  

r1ageff ; slnce pram is the core u n l t  for no definition in the 



dictionary, all its definitions mav be excluded as non-primi- 

t ive .  In W3, t h i s  rule applies t o  approximately 13,800 verbs 

out o f  20,000; the number o f  d e f i n i t i o n s  in the verbs excluded 

is not  known, 

Rule 2. If a verb main entry is used o n l y  as t h e  core unit 

of definitions already placed in E, then a l l  its d e f i n i t i o n s  - 

may a l s o  be placed in E.   his rule applies to points of the  

basic mceel wi th  pusitive outdegree. The uses of su* verbs as 

core units f o l l o w  definitional paths  t h a t  dead-end; hence, they 

cannot be primitive. Figure 6 shows a p o r t i o n  of t he  dictionary 

cover cake barkle 

rkgure 6. Basic model, verb subgraph 
examplie subject to aule 2. 

digrapn where the verb - cake defines only  barkle, which in t u r n  

is not used to define!  any verb. Thus, the  d e f i n i t i o n s  of  - cake 

may be included in E a f t e r  t he  d e f i n i t i o n s  of barkle have been 

entbred, In W3, t h i s  r u l e  a p p l i e s  t o  approximately 1400 o f  t he  

6200 verbs that remained after application of Rule 1. 

Rule 3 ,  If the verbs-forrnang a strong component are not 

used as core  u n i t s  in any definitions except those in t he  

strong componwt or in definitions of verbs already placed in E 

by Rules 1. 2,  or 3 ,  =then t he  definit , ions o f  a l l  verbs in the  

s t rong component may be p l a c e d  in E. ( T h i s  rule applies to 

points of &he basic  model which constitute a p t r o n g  component, 

i. e. a maximal l e t  of points such t h a t  for every t w o  points, u 



and v, there are paths from u to v and from v to. u. This rule 

does not apply when €he s t r o n g  component consists of a l l  p o i n t s  

not y e t  placed  in E.)  4 s t rong  component consiqtAng of the 

verbs aerate,  aer i fg ,  a i r ,  and ventillate is shown in Pimre 7. 

aerify - a i r  

aera*e f venti late  

oxygenate 

Figure  7. Basic mod&, verb subgraph 
example subject to Rule 3. 

Except f o r  oxygenate, the  other verbs defining the s e t  constl- 

tut ing the  s t r o n g  component are n o t  shown. Shce it is possible 

to start  at any of the f o u r  and f o l l o w  a path t o  any other  of 

the four, there  a s  no real gener ic  hierarchy among *them. It is 

possible to emerge from the strorlg component and follow paths 

to pram, eventi late  and perflate,  to whlch, however, Rule 1 

applies. If we follow a d e f i n i t i o n a l  path t ha t  leads ihto t h l s  

s t rong component, w e  can never get out agaln or if .we tlo we 

will only dead-end. Hence, the de f i n i t i o n s  of a l l  the  verbs in 

the strong component are not primitive and may be placed in E. 

In WJ, this rule a p p l i e s  to approximatelv 150 of the 4800 re- 

maining after the application of Rule 2. Actually, Rules 2 and 

3 may be appl ied in tandem; based on those placed in E. Thus, 
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a f t e r  Rule 3 places t h e % d e f ~ n l t l o n s  of aerate, a e r ~ f y ,  - 9  alr and. 

venti late  in b, it so happens that  ilule 2 then applles t o  t h e  

definitions ~f oxuenate. 

After Rules 1.2, and 3 are app l i ed  t~ the digraph  o r  the 

baslc model, tne  remaining polnts constitute a strong component 

o f  approximately 4500 polnts. Thls dl f fers  from those  t o  which 

Rule 3 a p p l i e s  i n  that there 'would  be no ~ o l n t s  left if we 

placed a l l  i t 8  polnts i n  E. phis f l n a l  stro~g component 1 s  the 

b a s l s  set of t h e  b a s i c  model, that i s ,  any p o i n t  o f  the  b a s i c  

model (1. e.  any main entry i n  the d i c t i o n a r y )  may be reached 

from any p o i n t  i n  the f i n a l  s t r o n g  compo'nent (but  not converse- 

ly) * 

k t  t h . i s  juncture, we can proceed no further w.i;h the b a s i c  

model alone; it .is necessary t o  expand t h e  p o i n t s  of the f i n a l  

strong component l n t o  two o r  more p o i n t s  each r e p r e s e n t i n g  a 

subset of the  d e f i n i t i o n s  represen ted  by t he  o r l g l n a l  point, as 

previously shown i n  Flgure 3, I n  part, t h i s  can be laccompllshed 

by ~derl ,Llfylng ~ n d i v i d u a l  definitions which are n o t  used. 

Rule 4. If !any d e f i n i t i o n  can be shown t o  be not used as 

the sense of any core unlt (or only those already in E), i t  may 

be placed in E. Th,is r u l e  i s  essent: ia$ly a restatement of  Rule 

1 for x a d ~ v i d u a l  d e f i n i t i o n s  and i n c l u d e s  the following two 

subrules, among o the rs  nat presented. 

Rule 4a. I f  all the  rema,in,ing uses of a verb are trans1 

t l v e r  ( intransitive) then .its : i n t r a n s i t i v e  ( t r ans . i t . i ve )  d e f i n i -  
* 

tions are not ,used and may be placed in E. The exp'anslon of a 



poinl into transitive and intransi t if ire uses is a good examole 

of how the points of the basic model are transformed i n t o  

pgints of the expanded model. 

Rule 4b. 12 a definition is rn ked by a s t a t u s ,  label 

(e.g. archaic or o b s o l e t e ) , ,  a subject l a b s  or a subject-guide 

phrase, it may be pldced in E. Lexicographers c r e a t i n g  W 3  were 

instructed not t o  use such marked definitionn in de f in ing  any 

other word. . 
Other ?rules have been developed in an at,kernot t o  i d e n t i f y  

$he spec i f i c  sense of the core verb, o r  those senses of n verb 

which have n o t  been used in deyining o ther  verbs ,  but are n o t  

presented here. However, there  are t o o  many instances where the 

d i f fe ren t i ae  of a d e f i n i t i o n  do not provide sufficient c o n t e x t  

to exclude a l l  but one sense ( f o r  example, many senses of - move 

f i t  i n t o  a definition phrased "move quickly"). In order t o  con- 

tinue toward the primitxves, we must sh i f t  gears s l i g h t l y  and 

ask whether a d e f i n i t i o n  can be characterized as llcomplexv, 

t ha t  is, derived from more primitive elements. For  example, one 

bef init ion - of - make is "cause to be", which can be l a b e l e d  as 

complex aecause it conbists  o f  a causative, component and a 

s t a t e  component, each of which is more primitive by i t ~ e l f  than 

lcause to be", 

The importaqqe of the notion o f  a complex definition be- 

comes evident when we t r y  t o  viaualiee how a primitive concept 

w d . 1 1 ~  be identified. To understand th i s ,  -re must consid-er some 

f u r t he r  properties of the  digraph. After the application of 
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nuie and any Subsequent rule), the remaining graph is a fi- 

ndl sProng component. ( ~ e c a l l  t h a t  in a s t rong  component, f o r  

each t w o  points, u and v, there is a path from u t o  v and one 

from v t o  u. ) Assuming t h a t  each p o i n t  aepresents a concept (as  

in the ultimate model), t h e  fact that  two concepts are in t he  

same s t rong  component means thdt they are e ~ u i v a l e n 4 .  In more 

t r a d i t i o n a l  terms, what we have i s  a definitional v ic ious  c i r -  

cle, . t h a t  is, a def in i t ronal  chain which adds noth ing  to our 

Undeistanding of the meahings invol ved. 

Using the d ig raph  of the f i n a l  s t r o n g  component, we can 

identify (and examine one by one) a l l  putative definitional cy- 

c l e s  or v i c i o u s  c l r c l e s ;  these will f a l l  into t h r e e  classes .  

The f i r s t  c l a s s  will konsist of improper cycles,  whiqh can be 

removed by determining t h a t  one poifit i s  more complex (and 

hence n o t  equivalent to the d e f i n i t i o n  from which it is derived) 

Further r u l e s  f o r _  c h a r a c t e r i z i n g  a definition as complex are 

given below. The second class o f  c y c l e s  will be r e a l  viclous 

c i r c l e s ,  which fortunately can be removed, but only under cer- 

t a i n  conditions. For example, one d e f i n i t i o n  of jockey is "ma- 

neuver f o r  advantage", while one definition of maneuver is 

"jockey f o r  positionN; these t w o  d e f i n i t i o n s  c o n s t i t u t e  a vi-  

c ious  circle. In o r d e r  to remove it, t h e ~ e  must be some other  

d e f i n i t i o n  o f  either verb whicn constitutes i t s  meaning; in 

t h i s  case, i t  i s  found under maneuver, spec i f i ca l ly ,  "shift 

t ac t i c s t1 .  Thus, in order t o  remove a vicious c i r c l e ,  we must 

find some way out. If we cannot, we have the t h i r d  class of 



cyc les ;  t h i s  class  will comprise %he s e t  of basic concepts. If 

there had been no way out f o r  the example of jockey and maneu- 

ver we would have said that no meaning was conveyed by e i t b e r  - 9  

Vera, but ra the r  t h a t  the  meaning was established by use. This  

t h i r d  s e t  of cycles is what i s  sought by the procedures de- 

scribed i n a t h i s  paper. 

As mentioned above, the  crux of t h e  analysis  after the  ap- 

plication, ~f Rules 1 t o  4 i s  the iaenfjfication of complex con& 

c e p t s . - E s s e n t i a l l y  this e n t a i l s  a showing tha t ,  for any d e f i n i -  

t l o n  yi of verb Y, with Y a s  t he  core verb of definition x of 
3 

verb X, the  d i f f e ren t i ae  of x ,  make yi gener ic  t o  x . For  exam- 
3 J 

p l e ,  all t r a n s i t i v e  definitions of - cut would be gener ic  to a 

definition in which "cut1f  i s  used with an object, even without 

narrowing down to one definition. The general  rule may now be 

s t a t e d ,  

Ru1.e 5. If any d e f i n i t i o n  is identified as complex, it may 

be placed in E, The n e t  effect of t h i s  r u l e  is to b r e a ~  one or 
1 

L 

more putative cyc le s  hf equivalent definitions or concepts, en- 

ab l i ng  them to be transformed into a strict hierarchical order  

which will eventually be subject to Rule 4. Thus, the  complex 

d e f i r i i t i o n  and all  definitions t h a t  can be shown to be derived 

therefrom dan be placed in E, be cause they cannot be p a r t  of a 

primitive cycle. 

Rule 5 is implemenBed only by very speci f ic  recognition 

rules, which are essentially p a r t  of the parser. The spec i f i c  

rules entail a showing tha t  some component has t e e n  added in 
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t h e  d i f f e r e n t i a e  o f  a definition t h a t  is not present in the 
II meanings o f  its core verb. For example, the limannern component 

is n o t  h t r i n s i c  t o  the meaning of the verb moveo therefore, -9 

when a d a i i n i t i o n  has the core verb flmovett w i t h  an adverb o f  

manner, i t  can be marked a s  complex. In establishing a compo- 

nent as non-intrinsic, it is necessary to articulate r u l e s  f o r  

recognizing the presence o f  the "mannerft component ( such  as a 

phrase in.8 manner" or an "-ly1! word wi th  a a e f i n i t i o n  

'hn a mannerl1) apd then to deterrnlne if t h a t  component is 

present  i n  any d e f i n i t i o n s  of  a particular verb. If not ,  then 

the  verb can be labe led  as complex whenever it is used a s t h e  

core verb in a definition with d i f f e r e n t i a e  that% f i t  t he  recog- 

nitinn r u l e .  In a d d i t i o n  to move I have determined t ha t ,  for 
- 9  

the manner component, the verbs  act , perform, a t e r ,  speak, ex- 
II 

press, behave, and many others  follow the rul e. Table 1, on the 

next page, identifies some s p e c i f i c  components, a br ief  de- 

scxiption o f  how they are recognized, some of  the v e r b s  to 

which the particular r u l e  a p p l i e s ,  and an -example of a gef ini-  

tion labeled as complex by t h e  rule and hence placed In E, 

If a definition has  a. ccre verb whose a p p l i c a b l e  sense is 

one which has been marked as complex, it t o o  can oe so marked, 

s ince  it is derived from a complex d e f i n i t i o n .  For example, a l l  

definitions of the forq "make aa j ec t i veq i ,  i.e. with an adjec- 

tive complement, are deri'ved from the d e f i n i t i o n  of - 9  make 

"cause t o  be or become" and hence can be marked as complex. Tn 

add-ition, if all def in i  ions of a verb have been marked as 



Recognition Rules for Sernant~c Components 

Name of Examples of 
Component Recognltlon Rule ApplFcable Verbs 1. Definitions 

Verb t cease, b e a n ,  commence v i  - ,  2, 
~ n f  tnht$ve s t r i ve ,  continue "begin to bi;" 

2. Causative ~ausat; ive verb cause, force, confront v t  2a, 
+ Inf in1 t i v e  compel, induce compel ( a  

peraon) t o  
face, fake ac- 
count o f ,  or 
enQuyett 

pake v t  IOa, 
Vause t o  be 

1. Instrument Verb t ttwithlt apply,  fasten, kni f e  v t  2a, 
+ noun defined cu t ,  beat l1 cut with a 
as instruwnt, 
device, e t c .  

4.Means Verb + "by" t make, prepare, draw v t  4e4,, 
(Process) Gerund form, shape l1 shape (glass) 

-. 

by drawing mol- 
t en  glass from 
t h e  furnace 
over a senes  
o f  automatic 
rbl lerst l  

5. Sta te  Entry Verb + ~hnton + br rng i  put ,  
noun defined throw. f a l l  
as " the  s t a t e  
of ,,, I r  

disorder v i ,  
f1fa13: i n t o  

6, l)el lvermee Verb + ItoflI or f r e e ,  relheve, 
vf'roml~ + noun r l d ,  empty 

.. ~ 

th roa t )  of 
phlegn" 



compleq then all definitions i n  which it appears as a 'core  verb 

can be similarly marked and placed in E. 

Through the  devel~pment and a p p l i c a t i o n  of  further papsing 

rules under Rule 5, I am hopeful t h a t  I will eventually arrive 

a t  the  s e t  o f  primitive verb concepts (i.e. cycles or v l c i o u s  

c i r c l e s  with no way o u t ) .  I have a l r e a d y  reduced t h e  number o f  

verbs f rom 20,000 t o  less than 4,000. This number would be mucH 

lover, But TOY t h e  fact that I am applyiqg the  rules manually 

and I must ex8yiise %me-consuming,care t o  e m u r e  correatmess. 

After  the primitive concepts  have been i d e n t i f i e d ,  it will 

be necessary to gg back to a l l  the definitions that were s e t  

a s i d e  in the  process of  finding the pr imi t ives ,  s o  that t h e n  

semantic characteristics can be articulated. 5 f u l l y  expect 

t h a t  the  parsing system which will have been d e v e o p e d  w i l l  be 

able to accomplish much o f  t h i s  task I also  expect that the  

parsing system will have equal applicability as a genera l  par- 

ser capable of  formally characterizing ordinary discourse in a 

canonical form. Of course, verification o f  this expectation 

w i l l  have t n  await a f u l l  p resenta t ion  of the parser. 

10. R8LATIONSHlP TO'EFFORTS TO REPRESENT KNOWLEDGE IN FRAMES 

The process whkch has been o u t l i n e d  ifi the preceding sec- 

t i o n s  is closely akin t o  current e f r o r t s  t o  r ep resen t  knowledge 

in frames. ( ~ f .  Winston 1977 for an elementary presentation* o f  

' this notion.) B r i e f l y ,  a frame cons i s t s  o f  a f ixed  s e t  of argu- 

ments, some of which may be spec i f . i ca l ly  related to others, and 

some of which may have s p e c i f i c  values. frame 1 s  intended to 
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rppresent a stereotyped situation, with the arguinems i d e n t i f y -  

ing the various attributes which the situation always possesses .  

In terms o f  case grammar, f o r  e~ample,  a movement frame will 

contain arguments or s l o t s  f o r  an agent, an instrument, and a 

destination.- By tying frames togeSher in s p e p i f i c  relationships, 

we can b u i l d  la rger  and larger  frames to represent more and 

more knowledge, perhaps constructing a series of events, an in- 

ferencp structrye, or a de8c~4ption of a scarre. 

Before bnilding these large structures, it is necessary to 

represent very small p ieces  of knowledge. Heretbforc, this has 

been done by pos tu la t ing  the components of frames to represent  

such th ings  as actions and s t a t e  changes. But- t h i s  can be ac- 

complished an a more rigorous basis. Por  example, i f  we first 

locate a l l  definitions using "move" as its core verb and then 

ident i fy  a l l  t h e  case structures in which it 1 s  used, we w q l l  

have a generalized frame which characterjzes most if not a l l  of 

the possible uses o f  *lrnove1l. (This approach ds currently being 

fo l lowed by Slmmons 1977.) Each definition in which tlmovell is 

used could then be representea by the generalized frame with 

some of itb s l o t s  f l l l e d .  T h i s  process can be fo l lowed f o r  any 

word for which we wish t o  develop a frame, 

If ,_ ln addition, we analyzed the definitions of -* move we 

will f i n d  t h a t  they, in tu rn ,  represent instantiations of sti l l  

o3her frames,  which will be even more generalised than those 

developed for the uses o f  ftmoveft, The difference between the 

frames representing the def in i t ipns  of - move and those represent- 
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ing t h e  uses o f  "move" is t h a t  t h e  l a t t e r  are  the same as the  

former w l t h  some s l o t s  f i l l e d .  Wi th in  t h e  bounds o f  t h e  a m b l ~ u -  

i t y  preselit in the  dictionary, this s t u t - f i l l i n g  will i d e n t l f y  

which definition of - move are employed in which u s e s  of umove". 

It seema C.0 me t h a t  this i r  nothing ,more than the process which 

has a l r e a d y  been described using a graph-theoretic naproach, 

except t h a t  the generalhxed frame f o r  each verb will not be, 

carzied along tnrough each s t ep .  Moreover, si.nce the semantic 

parslng sy-stem which has been desc r ibed  wi13 be based largely 

on the  relationships derived f r o m  €he definitions o f  preposi-  

tions,, , and these comprise most of the case r e l a t i o n s h i p s ,  the  

pars ing system w i l l  effectively circumscribe the ~ e r r n i s s i b l e  

elements (i. e. s l o t s )  which can be, presen t ,  glven any particu- 

lar.  context. Thus, a l though  the p h r a s e o l ~ y  ik different, the 

e f f e c t  is the same, 

If t h e r e  is ali e s s e n t i a l  equivalence between these t w o  ap- 

proaches, then. s ince  frames p u r p o r t  t o  r e p r e s e n t  knowledge, 

the  process  descr ibed;  if s u c c e s s f u l ,  will r e s u l t  in an articu- 

l a t i o n  of whatever knswledge is contained in a dictionary, What 

t h i s  implles is tha t  the lexicon cofitains a g r e a t  d e a l  o f  know- 

ledge about  the world and not just information which will er+ 

able us to understand such knowledge, 

Frames p rov ide  a 'great deal o f  ins lght  to t h e  approach 

which has been descr ibed he re ,  but the reverse a l s o  seems t o  

h o l d  true. If the semantic content  of each d e f i h i t i o n  can be 

captured ,  then it map be possible t o ~ a r t i c u l a t e  the  frame f o r  



any utterance by combinihg the  characteristics of the defini- 

t i o n $  of Y t s  constituent words within w h a t \ i s  permitted by the 

pars ing system. 

I 1, FINAL REMARKS 
5 

In S e c t i o n  1 ,  I descr ibed  some limitatzons o f  t h i s  paper 

and my research. This paper suffers f rom a l a c k  of sufficient 

d e t a i l  to enabl,e a reader oP researcher to r e p l i c a t e  what I 

have done or t o  take the next  steps o f  cbmputerizing the  proce- 

dures whrch I have developed. I will provide f u r t h e r  d e t a i l s  bn 

the s p e c i f i c  steps I have fo l l owed  in reducing the s e t  of  verbs 

from 20,000 to 4,000 to anyone requesting. With r e s p e c t  t o  com- 

pqter specifications, I have prepared some, but s topped  because 

I have no access t o  a computer, However, if any researcher 1s 

i n t e r e s t e d  in pursuing t h i s  (or s e t t i n g  graduate students to 

work), I am prepared to develop the necessary specifications 

and t o  work hand-in-hand for the f u r t h e r  advancement and re- 

finemekt of t h i s  methodology, 

I also ~ndicated in Section 1 t h a t  my research presently 

shows no f i n a l  res,z4lts and t h a t  I do no t  even know how much 

f u r t h e r  effort-will be necessary t o  explicate tfi% parsing sys- 

tem which has been described.  Clearly, there  are great d m -  

tances y e t  to be covered toward  a goal of being capable of 

transformin& ordinary  d i s c o u r s e  i n t o  a canohical form. I believe 

t h a t  characterization of the contents of an ordinary dictionary 

1s an e s s e n t i a l  s t e p  in a t t a in ing  t h i s  goal, and I am hopefu l '  

t h a t  my approash c&n be used t o  develop such a characterization. 
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If i t  seems w o r t h w h i l e  t o  pursue t h i s  approach, d e s p i t e  the 

l i m i t a t i o n s ,  I believe t h e  b e s t  way t o  do  s o  would be t o  estab- 

lish a single computer-based r e p o s i t o r y  f o r  a d i c t i o n a r y ,  p re f -  

erably W3, wi th  @h-l ine  access t o  resea rchers  a c r o s s  t h e  coun- 

t-... L J ,  and t o  b u i l d  t h e  pa r s e r  and d e f i n i t i o n a l .  c h a r a c - t e r i z a t i o n s  

p i ece  by p iece .  (I have n o t e d  h o w  t h e  p a r s i n g  sys tem which I 

have desc r ibed  can be built i n c r e m e n t a l l y . )  The magnitude of 

this e f f o r t  Prec ludes  much p rogress  by individual r e sea rche r s .  

Olney t r i e d  t o  do something similar wi th  t h e  c o l l e g i a t e  d i c t i o -  

n a r y  baged on W3, but by d i s t r i b u t i n g  bulky computer  tapes .  He 

was u n f o r t u n a t e l y  premature;  i t  may be that now i s  th? time t o  

t r y  again ,  
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