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The Office of Science Information Service of the National Science 

Foundation has awarded $34,700 for publicatSon of the American 

Journal of Computational Linguistics, Principal investigator is 

A. Hood Roberts, managing editor of the new journal; the Center 

for Applied Linguistics administers the grant, which expires on 

September 30, 1976. 

The aim of the publication is to report c u r r e h t  research. 

promptly and to announce meetings, conferences, courses, publi- 

cations, and other activities of interest and imp~ytance to 

computational linguists. 

AJCL is the official journal of the Associatioh for Computational 

Linguistics, which published Mechanicall Translation until 1968 

and The Finite String until 1973. ACL's Executive Committee in 

1968 decided to publish a new journal under a three-point policy. 

ACL appoints the editor and editorial board, thus 

controlling policy. 

A large working editorial board and adequate clerical 

support assures timeliness. AJCL attempts to review 

submissions withim a month. 

Microfiche publication p e r m i t s  distribution of programs, 

grammars, dictionaries, illustrations, etc. 

The grant provides for extensive mailing of announcements and 

sample issues in order to develop a full subscription list as 

quickly as possible. 
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The subscriber who does not 
already own a reader for 
microfiches may wish to 
consult this document. 

M I C R O F I C H E  
V I E k l ' I N G  
E Q U I P M E N T  

G U I D E  

Ronald F. Borden 
Defense Docmentat ion C e n t e r  

Surveys 81 models of microfiche readers 
and reader-printers available in the 
U n i t e d  States in 1971. 156 pages. 

O r d e r  XC-734 400 $3.00 
N a t i o n a l  Technical Information Service 
Springtield, V i r g i n i a  
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A S S O C I A T I O N  

F 0 R 
T w e l f t h  A n n u a l  Meeting 
A m h e r s t ,  M a s s a c h u s e t t s  

C O M I ' U T A T I O N A L  J u l y  2 6 - 2 7 ,  1 9 7 4  
L I N G U I S T I C S  

SYNTAX AND SEMANTICS 

Automatic c r e a t i o n  of an ATN grammar from a transformational 
grammar. P e r r y  M i l l e r ,  Massachusetts Institute of T e c h n o l o g y  

String transformations in the REQUEST system. W a r r e n  3 .  P l a t h ,  
I B M  Research 

A computational treatment of coordinate conjunctions. C a r o l  
Raze, New Y o r k  University. 

Toward formal solutions t o  philosophical problews. Jafnes D u n n ,  
P r i n c e t o n  U n i v e r s i t y ,  

An 'nvestigation of algorithmic translation procedures from 
standard semantic feature representation to predicate. logic, 
Robert M. H a r n i s h  a n d  Michael H o u g h t a l i n g .  University of A r i  zon-a. 

Lana's p r o g r e s s .  E r n s t  von G l a s e r s f e l d ,  U n i v e r s i t y  of Georgia. 

NATURAL LANGUAGE SYSTEMS 

Computer as model and metaphor- stephan I s a r d ,  U n i v e r s i t y  of 
E d i n b u r g h .  

SOPHIE: A knowledge based CAI system us ing  a n  a n a l o g i c a l  i n f e -  
repces mechanism. Richard R .- B u . r t o n  , B o l  t B e r a n e k  a n d  N e w m a n  Inc. 

Linguistics and graphics: a compatible system. C h r i s t i n a  Davis 
and ,Jeffrey E a s t m a n ,  North C a r o l i n a  S t a t e  U n i v e r s i t y .  

C L E T :  A computer program that learns arithmetic from an ele- 
mentary textbook.  N a g i b  B a d r e ,  I B M .  

Uonstruct. R o b e r t  S m i t h ,  F. I,. R a w s o n ,  a n d  N a n c y  S m i t h ,  S t a n -  
f o r d  Uni vers i  t y . 
T h e  believer system. G e o f f r e y  B r o w n ,  R u t g e r s  University. 

Junction- garammar as a base f o r  automatic language processing. 
E l d o n  L g t l e ,  B r i g h a m  Y o u n g  U n i v e s s i  ty. 

More 



DISCOURSE AND COMPREHENSION 

Simulating processes of verbalization and translation. w a l l a c e  
Chafe, U n i v e r s i t y  o f  C a l i f o r n i a  a t  B e r k e l e y  

Episode understanding and b e l i e f  guided parsing. B e r t r a m  B r u c e  
a n d  C .  F .  S c h m i d t ,  R u t g e r s  U n i v e x s i  t y  

Computer understanding of metaphorical phrases. S y l v i a  Russell 

Understanding by c o n c e p t u a l  i n f e r e n c e .  C h a r l e s  R i e g c r ,  U n i v e r s i t y  
o f  M a r y l a n d  

Paraphras Lng paragraphs.  k o g e r  S c h a n k  , I n s  t i  t u  t e  f o r  S e m a n t i  cs- 
C o g n i t i o n ,  S w i t z e r l a n d  

Cybernetic model of conscious behavior. A n s w i m  V i n j e - M o r p u r g o  

SPEECH PRODUCTION AND UNDERSTANDING 

Simple digital speech synthesis. W i l l i a m  F isher  a n d  A .  M. 
E n g e b r e t s o n ,  C e n t r a l  I n s t i t u t e  f o r  the D e a f ,  S t .  L o u i s ,  M i s s o u r i  

'Fundamental frequency contours of auxiliary phrases in English. 
J o n a t h a n  A l l e n  a n d  D .  O ' s h a u g h n e s s y ,  M a s s a c h u s e t t s  I n s t i t u t e  o f  
T e c h n o l o g y  

Non-deterministic phonetic transcription of speech. Richard 
S c h w a r t z ,  B o l t  B e r a n e k  a n d  Newrnan I n c .  

Computer testing of f a s t  speech r u l e s .  D o u g l a s  8 .  M o r a n ,  Univer- 
s i t y  of M i c h i g a n  

The role of lexical s e m a n t i c s  in automated speech u n d e r s t a n d i n g .  
Tim D i l l e r ,  S y s t e m  D e v e l o p m e n t  C o r p o r a t i o n  

An experiment in the use of iconic language to present graphic 
structures via t h e  auditory channel. John B. ~ u l e n b e r g  a n d  
Morteza Arn i r  R a h i m i  , M i c h i g a n  S t a t e  U n i v e r s i t y  

Phonological rules for a text-to-speech system. S h a r o n  H a n n i c u t t ,  
M a s s a c h u s e t t s  I n s t i t u t e  o f  T e c h n o l o g y  
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Assoc I AT I OK FOR AND 

The inaugural gene ra l  meeting of the ~ssociation was held at 

King's College, U n i v e r s i t y  of London, on  Apr i l  3 0 ,  1 9 7 3  under  

the chairmanship of R .  A. Wksbey. Its program includes s e m i -  

nars, general meetings, arid the  p u b l i c a t i o n  of a B u l l e t i n  three 

times a year. 

A l t n o s f  70 persons from 11 countries attended t he  first i n t e rna -  

tional meeting on December 1 4 ,  1 9 7 3 .  Reporas were given by 

Bernard Quernada, Besancon - h i s t o r y  of French vocabulary 

W. M a r t i n ,  Louvain - analysis of Dutch texts 

Winfried Lenders, Bonn - medieval German texts 

Wilhelm Ott, Tubingen - textual e d i t i n g  techniques 

Felicien d e  Tollenaere, Leiden - the Dutch thesaurus 
I. T. P i i r a i n e n ,  J y v a s k y l 3  U n i v e r s i t y  - standardization 
of Finnish 

H. Schanze, Aachen - modern G e r m a n  t e x t s  

ALLC is deve lop ing  an organization w i t h  regional branches and 

n a t i o n a l  r e p r e s e n t a t i v e s .  The U . S .  representatives are J. 

Raben and W .  uirschrnann. 

The current issue of t h e  Bulletin contains a r t i c l e s  on computinq 

and phonology (J. Berger) ,  the processing of l a t e  midd l e  high 

German (T. Bungar ten)  and early middle  Dutch (I?. de Tollenaere 

and W. Pijnenburg) t e x t s ,  and the a c t i v i t i e s  of groups i n  

Germany (W. Lenders )  and Belgium (W. Mart in )  . 
Membership f o r  1974 is $9.50, from M r s .  J o a n  M. Smith, 

6 Sevenoaks Avenue, Heaton Moor, Stockport, Cheshire SK4 4AW, 

Eng 1 and. 
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puter at MFT Can Read 
BY D A ~  SASJEELL 

C W - E ,  M a s .  (WI)-- 
A computer that sea&, and 
talks, once the figment of 
writers of science fiction, is 
n w  a reality. 
Engineers at Massachusetts 

Institute of Technology ( W I T )  
have developed a computer 
which can pronoupce any w e d  
in the English- language, or any 
string of words. 

V n d m  the gyidance d ASSW 
date Prof, Jonathan Allen, the 

engineers have pmgrarn- 
mnd the computer so that it 
carl pronounce nxIy E'mnglish 
word correctly, even if it has 
never encountered i t  before.' 

COMP , much in 
the manner of humans, Figures 
out the word by .applying likr- 
ally thousands of learned rules 
of pronuncia tion. And the voice 
which comes out of the loud- 
speder atop the camputer is 
completely nonhuman in origin, 
construded 5 y  a rnodel of tM 
human vocal tract programmed 
into the computer. 

It t a far cry from the bhck- 
taking, troublesame 'WaL" of 
the movie "Space nClyssey: 
2001,"' but scientists have a his- 
tory of eventually catchhg up 
with the imaginations d science 
fictioli writers. 

The M J T .  talking computer 
speaks in  flat, featureless tones, 
bur the engibeers are working 
on this aspect and are teaching 
i t  .haw tb pause and inflect at 

W N  S A I D  the reading ma- 
chine pwfect involved two pri- 
mary problem-building a ma- 
chine to Sean and recognize 
printed matter and to transform 
it into coAputer language, and 
buildjng a computec to trans- 
form Ck scanned text Into un- 
derstandable speech. 
Both were solved by drawing 

on earlier efforts in ?HIT'S Re- 
seardh Laboratory of Elec t ~ i c s  
(RUE) .  This text-to-speech pro-. 
ject began as part of  an overall 
effort at RUE to build a m a d i n e  
to read to the blind, bu4. one 
pqbctical near future appllca- 
t l ~ n  might be, Allen said, using 
a phone-in a library, for ex- 
ample-to dial up the computer 
and having the desired Infor- 
matjon automatically read to the 
caller. 

S-4ID he clnd hjs col- 
leagues avoided force - feeding 
the computer so tshat it would 
memorize a11 the words in the 
Englislf language. 

I 
" Y e  could have attempted to 

fa all the words in bhe Eng- 
Ush language into the com- 
puter's memory, and instructed 
the 'computer to matc-h each 
word in a text with a pro- 
nunciation," be said. But, he 
added, "&Is would have been 
unwise beoause the number. of 
English words is enormous - 
several-hbfidred t h u s a n d e n d  
becawe new words are con- 
stantly being hvenfed. 

''IT I$ RfWH BE1[TER to pro. 
ceed frbm a basic-un&rstanding 
of the general linguistic rules o! 
prbnunci$tiob:' he said. "The 
basic phperties of English 
'would be applichble for a much 
longer period 'than mere word 
lists." 

I Allen said a much slppler 

the proper place in a sentence, 
aqd even to change the pro- 
nunciation of whrds according 
to how they are used in a sen- 
tence. 

me t-hod was to use. "morphs," 
which make up all words. He 

1 

I 

s d d  there are only &out 11,080 
morphs. The computer, he  said, 
can undefstand about 10 times 
that number df words by using 
morphs. 

To that Allen and his col- 
leagues added some 400 letter- 
bsound rules add came up 
wlth a computer which would 
pronounce individual syllables 
strung together. And by draw- 
ing on rdes of linguistics devel- 
oped by many researchers, the 
engineers taught the computer 
how to conBbipe h e  rjyllables 
i<nta correctly pronwncd words. 
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C O M P U T E R - A S S I S T E D  

L E X I C O G R A P H Y  

R f c h a r d  W. ~ a i l e y  
D e p a r t m e n t  of English L a n g u a g e  a n d  L i t e r a t u r e  
The U n i v e r s i t y  of M i c h i g a n  

A volume on Computer Uses f o r  Language Research,  e d i t e d  by 

Sal ly  Yeates Seaelow WCI Walter A. SedeLow, Jr., is in prepara- 

t i o n  f o r  the series on Curren t  Trends in the Language Sciences, 

published under t h e  genetal e d i t o r s h i p  o f  Thomas A. Sebeok. 

Richard W. Bailey is writing on historical dictionaries and 

John Olney on svnchronic dictionaries. Among the topics t hey  

propose to t r ea t  are 

Techniques of data select ion and preparation 

LemmatiZation 

Compilation of semantic in format ion  

Man-machine i n t e r a c t i o n  in preparing explanatory material 

Innovative approaches to publication 

The present bibliography is a part  of Bailey's preparation f o r  

the  assignment. B o t h  Bailey and Olney request r e p r i n t s ,  c i t a -  

tions, and suqgestions. 
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Computer-Assisted Lexicography: A Preliminary Bibl1ograph;y 

Richard W, Bailey 
Dtparbent o r  Eng$ish 

The University bi Michigan 
h Arbor, a c h i g a n  48104 

June 1974 
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(21 April 1972) :456. 
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69 ) : 120-21, 

Bailey, Richard W. and Jay L, Robinson. "MPIPI: A New Appmsch to Lexicography," 
Source 4(1974 ) : 2-6. 
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J u n e ,  1 9 7 3  

The autocorrela'tion method of lineal: prediction is formula- 
ted in the time, a u t a c o r r e l a t i o n ,  and spectral domains. The 
analysis is shown to be t h a t  of approximating the short-time sig- 
nal power spectrum by an all-pole spectrum. The met-hod is com- 
pared with o the r  m e t h ~ d s  of s p e c t r a l  analysis such  a s  analysis- 
by-synthesis and cepstral smoothing. It is shown that this 
method can be regarded as  ano ther  method of analysis-by-synthesis 
where a number of poles is specified, with the advantages of non- 
iterative computation and an error measure which leads to a bet- 
ter spectral envelope fit for an all-pole spectrum. Compared to 
spectral analysis by c e p s t r a l  smoothing in conjunction with the 
chirp z transform (CZT) t h i s  method is expected to give a b e t t e r  
spectral envelope fit (for an all-pole spectrum) and to be less 
sensitive to the effects of high pitch on the spectrum. The 
normalized minimum e r r o r  is defined and its possible usefulness 
as a voicing detector is discussed. 
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A p r i l  1973 

The parameters used are the gravity centers of the zero- 
crossing interval distributions obtained at the output of two 
filters. Local aspect descriptions are qualitative descriptions 
of the stationary and the nonstationary segments of the speech 
waveform, and the values of the most important attributes 
( e . g . ,  duration).   hey are composed into global aspect des- 
criptions, which are analyzed by a set of acceptors, each one 
having to recognize j u s t  one word. A recognition rate of 98 
percent for the ten spoken digits for f o u r  male speakers h a s  been 
reached with an acceptable computation time. 
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With t h e  exception of relatively sophisticated methods such 
as cepstfum analysis, the problem.of reliable pi tch-per iod  extrac- 
tion has remained largely unsolved. This - ~ a p e r  examines the feas- - - 

ibility of p i t ch -pe r i6d  extraction by means of the nons tationary 
error process r e s u l t i n g  from adaptive-predictive quantization of 
speech. A real-time hardware system t h a t  may be realized at low 
cost is described. 

FOR AUTOMAT1 C FORMANT AND bn ANALYSIS 

John D . Markel 
Speech Communications Laboratory 
Santa Balbara,  California 

I E E E  T ransacr t i nns  on A u d i o  a n d  E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  3 ,  1 5 4 - 1 6 5 ,  
June  1 9 7 3  

A new algorithm based,upon a digital inverse filter for- 
mulation determines VU. (W = 0 during unvoiced speech and VU = 1 
during voiced speech), Fo, the fundamental frequency, and F .  
i = 1,2,3, the first three formant frequencies, as a functibn of 
time. Formant trajectory estimates are obtained for all speech 
sounds that s a t i s f y  W = 1. The central element in the analysis is 
the digital inverse filter. Based upon the first M + 1 terms of 
the input autocorrelation sequence, coefficients of an Mth degree, 
all-zero diqital filter are cdlculated. The formant t r a j e c t o r  es- 
timates for each frame are based solely upon the locations of [he 
local minima 05 the corresponding spectrum of f h e  r e s u l t a n t  inverse 
filter. The W decision is determined by the amplitude of the 
largest peak of the normalized autocorrelation sequence of the out- 
put of the in'verse filter (excluding the origin). If VU = 1, then 
Fo is deEined as  the reciprocal of t h e  peak location. 



D I SCRETE-WORD-  RECOGN I T I  ON 

U T I L I Z I N G  A WORD D I C T I O N A R Y  AND Pt- IONOLOGICAL RULES 

Shuichi Itahashi, Shozo Makiqo, and Ken'iti Kido 
Research Institute of Electrical Communication 
Tohoku University 
Sendai, Japan 

I E E E  - T r a n s a c t i o n s  on A u d i  o  a n d  E l  e c t r o a c a t t s t i  cs, A U - 2 1 ,  3 ,  2 3 9  
J u n e  1 9 7 3  

A discrete-word recognition ~ystem utilizing a word dic- 
tionary and phonological rules is described. In this system, 
nine distinctive features are extracted from a discrete-word 
input. Segmentation is performed using these features. Segmen- 
tation errors are corrected by applying a pHoneme connecting rule. 
The input. word is transformed into an input feature matrix. The 
comparison of this matrix with the standard derived from the dic- 
tionary is performed in the feature (matrix) space. Another me- 
thod of segmentatim is also described in which segmentation is 
performed using a duration dictionary. The effectiveness of 
utilizing a word dictionary and phonological rules in automatic 
discrete-hord recognition is discussed. 

A M O D E L  AND A S Y S T E M  FOR MACHINE R E C O G N I T I O N  OF SPEECH 

D. Raj Reddy, Lee D. Erman, and Richard B. Neely 
Department of Computer Science 
Carnegie-Mellon University 
Pittsburgh, Pennsylvania 

I E E E  Transactions on A u d i o  a n d  E l e c : t r o a c o u s t i c s ,  A U - 2 1 ,  3 ,  2 2 9  
J u n e  1 9 7 3  

This paper presents a model for machine recognition of 
connected speech and the details of a specific implementation of 
the model, the HEARSAY system. The model consists of a small set 
of cooperating independent parallel processes that are capable of 
helping in the decoding of a spoken utterance either individually 
or collectively. The processes use the "hypothesize-and-test" 
paradigm. The structure of HEARSAY is illustrated by considering 
its operation in a particular t a sk  situation: voice-chess. The 
task is to reaognize a spoken move  in a given board position. 
Procedures fcdr determination of parameters,.segmentati.on, and 
phonetic descriptions are outlined. The use of semantic, syn- 
tactic, lexical, and phono4ogical sources of know-ledge in the 
generation and verification of hypotheses is described. Prelim- 
inary'results of recognition of some utterances are given. 



F. Ying Y .  Shum, A.  Ronald E l l i o t t  and W .  Owen Brown 
Department o f  E l e c t r i c a l  Eng inee r ing  B e l l ~ N o r t h e r n  Research Ltd. 
McMaster U n i v e r s i t y  Ottawa 
Hamilton 

IEEE T r a n s a c t i o n s  on A u d i o  and  E l e c t r o a c b u s t i c s ,  A U - 2 1 ,  3 ,  1 7 4 - 1 8 4  
June 1973 

High-speed a l g o r i t h m s  t o  compute t h e  d i s c r e t e  Hadamard and 
Walsh t r ans fo rms  of speech  wavefpms have been developed.  Intel- 
l i g i b l e  speech  has been r e c o n s t r u c t e a  from dominant  kadamard o r  
Walsh c o e f f i c i e n t s  o n - a  medium sized computer i n  a non-real- t ime 
mode. Degrxdation of some phonemes was n o t e d  at low bit rates df  
r e c o n s t r u c t i o n ,  but t h e  r e c o n s t r u c t i o n  cou ld  be Improved by vary-  
i n g  t h e  p o s i t i o n  of t h e  sampling window. A d i g i t a l  p r o c e s s o r ,  
which allows real-time ana ly s i s  of speech  t o  be conducted on t h e  
system,  i s  d e s c r i b e d .  

SPEAKER VERI FI CAT1 ON BY COMPUTER 

USING SPEECU INTENSITY FOR TEMPORAL REGISTRATION 

Robert  C .  L ~ i s  
Bell Laboratories 
Piscataway , N. J.  

I E E E  Transact ions on Audio and E l e c t r o a c o u s t i c s ,  A U - 2 7 ,  2 ,  8 0  
April 1 9 7 3  

Voice p i t c h ,  low-frequency i n t e n s i t y ,  and t h e  t h r e e  lowest 
formant f r e q u e n c i e s ,  a l l  as  f u n c t i o n s  of  t i m e , ,  are used to r e p r e -  
s e n t  an i n d i v i d u a l  u t t e r a n c e .  V e r i f i c a t i o ~  c o n s i s t s  of computing 
these f ea tu re s  f o r  a t e s t  u t t e r a n c e  and comparing them w i t h  s t o r e d  
r e f e r e n c e  v e r s i o n s  f o r  t h e  claimed i d e n t i t y .  Before  t h e  t e s t - v e r s u s -  
r e f e r e n c e  comparison i s  e f f e c t e d ,  t h e  time dimension of t h e  t e s t  
utterance is warped t o  o p t i m a l l y  r e g i s t e r  i t s  i n t e n s i t y  p a t t e r n  oneo 
t h e  r e f e r e n c e  i n t e n s i t y  Performance of the system, is mea- 
sn red  on a speaker  p o p u l a t i o n  of  moderate  s i z e .  A v a r i e t y  o f  com- 
p a r i s o n  formuLas and v a r i o u s  subsets of t h e  f i v e  speech  featurea 
are e v a l u a t e d .  The system responds  e i t h e r  " accep t "  o r  " r e j e c t "  to 
every  u t t e r a n c e ;  "no dec$xoion" is  n o t  a l lowed.  Automatic ve r i f i ca -  
t i o n  based s o l e l y  upon 'voice p i t c h  and i n t e n s i t y ,  bo th  of which can 
be computed r a p i d l y ,  y i e l d s  ave rage  error r a t e s  below 1 p e r c e n t .  



Speech Recosnition 

A VOCAL DATA MANAGEMENT SYFTEM 

Jeffrey Bhrnett 
System Development Corporation 
Santa Monica, C'alif ornia 

I E E E  Transactions on A u d i o  and E l e c t r o a c o u s t i c s ,  AU-21, 3 ,  185-201 
June  1 9 7 3  

This paper describes an implementatioh strategy for a 
vocal data management system (VDMS) being d$veloped by the WLce 
input/output project at the system Development Corporation. VDMS 
will accept connectea speebh of a language describable by 25-50 
phrase equations and having a vocabulary of approximateJy lCOO 
words formed from about 100 data records. 

The strategy is based on t h e  concept of p r e d i c t i v e  lin- 
guistic constraints (PLC). The present concepts of. fixed direc- 
tionality in parsing are replaced by a more generalized approach. 
To facilitate this flexibility, the system comprises a set of 
near-independent coroutines that are interconnectea by a software 
busing s t rucku te .  The VDMS acoustic processors v e r i f y  the pre- 
dictions. Very loose matching criteria are used for locating the 
predicted words. Spec5al attention is given to word segments 
that are experimentally determined to be most invariant. 

Kung-Pu Li, George W. Hughes, and Thomas B. Snow 
School of Electrical Engineerinu 
Purdue University 
West Lafayette, Indiana 

I E E E  Transac t ions  on A u d i o  and E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  1 ,  5 0  
February 1 9 7 3  

A primary-redognition computer program provides segmenta- 
tion, acoustical parameters, and phonetic features of continuous 
speech, together with classification of some vowel and consonant 
segments. Based on funmental frequency, level, and duration 
information provided by the primary recognition program from short- 
term spectra, a procedure to mark stressed and! reduced vowe1s.i~ 
proposed. Listener judgments of stress and vowel reduction can 
be correlated with the physical parameters, but talker di f fe rences  
are apparent. It is -ear that feature extractiog atthe sement 
level and at the suprasegmental level are  mutually interactive. 



S ~ e e c h  R e c o s n i t i o n  

Wayne At. Lea 
School of Electrical E n g i n e e r i n g  
Purdue University 
Lafayette, Indiana 

I & E E  Transactions on A u d i o  and  E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  3, 2kf9 
June  1973 

LinguiStic and p e r c e p t u a l  arguments suggest t h a t  syntactic 
hypothesis be formed before phonemic segments a re  identified. 
Prosodic features can provide some cues to constituent structure. 
A decrease in voice fundamental frequency (Fo) usually occurs at 
the end of each major syntactic constituent, and an increase near 
the beginning of the following. A program based on this regular- 
ity correctly detected over 80 percent of a41 syntactically pre- 
dicted boundaries. Some minor boundaries were also detected by 
the f a l l - r i s e  patterns i n  F . False boundary detections resulted 
from F variations at bound 8 ries between vowels and consonants, 
but mo8t such faJ.se alarms could be eliminated by setting a mini- 
mum pekcent variation in F . Sentence boundaries were accompanied 
by large F increases and gubstantial pauses. Catego~ies a£ fect 
boundary dgtection results; NP-V sequences a re  rarely detected. 

Michael H. O'Malley, Dean R. Kloker, and Benay uara-Abrams 
Phonetics Laboratory 
University of Michigan 
Ann Arbor 

I E E E  T r a n s a c t i o n s  on A u d i o  and E l  e c t r a c o u s t i c s ,  A U - 2 1 ,  3 ,  2 1  7 
J u n e  1973 

Subjects were very consistent in t h e i r  placement of junc- 
tures when r e a d i n g  a l g e b r a i c  expressions slowly. Furthermore, 
there was an almost perfect correlation between measured silence 
and perceived juncture. Rules were developed for inserting paren- 
theses based on t h e  l o c g t i o n  and measured duration of silence in- 
tervals in an utterance. Listeners inserted-parentheses and .the 
c o n s i s t e n c y  of their answers  was measured by a chi-square test. 
Where listeners agreed, the r u l e s  agaeed w i t h  the listeners from 
91 to 95 percent of the time. Mathematically experienced and 
naive listeners performed similarly. The acoustic cues that in- 
dicate s y n t a c t i c  structure in this restricted domain may 'be more 
general. 



Speech Recoqnition 

Aaron Eo Rosenberg 
Bell Laboratories 
Murray Hill, N.J. 

I E E E  Transactions o n  Audio a n d  E l e c t r o a c o u s t i c s .  A U - 2 1 ,  3 ,  2 2 1  
1 9 7 3  

The ability of listeners to perform some speaker v e r i f i -  
c a t i on  t a s k s  h a s  been measured experimentally and compared with 
the performance of an automatic system for s p e a k e r  verification. 
A test presentation a in t h e  subjective experiments consists of a 
pair of' utterances. One of these is drawn from the recordings of 
a group of speakers designated customers while the second utter- 
ance is either a distinct recording from the same customer or the 
recording of an impostor. Listeners must respond whether the1 
utterances are ftom t h e  same or d i f f e r e n t  speakers .  The impostor 
classes th'at have been considered are casual impostors making no 
attempt to mimic customers, trained professional mimics, and an 
identical tdin of a customer. Listener performance is specified 
by the two types  of error t h a t  can bedcommitted. 

Ronald W, Schafer and Lawrence R. Rabiner 
Bell Iiaboratories 
Murray Hill, N.J. 

I E E E  T r a n s a c t i o n s  on A u d i o  a n d  E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  3 ,  1 6 5 - 1  7 4  
1 9 7 3  

This paper discusses the theoretical basis for represen- 
tation of a speech signal by its short-time Fourier transform. 
The resblts of the theoretical s t u d i e s  were used t o  design a 
speech analysis-synthesis system which was simulated Qn a general- 
purpose laboratory digital computer system. The simulation nses 
the fast Fourier transform in the analysis stage and specially .dew 
signed finite duration imp.ulse response filters in the synthesis 
stage. The results of both the- theoretical and computational 
studies lead to an understanding of the effect of several design 
parameters and elucidate t h e  design tradeoffs n e c e s s a r y  to ac-hieve 
moderate information rate reductions. 



Speech Recognition 

FOR CONVERTING PHONETIC TO GRAPHIC REPRESENTATION 

C. C. Tappert, N. Rex Dixonr and Arthur S. Rabinowitz 
IBM Corporation 
Research Triangle Park, M.C. 

I E E E  T r a n s a c t i o n s  on A u d i o  and E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  3 ,  2 2 5  
J u n e  1973 

Following segmentation and phonetic classification in 
automatic recognition of continuous speech (ARCS), it is necessary 
to provide methods for linguistic decoding. In this work a graph 
search procedure, based on the Fano algorithm, is used to convert 
machine-contaminated phonetic descriptions of speaker performance 
into standara orthography. The information utilized by the de- 
coder consists of a syntax, a lexicon containing transcription 
variation for each word, and performance-based statistic* from 
acoustic analysis. The latter contain information related to auto- 
matic segmentation and classification accuracy and certainty 
(anchor-point) data. A distinction is made between speaker-and- 
machine-dependent corruption of phonetic input strings. Prelim- 
inary results are presented and discussed, together with some 
considerations for evaluation. 

Akira Ichikawa, Yasuaki Nakano, and Kazuo Nakata 
Central ~esearch Laboratory 
Hitachi Limited 
Tokyo 

I E E E  T r a n s a c t i o n s  on A u d i o  a n d  E l e c t r o a c o u s t i ' c s ,  A U - 2 1 ,  3 ,  202 
1973 

A spectrum envelope, cepst-rum, autocorrelation function, 
linear predictive coefficients, and partial autocorrelation co- 
efficients (PACs)  are evaluated experimentally for sp.oken digit 
recognition by simple pattern matching with nonlinear adjustment 
of the time axis. The spectrum envelope and c e p s t r u m  score 100 
percent for ten spoken digits of a single-male speaker. PACs are 
easy to ex t r ac t  and have theoretical o r t h o g o n a l i t y  b u t  suffer from 
computation errors in fixed-point arithmetic with a short accumu- 
lator. Two effective meansRto reduce errors are variable use of 
the PAC dimensions controlled by computation accuracy, and srnooth- 
ing alurlg the time axis. 



Speech Recoqnition 

Russell J. Niederjohn 
Department of Electrical Engi. 
Marquette University 
Milwaukee 

Ian B. Thomas 
Department of Electrical Eng. 
University of Massachusetts 
Amherst 

I E E E  T r a n s a c t i o n s  on A u d i o  a n d  E l e c t r o a c o u s t i c s ,  A l l - 2 1 ,  6 ,  5 2 6  
1 9 7 3  

A method of phoneme recognition of connected speech is 
described. Input to the system is assumed to consist of the 24 
continuant phonemes in connected English speech. The svstem first 
categorizes each successive 20-111s segment of the input speech ut- 
terance as eithex voiced fricative, voiced nonfricative, unvoiced 
fricative or no-speech, utilizing a measure of the relative energy 
balance between low and high frequencies. Next the recognition 
of each 20-ms segment is performed from a distribution of axis- 
crossing intervals of speech prefiltered to emphasize each formant 
frequency range. Segmentation is performed from the results of 
the recognition of each 20-ms segment and from changes in categor- 
ization. Finally, the results of the recognition of each 20-ms 
segment between each pair of segmentation boundaries are combined 
and the phonemic sound occurring most frequently is printed out. 
The system has been trained for a single male speaker. Prelimin- 
ary results for this speaker and for four 3-4-s sentences indi- 
cate: a correct categorization decision for about 97 percent of 
the input 20-ms segments, a correct recognition for about 78 per- 
cent of the input 20-ms segments, and an overall correct phoneme 
'recognition for about 87 percent of the input phonemes. 



Speech Synthesis 

FOR THE SYNTHESIS OF VOICED SPEECH 

Nuggehally S . Jayant 
Bell Laboratories 
Murray Hill, N.J. 

IEEE T r a n s a c t i o n s  on A u d i o  a n d  E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  3 ,  135-146 
J u n e  1973 

A computer simulation of delta modulation (DM) as an alter- 
native t o  pulse-code modulation (PCM) lo9 a voiced-speech syn- 
thesizer. Quantized signals representing the time variations of 
pitch period, amplitude, and the first three formant frequencies 
all band limited to 16 Hz, were available in a 1500-b/s PCM for- 
mat. Each was over sampled at 1 0 0  Hz f o r  delta encoding, result- 
ing in a representation at 500 b/s. Low-pass filtered versions~ 
of the DM signals were used to synthesi'ze the u t t e r a n c e  with a 
quality very close to the original 1500-b/s system Both "linear' 
and "adaptive" d e l t a  modulators were considered; in the latter 
case, the step size is adapted continuously to the changing slope 
statistics of an input signal. When additional band limiting was 
applied to the original control sig~als, r e s u l t i n g  in a 700-b/s 
representation, a d a p t i v e  DM at 250 bfs was sufficient to encode 
the information* without further deqradation. 



Speech Transmission 

SPEECH 1 4  DIG I T A L  COMMUN I C A T 1  ON SYSTEMS 

E r n s t  W .  Rothauser 
IBM Zurich Research Laboratory 
~cschlikon, Switzerland 

I E E E  T r a n s a c t i o n s  on A u d i o  and E l e c t r o a c o u s t i c s ,  A U - 2 1 ,  1 ,  21 
E e b r u a r y  1 9 7 3  

The advent of integrated d i g i t a l  communication systems w i l l  
i n i t i a t e  a new per iod i n  speech c o m u n i c a t i o n s  research  and devel-  
opment. The new and still adaptab le  systems environment toge ther  
with t h e  cost performance advantages of modern d i g i t a l  technolo- 
g i e s  w i l l  open up the way to practical utilization for many speech 
technology concepts and s e r v i c e s  that are  not feasible within the 
framework of the present "classical" telephone networks. 



Orthoqraphy 

Kenneth H. Ives 
Director of Research and Statistics 
Uni t ed  Charities of Chicago 

Computers and People, June  1 9 7 4  

Wi the growth v data processing, transmitting n storage 
systems, th nee@ fr simplification v English spelling h a s  become 
mor acute. Several approaches t ths. r presented. In combination 
they cn effect a saving v over 10% v letrz, yet b intelligible 
(whn read aloud) wiout retranslation. F adopted fr s tandard  use, 
ths wd save $2 per persoh per year in printing costs, n mor in 
t y p i n g  n r y t i n g .  

S. S. Hyder 
Department of Information 
University of Montreal 

Image Processing a n d  Generation, 1144 - 1149, 1 9 2 2  

The author has designed a u z i l i a r y  hardware f o r  attachment 
to teletypes e n a b l i n g  them to be used f o r  transmitting and recei- 
v i n g  t h e  Arabic a lphabe t  with c o r r e c t  automatic selection of 
initial, media l  and f i n a l  shapes of letters. 

G. G o e ~ e n c  
Middle E a s t  TeChnical University 
Ankara  

Prepr . in t  : International Conference on C o m p u t a t i o n a l  L i n g u i s t i c s ,  
Pisa, 1 9 7 3  

P r e s e n t a t i o n  of an algorithm for automatic.syllabification 
of printed T u r k i s h  words, based on the E v e n ' s  test f o r  unique de- 
c i p h e r a b i l i t y  and un-iique decipherability of f i n i t e  delay but ex- 
tended t o  codes  with word-sequence c o n s t r a i n t s .  Example p r i n t -  
o u t s  of  automaticallv svllabified w o r d  s t r i n a s  included- 



Lexicography 

ESTABLISHING A GERMAN ROOT SYSTEM BY COMPUTEf? 

Howard H. Keller 

Computers a n d  t h e  H u m a n i t i e s ,  7 ,  4 ,  1 9 9  - 2 0 7 ,  M a r c h  1 9 7 3  

Ways in which the computer can be used to generate a 
German root system. The choice of corpus, data, storage system, 
and presentation format all play an important role in obtaining 
a finished product that is both useful as a reference work and 
efficient as a starting point for further statistical research. 
The uses of a computerized corpus in establishing a German- 
Engli,sh Root Dictionary (GERD) and in formulating a system of 
entropy for measuring the efficiency of the German root system 
as a subset of the Germanic semantic system. 

CANADIAN BILINGUAL LEGAL VOCABULARY 
( J U R I V O C ,  V o c a b u l a i r e  j o r r d i q u e  b i l i n g u e  C a n a d i e n )  

D. Burke 
Law Faculty 
University of Ottawa 

M i m e o g r a p h e d ,  1 9 7 4  

An5 operational description of the JURIVOC automated English 
and ~rench bilingual legal lexicon production system under devel- 
opment at the Law Faculty of the University of Ottawa. The lexi- 
cographic analysis techniques and the analysts' operations are 
briefly described. 

Richa rd  W. Bailey and Jay L. Robinson 
University of Michigan 
Ann Arbor 

S o u r c e ,  2 - 6 ,  A p r i l  1 9 7 4  

Charles C. Fries organized Early Modern English lexicog- 
raphy at the University of Michigan in the 1920s. The first in- 
stallment of Michigan Early Modern English Materials is a collec- 
tion of 20,000 citations drawn from slips collected to illustrate 
nine modal, verbs: can, dare, gin, may, must;need, ought, shall, 
and will. About forty words of context are included for each 
slip. MEMEM is a collection of. computer-generated microfiche and 
a magnetic tape. A handbook, to be published in 1974, will des- 
cribe the materials and include full bibliographical entries ex- 
panding the abbreviated forms that aDpear on the fiche and tape. 



Lexicography 

FREQUENCY DICTIONARY OF M A T H E M A T I C A L  VOCABULARY 
( C a s t o t n y j  s l o v a r  matematiceskoj leksiki) 

E. T. Ter-Misakyants 
Computing Center 
Erevan State U n i v e r s i t y  

E r e v a n  U n i v e r s i  t y  P r e s s ,  197.3 

From a concordance of 140,000 entries taken from 120 books 
published between 1930 and 1965. A list of 1277 words with fre- 
quencies, from v 4480, i 3409, funktsiya 2210, S t o  2207, etot 
2058 ,  dlya 16077 na 137q, tocka 1374, iz 1362, byt' 1328, s 1316, 
pri 1293, esli 1 2  1226, and - to 8 through 83 words with 
frequency 10. Nearly 3500 other words occurr6d. A list of 417 
names in alphabetical order; the highest frequency is ~ o 8 i  76. 
Lists of foreign names, place names, abbreviations (t.e. 316). 
Bibliography o f  s o u r c e s .  Analytic tables. 

Richard L. Venezky 
Department of Computer Sciences 
University of Wisconsin 
Madison 

A n n a l s  of the New York Academy of S c i e n c e s ,  2 1 1 ,  2 8 7  - 2 9 2 0  
J u n e  8 ,  1 9 7 3  

For modern English lexicography, the lack of programming 
systems f o r  automatic semantic classification and subsequent re- 
duction in. the volume of data is a serious problem. F u r t h e r  
qualitative advzntages from automation depend on a revolution in 
semantic analysis techniques and in the interaction between l e x i -  
cographer and computer. Computers are currently used f o r  data 
transfer and sorting; the process is limited by t h e  editor's r a t e  
of scanning. Even rough parsing could provide a rough filter. 



Grammar 

Michael H. O ' M a l l e y  
Phonetics Laboratory 
University of Michigan 
Ann Arbor 

I n t e r n a t i o n a l  J o u r n a l  o f  M a n - M a c h i n e  S t u d i e s ,  5 ,  1 3 7 - 2 0 2 ,  1 9 7 3  

The base rules and transformations of a recently published 
elementary grammar of English are transcribed into a computer for- 
mat and tested. Problems encountered in transcribing the grammar 
are explored and it is suggested that the emphasis on formal argu- 
mentation in linguistics is not justified by the current level of 
syntactic theory. 

'(~overxnostno-sintaksizeskie o t n o E e n i j a  a n g l i j s k o  j a z y k e )  

I. A .  ~el'zuk and N. V. Percov 
Russian Language Institute 
Academy of Sciences bf the USSR 

Predva-r?.he1lnye p u b i i k a c i i  No. 4 3 ,  1 9 7 3  

Preliminary sketch of description of English surface 
syntax. A l i s t  of 3 2  surface-structure relations has been pro- 
posed for description of English surface-structure constructions. 
The goal of the description is automatic English text processing, 
especially automatic English-to-Russian translation. The descrip- 
t i o n  is based on analysis of English scientific and technical 
texts. 

SOME PROBLEMS O F  THE AUTOMATIC  A N A L Y S I S  O F  ENGLISH 

Unsigned 

A u t o m a t i c  T e x t  Processing, 86 - I 5 6  
F a c u l t y  of Mathematics a n d  P h i l o s o p h y  
C h a r l e s  University , P r a g u e ,  1 9 7 3  

Uses of in .according to (a) the goverened expression, (b) - 
the governor of the preposition, (c) words connected through the 
governor, (d) word order. Spatial, temporal, and modal meanings 
are common. S p a t i a l :  position, direction, path. Temporal: inter- 
val, duration, simultaneity. Modal: respect, purpose, cause, cir- 
cumstance, means. Discussion of problems. Lists of noun classes; 
semantic features of nouns, verbs, and adjectives; rules. 



Grammar 

H. Cristoph Wolfart and Francis Pardo 
Unive r s i t y  of Manitoba 
Winnipeg 

Anthxopology P a p e r s  6 ,  1 9 7 3  

Description and users' manual for programs created for use 
in a study of Cree. Text processing, indexing, and concordance 
making. ~pplication of rules of segmentation, including morpho- 
phonological alternations. The objectives include identification 
of new stems and affixes and testing a model of morphological 
analysis. 

ON THE STRUCTURE OF CONTEXTnSEflS I T 1  VE GRAMMARS 

Ronald V .  Book 
Center for Research in Computing Technology 
Harvard University 

I n t e r n a t i o n a l  J o u r n a l  of C o m p u t e r  a n d  Information Sciences, 2 , 2 ,  
1 2 9 ,  1 9 7 3  

Context-sensitive grammars generate languages which are not 
context-free, and it is undecidable whether a CSG generates a CF 
language. However, t h e  mechanism by which t h e  use of context al- 
lows a non-CF language to be generated is not well understood. A 
survey of some results which speak to two questions: (i) What con- 
straints can be placed on the form of CSG rules without restric- 
ting weak gene ra t ive  capac i ty?  (ii) What ( n o n t r i v i a l )  constraints 
can be placed on the form of CSG rules s u c h  t h a t  only CF languages 
will be generated? 

I H E  AUTOMATIC CONJUGATION OF UUTCH VERBS I N  THE S I M P L E  PRESENT 

P .  Van de Craen 
Free University n f  Brussels 

ITL, R e v i e w  of A p p l i e d  L i n g u i s t i c s ,  20, 4 5 - 6 0 ,  1 9 7 3  

An algorithm for automatic derivqtiqn of l s t ,  2nd, and 3rd 
person singular simple present forms based on recognition of a 
string of c h a r a c t e r s  a t  the outset of a verb stem and a s e t  of 
t a b l e s  of verbs  showing every kind of irregularity. 
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A U T O M A T I C  S Y N T A C T I C  A N A L Y S I S  
( Z u r  machinell en Syntaxanal yse) 

I MORPHOSYNTACTIC FOUNDATIONS 
(Morphosyntaktische Voraussetzungen) 

111 A L E X I C O N  
( E i n  L e x i  konj 

FOR AUTOMATIC LINGUISTIC ANALYSIS OF GERMAN 

( f i r  eine maschinelle Sprachanalyse des Deutschen) 

Arbeitsgruppe MasA 

Institut fur deutsche Sprache 

Tabinger ~eitrage zur Linguistik, 1974 

D-74 Tiibingen Postfach 256.7 

I. Procedures for segmentation of sentences and attachment of 
morphosyntactic information to the segments. Flowcharts, program 
listings, examples. 

Problem description 
Grammatical meaning of a graphemic sequence 

Linguistic representation 
Formal representation 
Programming 

Grammatical meaning of a string of graphemic sequences 
S u b s t a n t i v e  and pronominal groups 
Go4verning verbal groups 

L i s t s ,  

Pronouns Conjunctions Verb prefixes 
Determiners Adverbs Interjections 
Prepositions Pronominal adverbs Helping verbs 
Partial list of verb stems 

I. ISBN 3-87808-618-0 
11. ISBN 3-87808-619-9 

I .  6 7 0  p a g e s  
DM 3 2 .  
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A COMPUTER ASS I STED LANGUAGE ANALYS I S SYSTEM 

J. E. Rush, H. B. Pepinsky, B.  C .  Landry,  N. M. Meara, 
S. M. Strong, J. A. Valley, and C. E. Yong 
Computer and Informdtion Science Research Center 
Ohio State University 
Columbus 

Technical Report OSU-CISRC-TR-74-1, 1 9 7 4  

In the firstlpass, function words are looked up in a d i c -  
tionary; rules using only function-word classes determine other 
class assignments. Phrase templates and a c o n j u n c t i o n  procedure 
give  a grouping structure. Clauses  are separated by occurrences 
of conjunctions, relative pronouns, etc. Case roles are assigned 
within each clause according to verb type, etc. The builders of 
the system were motivated by the problem of conversational anal- 
ysis (sociological); they discuss the terms of this problem as a 
preface to their t e c h n i c a l  description of the parser. 

( A u  toma t i s c h e  S u f f i s a n a l  y s e )  

M. P f e i f e r  
Institute for Informatics 
University of Stuttgart 

E U R  5 0 5 3 d ,  Commission of the  European Communi ties, 1 9 7 4  

Standard methods; mathematical formulation; lists of Eng- 
lish suffixes from several sources; criteria for evaluation of 
such lists; experimental application of th ree  lists to a collec- 
tion of words. Algorithm for construction of a suffix list from 
a reverse d i c t i o n a r y .  User's manual for a suffix-stripping pro- 
gram. 
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( U n  a n a l y s e u r  s y n t a x i q u e  i n t e r a c t i f  p o u r  l a  c o m m u n i c a t i o n  h o m m e -  
m a c h i n e )  

J. Courtin 
Laboratoire dlInformatique 
~niversitg de Grenoble 

P r e p r i n t  from t h e  ' I n t e r n a t i o n a l  C o n f e r e n c e  o n  C o m p u t a t i o n a l  
L i n g u i s t i c s ,  P i s a ,  1 9 7 3  

Brief description of algorithms for morphological and syn- 
tactic analysis of natural language (French) texts. The morpho- 
logical algorithm is based on finite-state g r h a r ,  the syntactic 
one on dependency grammar, with a context-free grammar as a de- 
vice for structural verification of output substrings. 

COMPUTER DETERMI NATION OF THE STRUCTURE OF THE s I PPLE SENTENCE 
( I s s l e d o v a n i e  s t r u k t u r y  p r o s t o g o  p r e d l o z e n i y a  s p o m o ~ ~ y u  E V M )  

B. V. Suxotin 
Russian Language Institute 
Academy of Sciences of the USSR 

P r o b l e m y  S t r u k t u r n o j  L i n q v i s t i k i  1 9 7 2 ,  4 2 9 - 4 8 8  
S c i e n c e  Press, Moscow, 1 9 7 3  

The rules of grammar are followed more or less precisely 
in different occasions; a parser can allow for this variability. 
Exact tests are applied where reliable; probability functions are 
used in regions of uncertainty. Syntactic relations between 
words; probability interpretation; the role of syntactic classes; 
optimization of the procedure; an experiment on Pushkin; the 
qearch for the best tree; three algorithms in Algol 60; tables of 
conditional probability of occurrence of syntactic classes; anal- 
yses of 200 sentences. 

B. Maegard and E. Spang-Hanssen 

P r e p r i n t  p r e s e n t e d  a t  t h e  I n t e r n a  t i o n d l  Conference on C o m p u t a t i o n a l  
L i n g u i s t i c s ,  Pisa 1 9 7 3  

An informative description of a program for automatic seg- 
mentation of French compound sentences into constituent clauses 
based on recognition of finite-verb forms, cor l junc t - ions ,  preposi- 
tions, and punctuation marks. 
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Roger C. Schank 
Instituto per gli Studi Semantici e Cognitivi 
Castagnola, Switzerland 

T e c h n i c a l  R e p o r t  N o .  1 ,  F o n d a z i o n e  D a l l e  Molle p e r  gli S t u d i  
L i n g u i s t i c i  e g l i  C o m m u n i c a z i o n e  Internazionale, 1 9 7 3  

An attempt at a system for computer analysis of causal re- 
lations in a natural language text. The system is based on the 
language-independent Conceptual Dependency Theory. The conceptual 
causal syntax and semantic interpretation of causal relations are 
presented. This study is part of a general attack on the problem 
of making sense of utterances. 

CONSTRUCTIBLE REPRESENTATIONS FOR TWO SEMANTIC RELAT1,ONS 

F. G. Pagan 
Computer Centre 
University of A s t o n  
Birmingham, England 

Preprint, J n t e r n a t i o n a l  C o n f e r e n c e  on C o m p u t a t i o n a l  Linguistics, 
Pisa, 1 9 7 3  

Deals with the problem of r 
among words f o r  purposes of natura 
terion of constructibility of such 
and the constructible representati 
compatibility are elaborated. 

epresenting seman 
1 language proces 
representations 
ons f o r  hyponymy 

t l c  relations 
sing. The cr 
is introduced 
and semantic 
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SEMANTIC REPRESENTATION OF THJ. SENTENCE AND ITS RELATION TO 

LOGICAL REPRESENTATION 

( S e r n a n t i r e s k a j a  z a p i ' s  p r e d l o z e n i j a  i ee o t n o g e n i j a  k l o g i z e s k o j  
z a p i s i )  

Petr Sgall 
Charles University 
Prague 

Automatic T e x t  P r o c e s s i n g ,  7-10 

The semantic representation ofa sentence should corkespond 
to the structure of predicate calculus formulas as well as to the 
deep syntactic structure of a natural language sentence. It has 
to reflect the syntactic depeqdency structure of a sentence and 
the theme-rheme (topic-focus) relation within it. The possibil- 
ity of automatic translation of such semantic formulas into pre- 
dicate calculus formulas has beefi proved at the Charles Universitj 
in Prague. 

GENERATIVE DESCRIPTION 

E. ~ajicovs 
Charles University 
Prague 

A u t o m a t i c  T e x t  P r o c e s s i n g ,  1 1 - 2 3  

There is a direct P e l a t i o n s h i p  between the topic-focus 
division o f  a sentence and the scope of the negation operat~r. 
In connection w i t h  negation, the problem of the meaning of a sen- 
tence, its presuppositions and its allegations is discussed. Ir A 
is an allegation of S if S entails A and non-S entails neither A 
nor non-A", where S is a sentence and P is one of bhe components 
of its content. 
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D. Rawson 
California Institute for Mathematical Studies in Social Science 
S t a n f o r d  University 

California Institute for Mathematical S t u d i e s  in Social Science, 
November 7 ,  1 9 7 3  

The development of computer language hnd analogs capable  
of interpreting and processing natural language found in elemen- 
tary mathematics is discussed. Working with linguistic theories 
in combination with t h e  spec ia l  characteristics of elementary 
mathematics, the author has developed algorithms for t h e  computer 
to accomplish the above task. 
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GRAMMAR, MEANING AND THE MACHINE ANALYSIS OF LANGUAGE 
Yorick A. Wilks 

R o u t l e d g e  & K e g a n  P a u l ,  London, 1972 

Reviewed by S t u a r t  C .  Shapi ro  
Conlputer S c i e n c e  Department 

Indiana U n i v e r s i t y ,  Bloomington 

The a u t h o r  s t a t e s  i m m e d i a t e l y  t h a t  " t he  main p u r p o s e  o f  t h i s  

book is n o t  t o  s u r v e y  r e s e a r c h  e f f o r t s ,  n o r  i s  i t  t o  g i v e  a Concep- 

t u a l  a n a l y s i s  of t h e  words i n  t h e  t i t l e ,  b u t  t O  d e s c r i b e  a s y s t e m  o f  

s e m a n t i c  a n a l y s i s . "  [ p l ]  The r e a d e r  d o e s  we l l  t o  remember t h i s ,  

b e c a u s e ,  a l t h o u g h  t h e r e  are  314 e n t r i e s  i n  t h e  b i b l i o g r a p h y ,  a n d  t h e  

f i r s t  c h a p t e r  on t h e  s y s t e m  i t s e l f  b e g i n s  o n  page 9 2  o f  1 7 2  p a g e s  o f  

t e x t ,  no  c o m p r e h e n s i v e  s u r v e y  i s  g i v e n  of  t h e  r e l e v a n t  l i t e r a t u r e .  

I n d e e d ,  s u c h  a s u r v e y  would  b e  a m a s s i v e  baok  i n  i t s e l f  s i n c e  i t  would 

i n c l u d e  much work f rom compu te r  s c i e n c e ,  linguistics, p s y c h o l o g y ,  p h i l o -  

sophy and  l o g i c .  The l i t e r a t u r e  t h a t  i s  d i s c u s s e d  i s  p r e s e n t e d  o n l y  

i n  s u p p o r t  o f  t h e  a u t h o r ' s  a rgument  t h a t  t h e  a i - m  of l a n g u a g e  a n a l y s i s  

i s ,  a n d  a l w a y s  h a s  b e e n ,  n o t  t h e  judgement  o f  t h e  d e g r e e  o f  grammat i -  

c a l i t y  b u t  t h e  e x p l i c a t i o n  o f  mean ing .  The b i b l i o g r a p h y  and l i t e r a -  

t u r e  d i s c u s s i o n ~ a l s o  remind t h e  r e a d e r  o f  t h e  s low p a c e  o f  p u b l i s h i n g .  

The book was p u b l i s h e d  i n  1972 and r e p o r t s  o n  wdrk  s u b s t a n t i a l l y  com- 

p l e t e d  by  1 9 6 8  [ 5 ] .  Excep t  f o r  one  p a p e r  b y  W i l k s  h i m s e l f ,  no b i b l i o -  

g r a p h y  =i .Lem i s  more r e c e n t  than 196'). The mcan ing  i n  tht: t e x t  o f  

" r e c e n t "  must be u n d e r s t o o d  i n  l i g h t  o f  t h i s  f a c t .  



Wilks makes one mistake i n  h i s  background discussion'that deserves 

comment since it leads him t o  reject a p o s s i b l e  approach for a fa lse  

reason. He, correctly, charactbrizes t h e  Artificial Intelligence (AI) 

approach to the "problem of 'meaning and the machine '' [p . 31 as an 

attempt t o  get machines t c u  vunderstand" languages,  but  he rejects this 

approach because he misunderstands one of t h e  basic paradigms of AT-- 

t h e  Turing t e s t  [3].  Wilks misstates the Turing test [p.  5 , 6 ]  in such 

a way that  Weizenbaumvs ELIZA program []1] passed the misstated test 

2 Wilks s t a t e s  t h a t  ELIZA "hbs passed Turing's test, and has done 

it by such simple minded procedures as to devalue the notion of !under- 

staqding by machines' as an approach to the problem o f  'meaning and 

the machiner...We~ienbaumfs work has, from w i t h i n  AT I t s e l f ,  produced 

a d i sappo in t ing  answer f o r  those  who hoped that 'machine understanding1 

would provide a s o l u t i o n  to the MT problem." [ p .  6 ,71  O f  course ELIZA 

d i d  not  p a s s  T u r i n g ' s  test, and i s  accepted in the A 1  community as a 

dernonstralilon of how much can be done by  a program without unders tanding 

The semantic system Wilks describes, Computable Semantic Deriva- 

tions [CSD), i s  designed s o l e l y  t o  disambiguate word-senses. This is, 

for Wilks, the major  task in language ana lys i s  s i n c e  he sees t h e  main 

am of language analysis as e x p l i c a t i o n  of meaning and, "to be meaning- 

ful is to have one and only one of a number of p o s s i b l e  in t e rp re t a -  

tions...with respect to some dictionary." [pp.  23,301 For  Wilks,  a 

sentence like "Colorless green ideas sleep furiously" is meaningless 

not because it has no reading, but because it has several. It i s  pos- 

sible t o  embed the sentence in a context  that will g ive  it a unique 

reading--therefore, a meaning, and it is ~ o s s i b l e  to do t h i s  in severa l  

ways. 



CSD does not produce a parse tree of the sentences it analyzes, 

although it does a small amount of what might be considered syntactic 

analysis. It also does not produce a representation of the "meaningt1 

of the sentences, for example, of the sort adequate for a question- 

answering system. What it does is to assign word senses to the con- 

tent words of t h e  text and, by use of various combination rules, attempt 

to assign a single word sense to each word occurrence in the text. A 

word sense i s  r e p r e s e n t e d  by a "semantic formula" and a "sense descrip- 

tlon.!' A semantic formula is a list s t r u c t u r e  whose atomic elements  

are selected f rom a s e t  of 53 pr i rn l t lve  semantic classifiers. The 

sense description is a l i s t  or Eng l i sh  words providing an informal 

description of the word sense. The semantic classifiers correspond t o  

Katz and Fodor l s  semantic markers 1 and the sense descriptions to 

KFfs distinauishers. The semgntic fdrmulae ace, however, more complex 

than KF1s simple l is ts  and* Wilkf s combination ru les  are mope complex 

than KF s projection rules, and apply across sentence boundaries. h'i lks s 

system recommends itself by being ernbodied in a computer' program that 

runs and produces readings of  paragraphs  of text. It is only when a 

theory  is embodied in a running program t h a t  one can be sure that it 

is wel i  defined and can discover what it predicts for any case.  

Another strong feature of CSD is its Expand facility designed to 

model "our undoubted ability to recognize and understand words being 

used in a new, or possibly metaphorical, sense ,  as in Dylan Thomasls 

'A grief agotw [p. 541. When a r e a d i n g  cannot b e  produced f o r  a 

paragraph, Expand constructs a new sense far some worti and attempts to 

resolve the paragraph using this new word sense. However, the new 

sense is always a sense of some other word in the paragraph [p.  1671. 



The book i s  n o t  s e l f - c o n t a i n e d .  D e t a i l s  o r  C S D  wh ich  a r e  ncces -  

sary for a full u n d e r s t a n d i n g  a re  c o n t a i n e d  n o t  i n  t h e  book b u t  i n  t h e  

a p p e n d i c e s  o f  t h e  e a r l i e r  t e c h n i c a l  r e p o r t  [ 5 ]  t o  which the r eader  i s  

f r e q u e n t l y  r e f e r r e d .  The book was a l s o  n o t  p r o o f r e a d  w e l l .  For 

exampl'e, page 83 ends  a t  t h e  end o f  a p a r a g r a p h  and page 84 beg ins  i n  

t h e  midd le  of a s e n t e n c e .  

The C S G  a p p r o a c h  i s  p r e s e n t l y  b e i n g  a p p l i e d  t o  machine translation 

[ 6 ; 7 ; 8 ! .  I t  i s  r a d i c a l l y  d i f f e r e n t  f rom other c u r r e n t  a p p r o a c h e s  r o o t e d  

i n  l i n g u i s t i c s  and l o g i c .  I t s  adequacy as a model awaits p s y c h o l o g i c a l  

t e s t i n g .  I t s  adequacy  as a program has been  d e m o n s t r a t e d  b u t  s o  f a r  

o n l y  on a f e w  small  e x a m p l e s .  
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Comprehension 

Anne-Louise Guichard Radimsky 

Doctoral d i s s e r t a t i o n ,  1 9 7 3  
Department of E l  e c t r i  ca1  Engineer ing  and C o m p u t e r  S c i e n c e s  
U n i v e r s i t y  of C a l i f o r n i a ,  Berkeley 

SPEC is a SNOBOL IV program designed after W. L. Chafe's 
theory of syntax and semantics. A preprocessor detects misspel- 
lings, idioms, and abbreviations and creates a lexical table. A 
parser has a top-to-bottom CF component using a deep-structure 
grammar: it also has a transformational component to eliminate 
semantic elements superimposed on a kernel sentence. A semantic 
component of the parser checks whether given structures are mean- 
ingful and directs the selection of 
rules. In a third phase, anaphoric 
nize coreference and insert the new 

possibly applicable syntaceic 
and linkage components recog- 
sentence in an already con- 

structed structure. 

S. M. Strong 
Department of Computer and Information Sciences 
Ohio State University 
Columbus 

Journal of A m e r i c a n  Society f o r  Information S c i e n c e ,  10 - 2 4 ,  
Jan - F e b ,  1 9 7 4  

An algorithm which generates non-linear representations of 
English text using the results of a syntactic analysis system and 
a set of rules which prescribe linkages to generate a graph of a 
sentence. The shape of these graphs corresponds to the syntax of 
the sentence; the labels correspond to the vocabulary of the sen- 
tence and the edge types correspond to case grammar roles. The 
sentence graphs can then be interconnected at common nodes and 
analyzed according to common edges. Preliminary experimentation 
has yielded promising results. It appears that the algorithm pro- 
duces a representation of English text which could be quite useful 
in automati c language processing. 



Comprehension 

AN I NFORMATI ON-STRUCTURE BASED METHOD FOR 

EXTRACTING MEANING FROM INPUT SENTENCES 

S. Ohsuga 
Institute of Space & Aeronautical Science 
University of Tokyo 

P r e p r i n t  , I n t e r n a t i o n a l  C o n f e r e n c e  on C o m p u t a t i o n a l  ' ~ i n ~ u i s t i c s ,  
P i s a ,  1 9 7 3  

Report of research on a natural language based information 
structure for storing semantic information and recognizing the logi- 
cal relations between two statements. It comprises a system for 
transforming a simple sentence into a standard form and for deducinc 
from the latter an answer to a question. 

C. K. Riesbeck 
Computer Science Department 
Stanford University 

Preprint, I n t e r n a t i o n a l  C o n f e r e n c e  o n  C o m p u t a t i o n a l  L i n g u i s t i c s ,  
P i s a ,  1 9 7 3  

A model of human language comprehension and a des~ription of 
its implementation., The basic mechanism assumed is expectation. 
All processing is done in terms of expected situation and of actions 
to if these situations arise. The program uses this mechan- 
ism to build structures that represent the meanings of English sen- 
tences. 

Brian Phillips 
State University of .New. York 
Buff a10 

Preprint , I n t e r n a t i o n a l  Conference on C o m p u t a t i o n a l  L i n g u i s t i c s  
P i s a ,  1 9 7 3  

Description of a computer system for analysis of the topic 
organization of discourse based on a network model of cognitive 
knowledge. The system works in four steps: parsing, normaliza- 
tion, topic analysis, output. The normalization processes, which 
are the main concern of the article, establish potential referents 
for proforms, link the discourse to the cognitive network (ency- 
clopedia), and introduce general information omitted from discourse. 



Comprehension 

A. $. Melby 
Brigham Young University 

P r e p r i n t  presented a t  the Interdational Con fe rence  on C o m p u t a t i o n a l  
L i n g u i s t i c s ,  Pisa 1 9 7 3  

Junction Grammar is a generative grammar which recognizes 
4 levels: the real world (object) level, conceptual level consis- 
ting of sememes interrelated by junctions, lexical level and sur- 
face level. The project at Brigham Young University performs 
analysis of susface level expressions into conceptual lever, ad- 
justments at this levelL*for incompatabilities between languages, 
and synthesis to surface level. 

AUTOMATI c INFERENCE OF SEMANTIC DEEP STRUCTURE RULES I N  

GENERATIVE SEMANTIC GRAMMAR 

S. Klein 
Computer Science Department 
University of Wisconsin 
Madison 

Preprint : I n t e r n a t i o n a l  C o n f e r e n c e  on C o m p u t a t i o n a l  L i n g u i s t i c s ,  
P i s a ,  1 9 7 3  

A brief explication of a system for the auto ma ti^ infer- 
ence of semantic deep structure rules in generative semantic gram- 
mars. A representation of deep structure is given in the nota- 
tion of a 4-dimensional network with properties sf at least 2nd- 
order predicate calculus, and also in the notation of a compiler- 
driven behavioral simulation language that describes and modifies 
the linguistic conceptual universe of the speaker. The system is 
able to make grammatical-semantic inference within the frameworks 
of all current generative semantic linguistic models. 
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A MODEL FOR SYNTHESIS OF CZECH 
( M o d e l  ' sinteza c e g s k o g o  j a z y k a )  

J. Panevova 
Charles University 
Prague 

A u t o m a t i c  T e x t  Processing 63-71 

This model for Czech t e x t s  is based on the multilevel 
f u n c t i o n a l  approach developed a t  the Charles U n i v e r s i t y  i n  Prague. 
The model consists of a set of puch-down automata which in sev- 
eral successive s t e p s  translate (transduce) a semantic represen- 
tation of a s e n t e n c e  i n t o  its graphemic representation. An ex- 
ample of t h e  g e n e r a t i o n  of a s e n t e n c e  i s  included. 



In£ erence 

ANSWERING SYSTEM 

Jack Mihker, James R. McSkimin and Daniel H. Fishman 
Department of Computer Science Department of Computer Science 
and Computer Science Center University of Massachusetts 
University of Maryland Amherst 
College Park 

A r t i f i c i a l  Intelligence, 4 ,. 225-243, 1 9 7 3  

An approach for bringing semantic, as well as syntactic, 
information to bear on the problem of theorem-proving search for 
Qu,esgi'on-Answering (QA) Systems is described. The approach is 
embodied in a search algorithm, the Q* sear'eh algorithm, developed 
to control deductive searches in an experimental system. The Q* 
algorithm is part of a system which incorporates both the Q* algo- 
rithm, which performs the search required t6 answer a query, and 
an inferential component, which performs the logical manipulations 
necessary to deduce a clause from one or two other clauses. The 
inferential component includes many refinements of resolution. 
The Q* algorithm generates nodes in the search space, applying 
semantlc and syntatic information to direct the search. Use of 
semantjcs permits paths to be terminated and fruitful paths 'to be 
explored. 

L. ~ikl6ssy, V. Marinov and A. Rich 
Computer Sciences Department Mathematics Department 
The University of Texas The University of Texas 
Austin Austin 

A r t i f i c i a l  I n t e l l i g e n c e ,  4 ,  1 - 2 7 ,  1 9 7 3  

Although breadth-first search procedures cannot explore 
truly large search spaces, actual implementations of such proced- 
ures can result in s~rprisingFy powerful problem-solvers that out- 
perform more sophisticated heuristic search procedures. We des- 
cribe two breadth-first search procedures. The first one, S&R, 
proves theorems from Principia of Whitehead and Russell, and is 
compared to two versions of the Logic Theorist. Previous esti- 
mates of the size of the search space are significantly reduced. 
When theorems are proved in an optimal order, this order differs 
markedly from that found in p r i n c i p i a ,  while more general theorems 
than those of Principia are often found. The second system, S&M, 
adapts breadth-first search to locally infinite search spaces in 
systems of rewriting rules. S & M  is cbmpared extensively to the 
heuristic theorem-prover of Quinlan and Hunt, and to some other - 

theorem provers. 
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J. R. Hartley and D m  H. Sleeman 
Research Councils' Computer Based Learning Project 
The University of Leeds, U.K. 

International Journal of Man-Machine Studies, 5, 215-236, 1973 

This paper suggests criteria against which the " i ~ l f e l l i -  
gence" of a beaching machine can be judged. With t he  electronics 
computer in Mind, distinctions are made between pre-structured, 
generative, adaptive, and self-impraving teaching systems. From 
the work which has been carried out at Leeds, examples are taken 
which illustrate the chfaracteristics and intelligence of these 
systems and the requirements for their implementation. 

Lawrence A. *err, Francis Dm Tuggle and H. GordonFitch 
University of Kansas 
Lawrence 

International Journal of Man-Machine S t u d i e s ,  6 ,  105-124, 1974 

The philosophy of computer-furthered instruction (CFI), 
t h e  design of a CFI system used in an undergraduate course in 
probability theory and statistics in a s c h o o l  of business, and 
performance and process tests of the effects of introducing the 
CFE system. C F I  systems do not replace traditional methods used 
in teaching .(e.g., lectures), but take advantage of zeal time com- 
puting to allow thg students to see and perform assignments other- 
wise impossible. Contrasts between CFI and CAI systems, the 
course in itg standard format,.traditional problems in teaching 
this course, the programs used. Sample CFI conversations. Sta- 
tistical tesCs of performance and process changes induced by the 
CFI system? bheir significance and implications. 



Instruction 

A COMPUTER-AIDED LEARN1 NG SYSTEM 

Jean Lavoie 
~gparternent de Ggnie Electrique 
Ecole Polytechnique 
Montrgal 

I n t e r n a t i o n a l  J o u r n a l  of Man-Machine Studies, 5 ,  3 5 5 - 3 6 9 ,  1 9 7 3  

In the framework of an educational experiment in optimiz- 
ing teaching by the audio-tutorial method, which implies frequent 
and non-periodic evaluation of each student's progress, it is 
necessary to have a computer system to realize three main objec- 
tives: (a) easy preparation of multiple questionnaires in the 
form of examinations or quizzes; (b) automatic grading of student 
papers; (c) updating a file of each student's progress. The aims 
of this paper are threefold: (1) to describe the techniqu~s used 
to fulfil the objectives of ( a )  above; (2) to point out the ad- 
vantages and the difficulties observed while using this technique 
Q £  evaluation £or a pilot group of students (about 30 tests given 
to 300 students during one semester in a static8 course); (3) to 
discuss possible extensions to the present system, mainly concer- 
ning the implementation of objectives (b) and (c) above. 

LEARNING PROCESS ON CASTE) 
G. Pask, B. C. E. Scott and D o  Kallikourdis 
System Research Ltd. 
Richmond, Surrey, U.K. 

I n t e r n a t i o n a l  Journal of Man-Machine S t u d i e s  5 ,  4 4 3 - 5 6 6 ,  1 9 7 3  

The minimal experimental situation for psychological ob- 
servation is a conversation. The logical and structural require- 
merlts for making such observations are presented in icons which 
dynamically reprehent formalisms in the abstract theory of self- 
reproducing automata. Two sorts of stable, self-reproducing sys- 
tems are distinguished: mechanically and psychologically charac- 
terized individuals. (M- and P- Individuals). A conversation is 
a P-Individual that is executed in one or more of a restricted 
class of M-Individuals (processors). The theory is exemplified 
by work on learning and teaching. Other exemplifications are 
given us as interpretations of the paradigms extant in convention- 
al experimental psychology. 
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TRANSFER FROM ALTERNATIVE PRESENTATI ONS OF 
SPELLING PATTERNS IN  INITIAL READING 

J. D. Fletcher 
California Institute for Mathematical Studies in Social Science 
Stanford University 

M i m e o g r a p h e d ,  1 9 7 3  

The investigation was concerned with the class of grapheme- 
pnonerce correspondence called spelling patterns and was intended to 
broaden empirical understanding of grapheme-phoneme correspondences 
used in teaching initial reading. 25 boys and 47 girls from three 
moderate-ability first grade c l a s s e s  were chosen as subjecks. 
These students had accumulated six minutes of session time on the 
computer-assisted reading program (CAI) phonic strand before begin- 
ning the experiment. [ERIC ED0836341 

GENERATION OF PUNCTUATION AND USAGE EXERCISES 

I N  FRESHMAN ENGLISH USING A SENTENCE POOL 

M. M. Freed 
Computer-Assi-sted Instruction Laboratory 
University of Texas 

M i m e o g r a p h e d ,  1 9 7 0  

The purpose of. PUNCT2-CW is to test the feasibility and 
practicalicy of a data base system of computer-assisted instruction 
in English. To save time and to provide comparison, this course was 
based on the objectives, format and logic of an earlier course, 
PUNCT. The present data base is a sentence pool composed of cer- 
tain sentence patterns called prototypes, each with a unique call 
number. A progtam author can call a type of sentence by hsing the 
prototype name. [EDRS ED084880; $. 65-MF, 3.29-HC] 
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Klaus Brunnstein and Joachim W. Schmidt 
Institute of Inform8~tics 
H a b u r g  University 

I n t e r n a t i o n a l  Journa l  of Computer a n d  I n f o r m a t i o n  S c i e n c e s  , 2 , 2 , J 9 7 3  

Ah attempt to use special techniques to introduce informa- 
tion systems into learner-controlled instruction on a broader 
basis than encounte~ed today. To do Ehis, "information networks" 
are defined to add to the information stored in the data base 
some kind of semantic understanding of the logical struct..urews in- 
volved. This approach differs from others, in that the student 
(or user) works himself with the information network, while other 
approaches try to guide the learning process via conversational 
programs which are generated according to a given network. 

Raymond S. Nickerson and Kenneth N. Stevens 
Bolt Beranek and Newman Xnc. 
Cambridge, Massachnsetts 

I E E E  T r a n s a c t i o a s  on A u d i o  and E J e c t r o a c o u s t i c s  , A U - 2 1 ,  5 ,  1 9 7 3  

An attempt to develop a computer-based system of speech- 
training aids for the deaf. S'ome of the problems associated with 
the speech of the deaf are briefly reviewed. Reasons for attemp- 
ting to apply a digital computer to the problem of speech train- 
ing are given. The system and its display capabilities are des- 
cribed. The importance of evolving such a syctem through a close 
interaction of deveiopers and users is stressad. 



R. H. Bigelow 
California Institute of Technology 

Mimeographed, 19 73 

A bulk-data input processor which is available for the rapid- 
ly extensible language (REL) English uersions is described. In REL 
~nghlsh versions, statements that declare names of data items and 
their interrelationships normally are lines from a terminal or cards 
in a batch input stream. These statements provide a convenient 
means of declaring some names and stating some facts, and they are 
especially useful in the interactive mode. [ERIC ED0836151 

REL -- AN INFORMATION SYSTEM FOR A DYNAMIC ENVIRONCENT 

Bozena H. Dostert 
California Institute of Technology 

Mimeographed, 1973 

Three outstanding features of the rapidly extensible lan- 
guage (REL) system are discussed. REL itself is an integrated soft- 
ware system designed to facilitate conversational interaction with 
the computer, especially by those working with dynamic, highly in- 
terrelated data. [ERIC ED0838101 

THE REL COMMAND LANGUAGE 

S. Gomberg 
California Institute of Technology 

M i m e o g r a p h e d ,  1973 

Three basic notions -- version, session and command language 
-- are discussed which are essential for a user of the rapidly ex- 
tensible language (REL) system. The first is defined as a language 
- data base package consisting of a language, data and definitions. 
A session is skipulated to be the period during which the user op- 
erates at a terminal, and the command language is the means by 
which he communicates w j t h  and manipulates other versions. ~etails 
are provided about the commands used. [ERIC ED0838141 



Documentation 

Jon Rickman W. E. Walden 
Department. of Computer Science Department of Col~puter Science 
Pennsylvania State Univer3ity Washington State University 
University Park Pullman 

I n t e r n a t i o n a l  J o u r n a l  o f  C o m p u t e r  a n d  I n f o r m a t i o n  S c i e n c e s , 2 , 2 , 1 9 7 3  

A data structure for plant pathology thesaurus is imple- 
mented'as a continuous string of characters. A hashing function 
is used to access terms and their related terms. A prefix hash- 
ing schema is described which permits thesaurus file access with 
partial spellings and defines file blocking to i-mprove sequential 
(alphabetic) scans. Sequential searches within blocks permit 
full word matching when desired. A general system and file struc- 
ture is proposed with display formats and a user command language. 

DOCUMENT RETRIEVAL 

P. Ein-Dor 
School of Business Administration 
Tel Aviv University 

C a n a d i a n  J o u r n a l  o f  O p e r a t i o n a l  R e s e a r c h  a n d  I n f o r m a t i o n  Proces- 
sing, 1 2 ,  1 ,  8 7 - 1 0 8  F e b r u a r y ,  1 9 7 4  

Inverted lists and tree structures are compared in terms 
of their efficiency as indexes for document retrieval. The rel- 
ative efficiency of search is shown to depend on the structure of 
the information file, the form of queries posed to it and the in- 
teraction between them. Formulae are developed for computing the 
amount of search in each case and examples are provided. 



ON THE PROBLEMS OF TIME,  R E T R I E V A L  OF TEMPORAL R E L A T I O N S ,  

C A U S A L I T Y ,  AND COEXISTENCE 

Nicholas V. Findler and Bavid Chen 
Department of Computer Science 
State University of New York 
Buff a10 

I n t e r n a t i o n a l  J o u r n a l  o f  Computer and I n f o r m a  ti on S c i e n c e s ,  2 , 3 ,  
1 6 1 ,  1 9 7 3  

Intelligent question-answering programs do more than re- 
trieve "raw" data; they make deductive inferences in order to 
r e t u r n  all valid relponses. They report logical inconsistencies, 
possibly at the data input phase. Similarly, more information is 
requested from the user if a question asked proves to be ambigu- 
ous. A question-answering system of the above type has been de- 
signed and implemented. Besides retrieving explicit and implicit 
temporal relations, the system discovers potentially cawal rela- 
tionships which also satisfy different time restrictions. Ques- 
tions concerning a generalized concept of coexistence can also be 
answered. It is hoped that programs of a similar nature will be- 
come of much pragmatic use to researchers in physics, chemistry, 
biology, etc., in evaluating complex, interrelated experimental 
data. Several additional applications for this type of program 
are mentioned, ranging from problems in criminology to air traf- 
fic control. The Associative Memory, Parallel Processing Lan- 
guage, AMPPL-11, was found rather satisfactory for the project. 
I t  is finally sugges,ted that the system being described could 
serve as a component in a complex cognitive mechanism. 

A METHOD OF CONSTRUCT I NG I NFORMATI ON LANGUAGES H A V I  NG GRAMMAR 

G. E. Vleduts and N. A .  Stokolova 
(Translated from Russian by J. Lineweaver, Iowa State University) 

M i m e o g r a p h e d ,  1 9 7 3  

Presents the main features of a method, used for construc- 
ting information langbages with 'grammar' for some fields of 
natural sciences. A s  tools for recording syntagmatic relations... 
'standard phrases1 are used; these are multiplace predicates of a 
special kind describing typical situations corresponding to cate- 
gories of facts which are significant for the given subject area. 
Statements obtained from some types of 'standard phrases' are 
used as 'composite terms' in some other 'standard phrases', this 
leading to a many-leveled hierarchy of 'standard phrases'. Exam- 
ples from chemistry, biology and geography are given. 
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THE USE OF SELECTED PORTIONS OF TECHNICAL DOCUMENTS AS SOURCES 

OF INDEX TERMS AND EFFECT ON INPUT COSTS AND RETRIEVAL 

EFFECTIVENESS 

H. H. Schumacher, X. F. March and F. L. Scheffler 
Dayton University 
Ohio 

M i m e o g r a p h e d  1 9 7 3  

Looks at the effect of using various portions of technical 
reports as sources of indexing terms on input costs and retrieval 
effectiveness. Results of an experiment showed the body of the 
document could be excluded as a source of index terms. This re- 
duced unit cost from $10 to $8.25. [NTIS Order XC-761-808;$4.85] 

LINGU I STI c ASPECTS OF AUTOMATI c ANALYS IS OF ABSTRACTS 
( ~ i n ~ v i s t i z e s k i e  aspekty a v t o r n a t i z e s k o j  o b r a b o t k i  a n n o t a c i j )  

E. ~enegova 
~aborato?! algebraickg lingvistiky 
Charles university 
Prague 

Automatic T e x t  P r o c e s s i n g ,  7 9 - 8 5  

Brief information on the system under development at 
Charles University, Prague, for automatic analysis of abstracts. 
The system, based on analysis of syntactic and semantic relations 
in a t e x t ,  distinguishes two classes of text elements: (1) rela- 
tional words and their semantic representations, (2) terms which 
can be used as arguments of the relational words. The need ,for 
standardization of the language of abstracts is stressed. 
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SYSTEMS BY ALGORITHM 

W. G. Hoyle 
~ational Research Council 9f Canada 
Ottawa 

I n f o r m a t i o n  S t o r a g e  and R e t r i e v a l ,  9,4, 1-10, 1972 

Brief description of system, based on Baye's theorem, for 
automatic indexing and document classification. For 124 documents 
assigned to 9 different c a t e g o r i d ,  the system indexed 97 documents 
in agreement with human indexers. Classification into the 9 cate- 
gories also agreed half of the time. 

N. R o  Greenfeld 
California ~nstitute of Technology 

Mimeographed, 1 9 7 2  

Data analysis and supporting collputer software systems are 
s tod ied .  The idea of  data analysis as an experimental science in- 
volving data-gathering and theory building is developed. Langmge's 
role as a determinant  of meaningful theory and the informativeness 
of a language and data base pair  are studied, along with t h e  s t a t i c  
and dynamic aspects of data analysis. Computer systems useful for 
data analysis are surceyed, with special attention paid to language 
restrictions* [EDRS ED083811 $ 0 . 6 5 - ~ ~ ,  6 - 5 8  HC] 

AUTOMATI c ERROR CORRECTION IN NATURAL TEXT SUPPLEMENT 

A.  J. Szanser 
Division of Computer Science 
National Physical Laboratory 
Teddington, England 

N a t i o n a l  Physical Labora tory ,  Report No. 6 3 ,  1 9 7 3  

This supplement to "Final Report on Automatic Error Correc- 
t i o n "  is a s u m r m r y  of the procedure for automatic short-word and 
abbreviation error-correction, correction of disjoined words and 
o f fused words. The experimental results demnstrate the efficiency 
of the procedure chosen. 
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Gerd Beling Hans Jochen Schuck Gernot Wersig 
~okschun~sinstitut ~undessprachedamt Institut £fir medizin- 
fiJlr Fynk und HQrth ische Statistik und 
Mathematik Dokumentation der 
Wachtberg-Werthoven Freien Universitat 

Berlin 

Repor t  No. 2 0 4 ,  F o r s c h u n g s i n s t i t u t  fur F u n k  u n d  M a t h e m a t i k ,  1973 

The establishment of a multilingual thesaurus is one way 
of obtaining a documentation language suitable for use in several 
natural languages. Guidelines are needed most when the thesaurus 
is part of a documentation system. This Guide discusses termino- 
logical control, semantic factoring, hierarchies, transliteration, 
homographv, synonymy, and indexing. It also deals with adminis- 
tration and step-by-step control of operations. 

INFORMATI ON-RETR I EVAL LANGUAGE 
( S t r u k t u r n y j  p o d x o d  k Iingvistike i s o z d a n i e  g i b r i d n o g o  inforrn-  
ac ionnogo jaz y k a )  

E. S e l j a n  

Automatic Text P r o c e s s i n g ,  7 3 - 7 8  

A project in Bulgaria to design an information retrieval 
language for Bulgarian texts. The language consists of the set 
of i.ndexes characterizing the field of a document, and the voca- 
bulary of extended roots of Bulgarian words. Some questions of 
synonymy and multi-word terms are discussed. 
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( I n t r o d u c t i o n  2 l a  t r a d u c t i o n  a u t o m a t i q u e )  

A. R. Gouin 
Department of National ~ e f e n s e  
Ottawa 

M i m e o g r a p h e d  1 9 7 4  
E c o l e  n a t i o n a l e  d ' a d m i n i s t r a  t i o n  p u b l i q u e  
~ n i v e r s i t g  d u  ~ u g b e c  

Elementary information on machine translation, its scope, 
limitations, goals, the state of the art. Short description of 
the SYSTRAN Russian-to-English system. 

Shigeharu Sugita 
Department of Information Science 
Kyoto University 

Proceedings o f  the F i r s t  I n t e r n a t i o n a l  S y m p o s i u m  on C o m p u t e r s  and 
Chinese  X n p u t / O u t p u t  S y s t e m s ,  T a i p e i ,  1 9 7 3  5 5 5 - 5 7 2  

Translation programs from English into Japanese and from 
Japanese into English were implemented in order to investigate 
the adequacy of context-free grammar as a model of English and 
Japanese. The computer system is NEAC 2200/200 w i t h  core memory 
of 32K characters of 2 p s  cycle time and disk memory of 9.2 Mch 
for dictionary storage. A minicomputer MAcC-~F manages input and 
output of sentences and correction of the grammar table. The 
word dictionary contains 8000 head words and the grammar table 
contains about 900 rewriting rules. About 70% of sentences from 
scientific or technological papers are analyzed correctly from 
the syntactical point of view. Results of English into Japanese 
translation can be spoken through speaker by a voice synthesizer. 



Programming 

ENGLI'SH AS A VERY HIGH LEVEL LANGUAGE FOR SIMUL&TION PROGRAMMING 

G. E. Heidorn 
IBM Thomas J. Watson Research Center 
Yorktown Heights, N.Y. 

RC 4 5 3 6  Computer S c i e n c e s  No. 20187 1973 

An automatic programming system which produces simulation 
programs from information obtained through natural language dia- 
logue has been implemented under CP-CMS on the IBM 360-67. The 
information obtained from an English conversation about a simple 
queuing problem is used to build a language-independent entity- 
attribute-value data structure. From this structure both an 
English description of the problem and a CPSS simulation program 
for it can be produced. This processing is done by a FORTRAN 
program which interprets sets of decoding and encoding rules 
written in 6 specially developed grammar-rule language. 

Edmund C. Berkeley, Andy Langer, and Casper Otten 
Associates, F r o n t i e r s  Group 
Newtohville, Massachusetts 

Computers a n d  A u k o m a t i o n ,  J u n e  1 9 7 3  

The task is to "produce a definite, efficient, and rather 
mall program which will take in ordinary natural language speci- 
fying any one of many kinds of calculations, and will put out 
automatically a computer program wliich will correctly handle any 
sample of any kind of those calculations.'' 

The principles are "Appropriate Neglect, the Preferred 
Synonym, Relevant Context, a S e r i e s  of Separate Statements, State- 
ments of Reasonable Length, a Finite Vocabulary, Gradual Develop- 
ment, Questioning by the Clerk," etc .  

" W e  have t a k e n  ordinary natural language and produced pre- 
cise computer programs from it. 11 



Robotics 

Gary G .  Hendrix 
Department of Computer Sciences and CAI Laboratory 
The U n i v e r s i t y  of Texas 
Ausbin 

A r t i s i c i a l  Intelligence 4 ,  145-180, 1 9 7 3  

A new methodology for the construction of world models i s  
~ r e s e n t e d .  T h e  c e n t r a l  feature of t h i s  methodology is a mechan- 
ism which makes possible the modeling of (1) simultaneous, inter- 
active processes, (2) processes characterized by a continuum of 
gradual change, (3) involuntarily activated processes (such as 
the growing of grass) and (4) time as a continuous phenomenon. 
Considerable attention is given to the application of this method- 
ology in robotics. 



Cryptography 

INTELLIGENCES 
( M e t o d y  d e s i r o v k i  ) 

B. V. Sukhotin 
Institute of the Russian Language 
USSR Academy of Sciences 
Moscow 

Astronautica A c t a ,  48, ( E n g l i s h  t e x t  4 4 2 - 4 4 5 ;  R u s s i a n  t e x t  4 4 6 - 4 5 q  

Deciphering problems may be combined into definite stages, 
each having a small number of crucial tasks: (1) Finding out the 
set of alphabetic symbols, (2) Disclosure of grammar, ( 3 )  Seman- 
tic analysis, (4) Mapping t h e  language of t h e  message knto t h e  
language of t h e  investigator, (5) Translation of the message. 
Easily operable algorithms exist for most of these stages. The 
problem of recognizing the artificiality of the message may be 
replaced by an easier task recognizing its 'intelligibility' 
The ratio of the quality of the best and the worst interpretations 
of an elementary deciphering problem may be characteristic of the 
intelligibility of the, t e x t .  



Psychology 

A COMPUTER ASSISTED STUDY OF THE VOCABULARY OF YOUNG NAVAJO 

CHILDREN 

Bernard Spolsky, Wayne Holm, Babette Holliday, and Jonathan Ernbry 

Computers a n d  t h e  Humanities 7, 4 ,  209-218, M a r c h  I 9 7 3  

In recent years there have appeared a large number of 
studies of child language suggesting t b  us a number of different 
approaches to our task. We might have chosen to study the lan- 
guage of one child in depth, or to survey a number of children. 
We could choose to work with a corpus of free speech, to elicit 
specific linguistic forms, or to test the child's 'understanding 
of selected items. We could focus our attention oh phonology, 
syntax, lexicon, semantics, or style, or try to covecr all of them. 
We met first with a group of Navajo language experts to explore 
each of these approaches. Taking i'nto account their suggestions, 
our specific goals, and the practical 1imitati.ons we faced, w e  
finally decided to base our study on a recorded collection of 
speech of six-year-old children; with this, corpus WE could study 
letter and word frequency, spelling patterns, and morphological 
complexity and start looking at syntax. 

A. COMPREHENSIVE AUTOMATED PSYCHOLOG I CAL EXAMI NATION AND REPORT 
(CAPER) 
Daniel Paitich 

B e h a v i o r a l  S c i e n c e ,  18, 131-1 36 

A program is descxibed that generates psychological reports 
autsmatically for a battery of standard measures gf intelligence 
and in adults. Problems are encountered in the pro- 
g r a h i n g  of a battery of tests that are not. present in the single 
test automated systems . t h a t  are available. The 'standard measures 
include the Raven MMPI, and 16PF as measures of non-verbal intel- 
ligence, psycho~athology and personality traits, respectively. 
Newly developed measures also are included; a multiple choice ver- 
sion of the WAIS vocabulary subtest, a questionnaire dealing with 
family interaction, and a sexual history questionnaire. All tees 
are interpreted by simple procedures that involve the printing of 
sentences or short paragraphs when scores fall in a given range. 
In the case of MMPI, the configural systems of Gilberstadt and 
Duker, Ma.rks and Seeman, and the Mayo Clinic have been included. 
The system provides a comprehensive clini,cal repor$ that seems 
adequate and requires little time for a psychology staff member. 



Anthropoloqy 

Nicholas V. F i n d l e r  
Department Of Computer Science 
Sta te  University of N e w  York 
Buffalo 

B e h a v i o r a l  Science 18, 68-71 

The present work adds new dimensions of power and flexi- 
b i l i t y  to an earlier formulation of a programming sys tem t h a t  
could generate and query kinship structures. The use of the 
associative memory, p a r a l l e l  processing language AMPPL-11, and 
particularly i t s  definitional capability, have proved to be of 
a great help in programming. 



Neural Nets 

William L. Kilmer and Michael A. Arbib 
Computer and Information Science 
University of Massachusetts 
Amherst 

I n t e r n a t i o n a l  J o u r n a l  of Man-Machine S t u d i e s ,  5 ,  5 7 7  - 583, 1 9 7 3  

Brindley (1967 ,  1969, 1972) has discussed nets of several 
types of formal neurons, many of whose functions are modifiable by 
their own input stimuli. Because Brindley's results are widely 
referred to, for example Marr (1970,  1971 )  and include some of the 
scarce non-trivial theorems on learning nets, it is important that 
serious side-conditions be made explicit. The language of finite 
automata is used to mathematicize the problem sf adaptation suf- 
ficiently to remove some ambiguities of Brindley's approach. We 
close the paper by re la t ing  our framework t o  other formal studies 
of adaptat ion.  

Kenan E. Sahin 
University of Massachusetts 
Arnhers t 

I n t e r n a t i o n a l  J o u r n a l  of Man-Machine S t u d i e s ,  5 ,  567 - 5 7 5 ,  1973 

Given a large net in which connectivity is primarily to 
near neighbors, how can responses to a generally broadcast request 
be routed to t h e  site of the request? A routing procedure which 
does not require site information is based on the Selcuk Principle, 
each module remembering only on which input channels the r e q u e s t  
had first ar r ived .  The procedure is successfully applied to a 
neural network model proposed by Eccles and to one advanced by 
Burns. The strongest requirement is switching arqong output chan- 
nels and this appears consistent w i t h  findings of selective inva- 
sion of axonal arborization. The prbcedure is applicable to con- 
tent-based addressing, to computer communication nets and to pat- 
tern recognition: the image o i  the "retina" is transformed i n t o  a 
time spectrum of responses, the analysis of which yields informa- 
tion on angle, size, curvature, and position of the edges. 



Neural N e t s  

A THEORY FOR THE NEURAL BASIS OF LANGUAGE, 

PART 1: A NEURAL NETWORK MODEL 

Robert J. B a r o n  
Department of Computer Science 
University of Iowa 
Iowa C i t y  

I n t e r n a t i o n a l  Journal of Man-Machine S t u d i e s  6 ,  1 3  - 4 8 ,  1974 

A detailed functional d e s c r i p t i o n  of elementary visual- 
linguistic processes: (1) selection and'neural encoding of visual 
patterns; (2) r e p r e s e n t a t i o n  of visual experience in memory; 
(3) mechanisms of association between visual and verbal informa- 
tion including (a) naming images, (b) naming positional relation- 
ships, (c) naming size and shape attributes, and (d) imaging pic- 
torial information previously stored; (4) neural representation 
of phrases and simple sentences; (5) recognition of simple sen-  
tences and the concept of meaning; and (6) verbally-direcrted re- 
ca l l  of v i s u a l  experience. Control strategies for networks. 
Computer-simulation studies. Processes demonstrated by simula- 
tion: (1) verbally, d i r e c t e d  visual recall ; (2) verbal understan- 
ding; (3) aspects of l e a r n i n g  and forgetting; ( 4 )  dependence on 
contextual information; and ( 5 )  elementary concepts aP sentence 
generation. 




