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This paper is devoted to present a new appro- 
ach to natural language understanding which is 
called here goal-oriented parsing. The interac- 
tion in natural language with a r t i f i c i a l  sy- 
stems (robots, data base systems, program gene- 
rators, question-answering systems, etc.) does 
not require in most cases of actual interest 
a fu l l  (human l ike) comprehension of natural 
language in all i ts  details and nuances. A par- 
t ia l  understanding is often enough ,wich ex- 
tracts from the natural language expressions 
the only signif icant information which is ne- 
cessary to construct a correct formal input for 
the target system. In such a model of comprehen- 
sion the same meaning is assigned to several 
di f ferent natural language expressions, thus 
defining a many-to-one mapping between natural 
language sentences and corresponding formal re- 
presentations. We argue that a bounded scope, 
restr icted, goal-oriented understanding of natu- 
ral language may greatly increase the efficency 
of representation models and parsing algorithms, 
thus allowing the construction of effective 
systems. This claim is supported by the design 
and implementation of a natural language inter- 
face to a relational data base called NLI and 
developed at the Milan Polytechnic A r t i f i c i a l  
Intelligence Project. In the paper the archi- 
tecture of the system, the l inguis t ic  models, 
and the parsing algorithms are presented and 
i l lust rated through selected examples. Promising 
directions for future research are outlined as 
well. 

l . lntroduction 

The development of natural language under- 
standing systems has received in the last years 
a growing interest, both in the area of compu- 
tational l inguist ics and a r t i f i c i a l  i n t e l l i -  
gence. In this f ie ld a lot  of running systems 
have been implemented which are based on di f fe-  
rent l inguist ic  models and parsing algorithms. 

This paper is devoted to i l l us t ra te  NLI, a 
natural language understanding system which has 
been developed at the Milan Polytechnic Ar t i -  

f i c ia l  Intelligence Project for the inquiry 
in I tal ian of a relational data base. NLI is ba- 
sed on a new approach to natural language under- 
standing called here goal-oriented comprehension. 
I t  is claimed that the understanding act iv i ty  
may be correctly defined only i f  the purpose 
or goal of the comprehension is clearly specified, 
and that the same sentence may have several d i f -  
ferent meanings depending on the purpose for 
which i t  is considered. I t  follows that the com- 
plexi ty of the natural language understanding 
task depends, in addition to the inner l inguist ic  
or structural complexity of the sentence which is 
considered, on the complexity and extent of the 
scope of the understanding ac t iv i ty ,  Therefore, 
we can argue that, i f  one confines the understan- 
ding ac t iv i ty  to well defined and bounded goals 
(as i t  is generally possible in most of the natu- 
ral language processing applications), i t  should 
be possible to develop ad hoc l inguist ic  models 
and parsing algorithms which are particulary 
f i t t i n g  and eff icent. Such models and algorithms 
wi l l  obviously s t r i c t l y  depend on the part icular 
goal which is considered and wi l l  generally not 
hold for very dif ferent scopes. Let us outline 
that goal-oriented understanding implies a boun- 
ded scope, incomplete,and in some way diagonal 
comprehension, in which any detail and nuance 
which is not relevant to the goal is ignored. 

In the design of NLI the classical topic of 
data base inquiry has been chosen as application 
domain and the goal of the understanding process 
has been defined as that one of translating the 
user's natural language queries into the formal 
query language QBE (Query-By-Examplel5). The ado- 
pted l i gu is t i c  model is strongly semantics based 
and doesn't take into account,as much as possible, 
the syntactic aspects of the sentence to be ana- 
lysed I. The l inguist ic  information needed for 
the parsing is stored in a lexicon and a base of 
the heuristics,and the parsing algorithms are 
s t r i c t l y  dependent on the part icular goal which 
is considered.NLl has been so far developed in 
two versions,NLl-I and NLI-2; the la t ter  one, 
which is presently in an advanced development 
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stage, is the subject of this work. 

The paper is organized in the following way: 
in section two the version NLI-I is shortly i l l u -  
strated and the design specifications and cr i te-  
r ia for NLI-2 are discussed; section three is 
devoted to present the overall architecture of 
the system and the parsing algorithms which have 
been implemented; section four shows some selec- 
ted examples of comprehension; in section f ive 
some promising directions for future research are 
i l lust rated together with some conclusive remarks. 

2.Previous work and experimental ac t iv i ty  

In this section the f i r s t  prototype version 
of the system NLI(NLI-I) is shortly i l lus t rated.  
The functional requirements and the basic techni- 
cal decisions are then presented, on which a se- 
cond version of NLI (NLI-2) is presently being 
developed. 

NLI-I has been designed and implemented at the 
Milan Polytechnic A r t i f i c i a l  Intelligence Project 
in the years 1977-784,5 with the following aims: 
- to evaluate through a sample application the 

new model of natural language understanding 
proposed and the designed algorithms for seman- 
tic-based parsingl; 

- to study in a part icular case the most c r i t i ca l  
aspects involved by the developent of actual 
applications,such as eff iciency, memory occu- 
pations, creation and management of the d ic t io-  
naries, evaluation~of the understanding capabi- 
l i t i e s ,  etc. 

The inquiry in natural language(Italian) of 
a toy relational data base representing the cata- 
logue of a l ibrary has been chosen as an appli- 
cation domain for NLI-I. The architecture of the 
system has been structured in three sequential 
modules. The f i r s t  module scanns the input sen- 
tence, searches in the vocabulary each word 
which has been recognized through a simplified 
lexical analysis, and generates an internal re- 
presentation of the sentence in which the mea- 
ning of each word and elementary construct is 
embedded. The second module is devoted to reduce 
the ambiguities and to check the correctness of 
the structure proposed (through an algorithm ba- 
sed on set intersect ionl) ;  i t  produces a semantic 
tree which represents the formal internal repre- 
sentation of the input sentence. The third modu- 
le translates the semantic three into an equiva- 
lent sentence expressed in a formal query langua- 
ge for relational data bases (SEQUEL). 

NLI-I has been implemented in FORTRAN f i r s t  
on an UNIVAC II00 and, later,  on a Digital 
PDP-II/34 computer. I t  requires about 15 Kbytes 

memory with a lexicon of 200 words. The parsing 
of a simple sentence(a single query of about 
10-15 words) needs a few seconds and more complex 
sentences need up to 20-30 seconds. 

The research ac t iv i ty  done with NLI-I has 
highlighted some relevant aspects concerning the 
development and actual implementation of NLI, 
which wi l l  be further considered in the design 
of NLI-2. We l i s t  some of these below: 
- the necessity of developing an high-level dia- 

gnostic subsystem to be used by the applica- 
tion designer(often,the end-user himself) in 
the tuning ac t iv i ty ;  

- the need for an interactive system for the in- 
cremental def ini t ion and for the management of 
the vocabulary(to be ut i l ized also in the de- 
sign of a new application versions of NLI); 

- the necessity of refining the parsing algori-  
thms and of defining a base of the heuristics 
to be ut i l ized in the most complex cases of 
comprehension; 

- the problem of the optimal content of the voca- 
bulary (increasing the content of the vocabula- 
ry doesn't always improve the understanding ca- 
pabi l i t ies of the system!); 

- the problem concerning the need of inserting 
in the vocabulary all the words which consti- 
tute the content of the data base. 

For greater details about NLI-I the reader 
is referred to the l i terature 5. 

The new version NLI-2 has been designed in 
1979 on the base of the experience acquired 
through NLI-I. The main methodological assump- 
tions, funcitonal specifications,and technical 
decisions on which NLI-2 is based are i l lust rated 
below: 
- goal-oriented understanding; 
- semantics directed parsing; 
- hierarchical organization of the l inguis t ic  

information supplied to the system in two mo- 
dules:the lexicon and the base of the heuri- 
st ics; 

- development of a generalized parsing algorithm 
independent of the content of the lexicon and 
of the base of the heurist ics, of the structure 
of the data base, and of the part icular natu- 
ral language which is used; 

- developent of an high-level diagnostic module; 
- design of a fu l l y  interactive system for the 

incremental def ini t ion and dynamic management 
of the content of the lexicon and of the base 
of the heuristics and for the implementation 
of new versions of the system; 
implementation of the appropriate human engi- 
neering features needed to improving the usa- 
b i l i t y  of the system. 
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The natural language used for the inquiry is 
I ta l ian and the output of the system is the tran- 
s lat ion of the query in QBE (Query-By-Examplel4). 
The data base adopted for the development of the 
sample appl icat ion of NLI-2 is concerned with 
a department store descript ion and is jus t  the 
same used for the i l l u s t r a t i o n  of QBE (a complete 
de f in i t ion  of the data base is reported in the 
Appendix). In designing NLI-2 i t  has been decided 
of not insert ing anything about the content of 
the data base in the lexicon of the system,in or- 
der to keep i t s  dimensions as small as possible. 
This choice implies that the user indicates exp l i -  
c i te ly( through a pair of special symbols") in the 
input sentence the words which denote values of 
domains of the data base. The adequacy and effec- 
tiveness of th is decision w i l l  be evaluated du- 
ring the experimental a c t i v i t y  to be done with 
NLI-2 and could be removed i f  considered unappro- 
pr iate.  

The next section w i l l  be en t i re ly  devoted to 
the i l l u s t r a t i o n  of the global structure of NLI-2 
and of the parsing algorithms which have been 
developed. 

3.System architecture and parsing algorithms 

NLI-2 is based on a modular structure in which 
there is a d i s t i nc t  d iv is ion between the data(vo- 
cabulary,data base model, formal query language 

structure) and the programs(analyser,generator, 
vocabulary management). The system architecture 
is i l l us t ra ted  in Figure I .  

The monitor is devoted to open the j o b ( i t  in- 
forms the user about the system capabi l i t ies  and 
present to him an appropriate menu of d i f fe rent  
opt ions),  to interprete the user's commands, and 
to manage the ac t i v i t i e s  of the lower modules. 
The user's control messages accepted by the moni- 
tor  are: 
- SHELP : detai led informations and instruct ions 

on the operation of the system are supplied; 
- SU : the understanding cycle of the natural 

language queries is act ivated; the system is 
ready to run in U-mode; 

- SV : the module for the management of the voca- 
bulary is act ivated; the system can be used for 
the def ini t ion,updat ing,and tuning of the voca- 
bulary in the V-mode; 

- $STOP : returns the control to the monitor for 
U-mode and V-mode operations; 

- SEND : closes the job. 

The analyser, which is activated by the moni- 
tor  when running in the U-mode,accepts the natu- 
ral language query in input and generates an ap- 
propriate internal representation or, i f  some 
step of the parsing f a i l s ,  a diagnostlc message 
to be displayed to the user. The analyser opera- 
tes in a cycl ic  way: when the parsing of a sen- 
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Figure 1 - NLI-2 architecture 
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tence is concluded i t  is automatically reset and 
is ready to accept a new query. Queries are not 
stored by the parser, so that the user is not 
allowed to carry on a dialog with the system in 
which new queries can refer to old ones(or to 
the i r  answers). The module for the vocabulary 
management can be activated by the monitor or 
d i rec t l y  by the analyser when a fa i l  occurs. I t  
supplies the user with some basic functions(some 
of them mainly re lat ing to text  edi t ing) for a 
f l ex ib le  management of the vocabulary(search, 
display,delate,add,update,etc.).The generator 
receives in input the internal representation 
produced by the analyser and translates i t  into 
the formal query language QBE. 

Let us describe now the internal structure 
of the vocabulary. I t  is composed of two parts: 
the lexicon~ which contains the words and the 
elementary construct referr ing to the applica.- 
t ion domain in which the system operates,and the 
base of the heurist ics , which embeds further 
l i ngu is t i c  information(sometimes also of syntac- 
t i c  nature) necessary to understand complex and 
often ambiguous constructs. 

The lexicon is organized in 26 alphabetic 
groups,each one of them contains al l  the words 
beginning by the same l e t t e r .  Each word (or e- 
lementary construct) is bound to a l l  i t s  possi- 
ble meanings,thus yelding a record of the lex i -  
con. A record is in fact composed of two parts: 
- the l e f t  part contains a word or a (short) 

sequence of words representing a simple con- 
s t ruct ;  morphology is (general ly)not taken into 
account in the parsing,but the wordsare repre- 
sented in such a way to be recognized in a l l  
possible forms(conjugated verbs, inf lected nouns, 
ec t . ) ;  

- the r igh t  part embeds the representation of the 
semantics of the word within the appl icat ion 
domain which is considered. 

The r igh t  part of each record has a d i f fe rent  
structure depending on the semantictype to which 
the word stored in the l e f t  part belongs. In our 
appl icat ion a word can denote three d i f fe rent  
types of information concerning: 

the iden t i f i ca t ion  of the relat ions and of 
the domains involved by the query; 
the logical connection between relat ions and 
domains; 
the speci f icat ion of the required output. 

Therefore, in re lat ion to the three above pre- 
sented a c t i v i t i e s ,  we define the fol lowing se- 
mantic types: object, connective, and funct ion,  
respect ively.  

The general structure of an object record is :  

li I 111 12222 0 N1.LI=N2.M ~ . . . . .  N1.MI=N2.M ~ 

where: 
- P denotes a word or a simple costruct;  
- 0 denotes that the record is of type object; 
- each pair N~.M~ denotes that the wo~d P refers 

to the domain IN~ in the re lat ion M~ (re lat ions 
and domains are ~epresented by posi t ive inte - 
gers); the = symbol separates equal domains 
belonging to d i f fe rent  re lat ions;  i f  P refers 
to a re lat ion without specifying the domain, 
N~ is replaced by the special symbol $;each 
f~eld of the record contains a d i f fe rent  mea- 
ning of the object P. 

The structure of a connective record is :  

where: 
P denotes a word or a simple costruct;  
C denotes that the record is of type connecti- 
ve; 

- each pair X. : Y. denotes a possible meaning 
1 . 1 

of the connectlve P; namely, X: represents the 
I pattern in which P may appear(position of P and 

type of the adjacent words),Y: denotes(through 
I 

a pointer) the function which must be applied 
or the action which must be performed during 
the parsing to take correct ly  into account the 
meaning of the connective P. 

The structure of a function record is :  

where : 
- P denotes a word or a simple construct; 
- F denotes that the record is of type funct ion; 
- each Z. denotes a possible meaning of the fun- 

ct ion ~ and represents (through a pointer) an 
action which must be performed in the parsing. 

The base of the heur ist ics is consti tuted by 
a bag of heur is t ic  ru les(of  the type precondi- 
t ion-ac t ion) ,  which allow to represent l i ngu is t i c  
informations which are not comtained in the lex i -  
con but are s t i l l  needed for  understanding com- 
plex sentences and for the resolut ion of ambigui- 
t ies .  The heur ist ic  rules are selected and ac t i -  
vated during the parsing,whenever a c r i t i ca l  s i -  
tuation occures,on the base of a pattern direc- 
ted invocation algorithm. 

Let us out l ine that the vocabulary(both i t s  
structure and content) is s t r c t l y  dependent on 
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the part icular application to which the system 
is devoted. This feature,which represents a quite 
r ig id bound to the f l e x i b i l i t y  of the system, is ,  
on the other hand, a straightforward conse- 
quence of the concept of goal-oriented understan- 
ding. The issue of designing system architectures 
which allow a f lex ib le handling of the purpose 
and domain of the comprehension is considered 
as a promising and ambitious topic for future 
research,as i t  wi l l  be i l lust rated in the con- 
clusions. 

Let us i l l us t ra te  now the ac t iv i ty  of the ana- 
lyser. I t  accept as input a natural language que- 
ry and supplies an internal formal representation 
of i t  which is not far from a QBE expression; in 
such away the role of the generator is confined, 
within NLI-2, to a simple editing ac t iv i ty .  The 
ac t iv i t y  of the analyser can be spl i t ted in four 
steps: 
I .  scanning of the natural language input senten- 

ce, search in the lexicon,and generation of 
a f i r s t - leve l  internal representat ion; 

2. parsing,(partial or fu l l )  resolution of the 
ambiguities, and generation of the second-le- 
vel internal representation; 

3. intersect ion, i .e,  ver i f icat ion of the consi- 
stency of the proposed structure and resolu- 
tion of the possibly remaining ambiguities; 

4. generation of the correct formal representa- 
tion or, i f  any fa i l  has occured, of the ap- 
propriate diagnostics. 

In step I .  the input sentence is f i r s t  scanned 
and an internal representation of i t  is construc- 
ted( f i r s t - leve l  internal representation).The 
searching of the words in the lexicon is indexed 
sequencial(with a one-level index); i f  a word 
or elementary construct is found in the lexicon 
i t  is replaced by all the record to which i t  
refers; on the other hand, i f  a word is not re- 
cognized, i t  is enclosed between brackets in the 
f i r s t - leve l  internal representation and i t  is 
successively ignored in the parsing. The words 
which denote values of domains,i.e, which appear 
in the content of the data base, are preceded 
and followed by the special symbol" in the input 
sentence and remain unaltered in the internal 
representation. The f i r s t - leve l  internal repre- 
sentation ref lects the ordering of the words in 
the input sentence and embeds al l  the l inguis t ic  
information which can be obtained from the lex i -  
con. 

In step 2. the relations involved by the 
user's query are f i r s t  recognized through a deta- 
i led analysis of the words of type object. This 
ac t iv i ty  cannot yeld, in general, a definite and 

unambiguous result since some objects may refer 
to dif ferent relations. A pattern directed invo- 
cation of appropriate heuristics may contribute 
in eliminating some (or also a l l )o f  the ambigui- 
t ies.  After the correct relations are individua- 
ted, their  logical schemata are extracted from 
the data base model and a new phase starts aiming 
to individuate the domains referred to in the in- 
put sentence. The possible ambiguities may be re- 
solved through an appropriate use of the heuri- 
st ics. The domains which have a role in the 
user's query are then labelled in order to be 
further processed in the following steps of the 
parsing. The words enclosed between pairs of " 
symbols are then considered in order to find the 
appropriateassignement of these values to the 
relating domains. Different c r i te r ia  may be used 
to perform such an assignement(e.g., the conti- 
guity of a value and an object),but, in any case, 
the assignement is not a def in i t ive one unti l  i t  
is confirmed by an heuristic or by the following 
step 3.( intersect ion),  A tentative interpretation 
of the input sentence(second-level internal re- 
presentation) is then produced,which wi l l  be 
further refined and completed in the following 
steps of the parsing. 

The analysis of the connectives constitutes 
the kernel of step 3 . ; i t  is organized in two 
phases: 

singling out the correct semantics of a connec- 
t ive on the base of i ts  position in the senten- 
ce and of the type of the words to which i t  
refers(appropriate heuristics have to be u t i l i -  
zed to resolve possible ambiguities); 
ver i f icat ion of the proposed interpretation 
of the sentence segment to which the connecti- 
ve belongs(this ac t iv i t y  is performed through 
set intersection algorithms I ,  what gives the 
reason for the name assigned to step 3.). 

In step 4. the functions~which possibly ap- 
pear in the input sentence, are considered and 
the domains to which they apply are individuated. 

I f  the parsing terminates correctly the formal 
representation of the sentence is generated which 
wi l l  be later translated in QBE by the generator. 

In the following section some complete exam- 
ples of comprehension are i l lus t ra ted.  

4.Parsing sample sentences 

In this section we are going to present some 
examples of parsing extracted from the sample 
application in which NLI-2 is presently working 
(the department store data base which is descri- 
bed in the Appendix). 
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Example I .  

Input sentence: 

<TROVA I REPARTI CHE VENDONO PRODOTTI FORNITI 

DA "PARKER"> ( I )  

The f i r s t - l e v e l  internal representat ion,af ter  
step I .  of the parsing is concluded,results: 

<TROVA/F/PV/ ( I )  REPARTI/O/I.4=I.2 (CHE) VENDONO 

/C/XISX2,XI=O,X2=V:PA2.2/YISY2,YI=O,Y2=O:PR2 
PRODOTTI/O/2.2=I.3=I.4 FORNITI DA /C/XISX2,XI=O, 

x2=V:PA2.3/YlgY2,YI=O,Y2=C:PR3 "PARKER"> 
In step 2. the re lat ions involved by the user's 
request are f i r s t  recognized, 

<VENDITE (REPARTO,ARTICOLO) > 

< FORNITORI (ARTICOLO,FORNITORE)> 

and, then, the domains referred to in  the input 
sentence are label led through the le t te rs  A and 
B: 

< VENDITE (REPARTO:A,ARTICOLO:B)> 

< FORNITORI (ARTICOLO:B,FORNITORE)> 

The second-level internal  representation (propo- 
sing a tentat ive assignement of values to the 
label led domains) resul ts :  

< VENDITE (REPARTO:A,ARTICOLO:"PARKER") > 

< FORNITORI (ARTICOLO:"PARKER",FORNITORE)> 

After step 3. we get: 

< VENDITE (REPARTO:A,ARTICOLO:B) > 

< FORNITORI (ARTICOLO:B FORNITORE:"PARKER") > 

and, af ter  step 4., the correct formal represen- 
ta t ion in QBE resul ts :  

VENDITE (REPARTO: P, ARTICOLO:B) 

FORNITORI (ARTICOLO:B, FORNITORE: "PARKER") 

PV is a pointer to a rout ine which puts the spe- 
c ia l  symbol P in the domain which follows the 
function TR~A. PA is a pointer to a rout ine 
which assigns X; to domain 2 of re la t ion 2 ( in 
the case VENDONO),or to domain 2 of the re la t ion 
3 ( in the case FORNITI DA); PA is activated i f  
the connective to which i t  is bound connects an 
object (0) to a par t icu lar  value of a domain(V), 
as i t  arr ives in both cases VENDONO and FORNITI 
DA. The second meaning of these two connectives, 

( I )  f ind the departments which sel l  products sup- 
pl ied by Parker 

represented by the pointer PR, is not considered 
in th is  parsing. 

Example 2. 

Input sentence: 

<VOGLIO I NOMI DEGLI IMPIEGATI CHE GUADAGNANO 

PIU' DEL LORO DIRIGENT[> (2) 

F i rs t - leve l  internal representation: 

<VOGLIO/F/PV ( I )  NOMI DEGLI IMPIEGATI/O/I.I 

(CHE) GUADAGNANO/O/2.1 PIU' DEL/F/PM (LORO) 

DIRIGENTE/O/3.1> 

Second-level internal representation: 

< IMPIEGATI (NOME:A, SALARIO:B, DIRIGENTE:C, 

REPARTO) > 

After step 3. we get: 

< IMPIEGATI (NOME:A, SALARIO:B, DIRIGENTE:C, 

REPARTO) > 

In step 4., af ter  the analysis of the funct ions, 
we have: 

< IMPIEGATI (NOME:P, SALARIO:B, DIRIGENTE:C, 

REPARTO)> 

In th is  representation there are two domains(SA- 
LARIO and DIRIGENTE) whose role is not yet under- 
stood; th is  pattern ac t i va tesapar t i cu la r  heuri- 
st ics which allows two obtain the fol lowing cor- 
rect formal representation: 

IMPIEGATI (NOME:P, SALARIO> B, DIRIGENTE:C, 

REPARTO) 

IMPIEGATI (NOME:C, SALARIO:B DIRIGENTE, 

REPARTO) 

Example 3. 

Input sentence: 

< VORREI I NOMI DELGI IMPIEGATI CHE LAVORANO 

NELLA DIVISIONE "CANCELLERIA" > (3) 

F i rs t - leve l  internal representation: 

< VORREI/F/PV ( I )  NOMI DEGLI IMPIEGATI/O/I.I 

(2) I want to know the names of the employees, 
who earn more than the i r  managers 

(3) I would l i ke  to know the names of the emplo- 
yees,who work in the wr i t ing-mater ia ls  department 
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(CHE) (LAVORANO) (NELLA) (DIVISIONE) 

"CANCELLERIA"> 

Second-level internal representation: 

< IMPIEGATI (NOME:"CANCELLERIA", SALARIO, 

DIRIGENTE, REPARTO) > 

After step 3. we get: 

<IMPIEGATI (NOME: "CANCELLERIA", SALARIO, 

DIRIGENTE, REPARTO) > 

Step 4. f a i l s  since the assignement of the spe- 
c ia l  symbol P to the domain NOME, which is requi- 
red by the function VORREI (pointer PV), can not 
be executed, being the value "CANCELLERIA" alrea- 
dy present in the domain NOME. The fol lowing 
diagnostic message is therefore generated: 

>ana l i s i  f a l l i t a  nel la fase 4 

> imposs ib l i t~  di ef fet tuare un corretto assegna- 

>mento del valore "CANCELLERIA" ad un opportuno 

dominio 

> termin i  ignorat i  n e l l ' a n a l i s i :  

I ,  CHE, LAVORANO, NELLA, DIVISIONE 

>rappresentazioni interne generate: (4) 

(vedi sopra) 

Let us note t h a t , i f  we inser t  in the lexicon the 
new record DIVISIONE/O/I.4=I.2, i t  is possible 
to obtain the fol lowing correct parsing: 

IMPIEGATI (NOME:P, SALARIO,DIRIGENTE, REPARTO: 

"CANCELLERIA") 

Example 4. 

Input sentence: 

<DAMMI I NOMI DEI FORNITORI DI "OROLOGI">(5) 

(4) parsing fa i led in step 4 
the value"CANCELLERIA" can not be correct ly  
assigned to an appropriate domain 
words ignored in the parsing: 
I ,  CHE, LAVORANO, NELLA, DIVlSIONE 
internal representations generated: 

(see above) 

(5) f ind the names of the supplyers of watches 

F i rs t - leve l  internal representation: 

<DAMMI/F/PV ( I )  (NOMI) (DEI) FORNITORI/O/2.3 

(DI) "OROLOGI"> 

Second-level internal representation: 

<FORNITORI (ARTICOLO, FORNITORE:"OROLOGI")> 

After step 3.we get: 

<FORNITORI (ARTICOLO, FORNITORE:"OROLOGI")> 

Step 4. f a i l s  because of the same reasons as 
in Example 3. In th is  case, however,the system 
can correct ly  parse the input sentence only by 
inser t ing in the lexicon the word OROLOGI which, 
on the other hand,is part of the content of the 
data base. 

5.Conclusions 

In the paper the NLI system has been i l l u s t r a ted ,  
with par t icu lar  attent ion to the NLI-2 version. 
I t  is devoted to the inqui ry  in natural language 
( I t a l i an )  of a re la t ional  data base. NLI is based 
on a modular archi tecture which allows the desi- 
gner , or even the user, to define his own ap- 
p l i ca t ion  in a f u l l y  inte.ractive and incremental 
way. The l i n g u i s t i c  model supported by the system 
is that one of goal-oriented understanding,and 
the parsing algorithms adopted are mainly seman- 
t ics  directed. 

The implementation of NLI-2 is now being com- 
pleted and the system w i l l  be used in the future 
for developing the fol lowing research ac t i -  
v i t i es :  

de f in i t i on  of performance evaluation c r i t e r i a  
for measuring the understanding capabi l i t ies  
of natural language systems; 
evaluation of the complexity of the parsing 
algorithms in re la t ion to the complexity of the 

i n p u t  sentence and of the scope of the compre- 
hension; 
invest igat ion on the f l e x i b i l i t y  of the system 
in re la t ion to small var iat ions in the structu- 
re and content of the data base and in the ado- 
pted natural language; 
de f in i t i on  of new system architectures allowing 
a f u l l  f l e x i b i l i t y  in re la t ion to the purpose 
of the understanding and to the appl icat ion 
doamin. 

Appendix 

This Appendix is devoted to present the sample 
re la t ional  data base which has been adopted in 
the development of NLI-2. This is concerned with 
the a c t i v i t y  of a department store and i t  is jus t  
the same u t i l i zed  in the de f in i t i on  of QBE 15. The 
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data base is sketched below through a set of ta- 
bles in which both the names of re la t ions and 
domains and the i r  internal  representat ion(pairs 
of integers) is given. 

I.S IMPIEGATO ( I . I  NOME, 1.2 SALARIO, 

1.3 DIRIGENTE, 1.4 REPARTO) 

2.$ VENDITE (2.1 REPARTO, 2.2 ARTICOLO) 

3.3 FORNITORI (3.1ARTICOLO, 3.2 FORNITORE) 

4.3 TIPO (4.1ARTICOLO, 4.2 COLORE, 4.3 TAGLIA) 
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