
Proceedings of the Seventh International Conference on Dependency Linguistics (Depling, GURT/SyntaxFest 2023), pages 54 - 67
March 9-12, 2023 ©2023 Association for Computational Linguistics

What quantifying word order freedom
can tell us about dependency corpora

Maja Buljan
University of Oslo / Language Technologies Group

majabu@ifi.uio.no

Abstract

Building upon existing work on word order
freedom and syntactic annotation, this paper
investigates whether we can differentiate be-
tween findings that reveal inherent properties
of natural languages and their syntax, and fea-
tures dependent on annotations used in comput-
ing the measures. An existing quantifiable and
linguistically interpretable measure of word or-
der freedom in language is applied to take a
closer look at the robustness of the basic mea-
sure (word order entropy) to variations in de-
pendency corpora used in the analysis. Mea-
sures are compared at three levels of generality,
applied to corpora annotated according to the
Universal Dependencies v1 and v2 annotation
guidelines, selecting 31 languages for analysis.
Preliminary results show that certain measures,
such as subject-object relation order freedom,
are sensitive to slight changes in annotation
guidelines, while simpler measures are more
robust, highlighting aspects of these metrics
that should be taken into consideration when
using dependency corpora for linguistic analy-
sis and generalisation.

1 Introduction

With the breadth of existing resources and re-
search into developing dependency treebanks,
cross-linguistic research has expanded to large-
scale comparative work, formalising and comput-
ing quantifiable properties of natural language. The
use of morphological and syntactic annotations,
to name a few, has enabled typological research
to move from type-based—treating languages as
individual data points with a categorical value—
to token-based—making generalisations and com-
parative analyses by using corpora to observe lin-
guistic units in language use and express their
behaviour using aggregate measures (Levshina,
2019).

In this work, the focus is on word order freedom,
a property of natural language syntax, extensively

covered in previous work that makes use of depen-
dency treebanks (Liu, 2010; Futrell et al., 2015;
Naranjo and Becker, 2018). The main point of in-
terest is word order freedom expressed by the mea-
sure of Word Order Entropy (WOE), as defined by
Futrell et al. (2015).

The cited work expands on methodological is-
sues, aiming to find a balance between linguistic
interpretability, robustness independent of corpus
size, and cross-lingual applicability. The defined
measure also enables quantitative verification of
hypotheses on the relation between case marking
and word order freedom (Kiparsky, 1997); word
order freedom and patterns across languages with
respect to head direction; and the positions of sub-
ject and object in the main clause (Greenberg et al.,
1963).

However, in applying this measure to different
corpus domains and sources, several issues arise
and require further addressing—mainly, when ex-
pressing word order freedom with measures based
on dependency annotations, does the measure re-
veal more about the language itself, or the anno-
tation used as a layer between the raw text and
the computable data? Further, and in line with the
question raised in the original study, is this measure
consistent across corpus sizes, and different text
samples?

These questions are investigated through a repli-
cation of the methodology on the same set of lan-
guages covered by the original study (with minor
exceptions). The aim is to compare two generations
of Universal Dependency annotation styles (Nivre
et al., 2016b, 2020), using the latest releases of Uni-
versal Dependencies v1 (Nivre et al., 2016a) and
v2 (Zeman et al., 2021). The analysis is focused on
three levels—(1) comparing scores obtained over
the full corpus with multiple random samples, to
verify whether the measure is robust to sample size;
(2) comparing scores across two versions of anno-
tation guidelines in the same style, to test whether
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the measure remains consistent through alterations
in annotation guidelines and treebank development;
and (3) comparing this replication study to the orig-
inal findings, partially overlapping in corpora, to
further verify consistency.

Section 2 gives a brief summary of the key
methodological points of Futrell et al. (2015) (fur-
ther also referred to as “the original study”). Sec-
tion 3 highlights the specifics of the experimental
setup. Results and findings are presented in Section
4, and Section 5 concludes the paper.

2 Background

Futrell et al. (2015) define word order freedom as
“the extent to which the same word or constituent
in the same form can appear in multiple positions
while retaining the same propositional meaning and
preserving grammaticality.” The cited study aims
to employ dependency treebanks in computing
quantitative properties of natural language syntax—
specifically, word order freedom—and develop lin-
guistically interpretable measures.

The degree of word order freedom is quantified
through the unordered dependency graph of a sen-
tence, using conditional entropy:

H(X|C) =
∑

c∈C
pC(c)

∑

x∈X
px|c(x|c) log pX|C(x|c)

(1)

where X is the dependent variable, conditioned
on C, the conditioning variable. Since directly
measuring the conditional entropy of sequences of
words is intractable, the authors decide on three
entropy measures over partial information about
dependency trees, considering three parameters: (1)
estimating H from joint counts of X and C (further
discussed in 3.2); (2) information contained in X;
and (3) information contained in C. The goal is to
balance the need to avoid data sparsity against the
preference to retain linguistic interpretability.

To avoid the issue of sparsity, entropy is com-
puted only on local subtrees—consisting of a head
and its immediate dependents. To avoid issues with
misrepresented variability in certain word order
phenomena, this means preferring annotation styles
with content-head dependency. This requirement
is satisfied in Universal Dependencies annotations.

Futrell et al. (2015) introduce three measures of
word order entropy (WOE):

Relation Order Entropy (ROE) Conditioning
on the unordered local subtree structure (C being
the set of dependency relations and part-of-speech
(POS) tags of constituents), the dependent variable
X is the linear order of relation types expressed in
the local subtree.

Subject-Object Relation Order Entropy (SOE)
Assuming that ROE will result in some data spar-
sity issues despite limiting the search to local sub-
trees, SOE narrows the criteria to local subtrees
containing relations of type nsubj and dobj (UDv1)
or obj (UDv2), conditioned on the POS of these
dependents.

Head Direction Entropy (HDE) The most nar-
rowly defined of these measures, HDE is condi-
tioned only on a dependent and its head, for all rela-
tion types; the dependent variable denotes whether
the head is to the left or right of the dependent.

3 Experimental setup

This study follows the methodology of Futrell et al.
(2015) as closely as possible, with three excep-
tions: omitting three languages from the original
study due to data limitations, adjusting entropy es-
timation due to technical limitations, and perform-
ing computations over multiple random subcorpora
samples to perform a more robust evaluation of
the effects of sampling and data sparsity. The ex-
perimental setup is further detailed in subsequent
paragraphs.

3.1 Treebank matching

In order to compare WOE scores between UDv1
and UDv2 annotations of the same text, it is first
necessary to consolidate the available treebanks
across the 34 languages of the original study. The
aim is to retain the maximum number of sentences
with both UDv1- and UDv2-style annotations.

The last release of UDv1 is used: version 1.4
(Nivre et al., 2016a); and the latest release of UDv2
at the time when the experiments were carried out:
version 2.8 (Zeman et al., 2021).

Two of the languages featured in the original
study—Bengali and Telugu—do not have a UDv1
release; the original study used HamleDT annota-
tions (Zeman et al., 2012). For this reason, they
cannot be featured in the analysis, so the total num-
ber of languages is reduced to 32, with a total of
52 available treebanks.

55



UD1 vs. UD2
< = >

no. of treebanks 17 24 11

Table 1: Breakdown of available treebanks and their
UD1 vs. UD2 coverage, by treebank count, for 32 lan-
guages featured in the original study.

Despite the continuous growth of both the num-
ber of languages featured in UD, as well as the
respective treebanks (Nivre et al., 2020), the data is
limited to the intersection of treebanks (or, in cer-
tain cases, individual sentences) between UDv1.4
and UDv2.8. Table 1 breaks down the treebank
coverage between releases for the 32 languages
group. The majority of treebanks either have an
exact match between the two releases, or UDv2
expands the treebanks featured in UDv1, in terms
of sentence count. For a fifth of the cases, there is
a reduction in the number of sentences going from
the UDv1 to the UDv2 version of the treebank.

To ensure a truly “parallel” corpus of UDv1 and
UDv2 annotations, those treebank sentences that do
not feature in either of the two latest releases need
to be removed. Given that the releases followed no
set sentence identifier standard before UDv2.0, this
means resorting to heuristic matching methods.

The heuristic matching raised unexpected chal-
lenges in equating sentences that a human reader
would consider superficially identical. Most of
these challenges stemmed from increased annota-
tor experience and refined annotation guidelines—
resulting in, e.g., altered dependency relations be-
tween constituents, and different annotation con-
ventions for multi-word expressions and complex
names—or were the result of updated tokenisation,
lemmatisation, and treatment of abbreviations. Due
to this, the features taken into consideration in the
matching process were wordform and lemma com-
parisons, POS tags and dependency relations, and
the Levensthein distance of sentence surface forms.

During the matching process, Japanese was also
removed from the pool of languages, due to a neg-
ligibly small (roughly 200) number of sentences
identified as matches in the only treebank featured
both in the UDv1.4 and UDv2.8 release.

Finally, Figure 1 visualises the total size of the
annotated corpora1 per language, from the small-
est treebank (Tamil, 600 sentences) to the largest

1Detailed statistics are given in Appendix A.

Figure 1: Total corpus size in number of sentences.

collection of treebanks (Czech, 113 682 sentences).
Due to the large variation in corpus sizes, and

in line with Futrell et al. (2015), the experiments
are performed both on the full corpora for each lan-
guage, and on 10 randomly sampled subcorpora of
1000 sentences for each language. Note that, while
the 1000 sentences are picked randomly, the sam-
ples are matched between the UDv1 and the UDv2
versions of the corpus—maintaining the “same sen-
tence, two annotations” setup.

3.2 Entropy estimation

Apart from the equally sized subcorpora, Futrell
et al. (2015) address the issue of sample size by
applying the bootstrap entropy estimator of DeDeo
et al. (2013), arguing that entropy is otherwise
underestimated. However, due to backward com-
patibility issues with the implementation of the
bootstrap estimator in the original study, this study
resorts to using the naive estimator (Cover et al.,
1991), assuming that the analysis performed is not
sensitive to the order of magnitude of absolute
entropy scores, as its internal consistency allows
for forming and comparing rankings between lan-
guages. This is further discussed in Section 4.3.

3.3 Variables

In line with the approach of Futrell et al. (2015),
conditional entropy is computed on local subtrees:
a head and its immediate dependents. The condi-
tioning variable is the unordered set of dependency
relations between the head and its dependent(s),
and the POS tags of all constituents.

In the case of relation order entropy, the depen-
dent variable is the linear order of relation types in
the subtree. For subject-object entropy, the depen-
dent variable is the linear order of the subject and
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object in subtrees whose predicate head has both
a subject and an object in its dependents. Finally,
head direction entropy is computed over all head-
and-dependent pairs, where the dependent variable
notes whether the head is to the left or right of its
dependent.

4 Analysis

The aim of the analysis is threefold: (1) comparing
the scores obtained on the full corpora against the
random samples, to evaluate the effects of sampling
and data sparsity, as well as comparing the random
samples to estimate variance; (2) comparing UDv1
scores to UDv2 scores, to evaluate the effect of
annotation; and (3) comparing the results of the
original study to the rankings obtained on UDv1
and UDv2.

4.1 Full corpus vs. random sample

Figures 2 through 4 present the entropy estimates
over the full corpora2 and randomly sampled sub-
corpora, for UDv1 and UDv2, over the three met-
rics described in Section 2.

In the case of Relation Order Entropy (Figure 2),
there is a clear difference between the full-corpus
entropy estimates and the random-sample scores,
which would also affect the rankings of the featured
languages on a scale from “least-” to “most word
order freedom”, if the WOE score was used as the
main quantifying metric. As mentioned in Section
3.2, Futrell et al. (2015) argue that the entropy es-
timator plays a role in under- or overestimating
the entropy score, considering data sparsity and
the long-tailed frequency distribution of words in
natural language. However, with the naive estima-
tor, this difference between the full corpus and the
1000-sentence samples is not nearly as striking for
the other two metrics, SOE (Figure 3) and HDE
(Figure 4); nor do the full-corpus rankings correlate,
at a glance, with the corpus sizes shown in Figure 1.
An observed explanation for this discrepancy is the
fact that ROE—the least narrowly defined metric—
allows for an explosion in the number of possible
values for the conditioning variable when comput-
ing over the full corpus, compared to the relatively
limited set of values available in the subcorpora.

Subject-Object Relation Order Entropy (Figure
3) shows less of a discrepancy between full-corpus

2Note that, for all metrics, entropy estimates for the full
Tamil corpus match all random samples—as the full corpus
comprises 600 sentences in total.

entropy and that of subcorpora, in line with the
SOE metric being more limited in the number and
type of constituents forming the values for the con-
ditioning variable. However, there is more of a vari-
ance between the entropy scores of different sub-
corpora (represented with red dots in the figures)
than seen with the other two metrics. Furthermore,
the different subcorpora scores again have the po-
tential to dramatically alter the rankings. In the
case of a relatively narrow definition of word-order
metric, where the dependent variable values are
permutations of (subject, object, predicate) paired
with POS tags, this brings into question the relia-
bility of random samples to give an accurate WOE
score according to which languages may consis-
tently be compared as more or less rigid in word
order freedom.

Finally, Head Direction Entropy (Figure 4)
demonstrates the highest (visual) match between
full-corpus and subcorpora scores. Intuitively, this
is in line with expectations, considering the nar-
row definition of HDE and the binary value of the
dependent variable—a small random sample will
likely have a similar distribution to the full corpus.

The figures alone imply that random samples
may be less reliable than full-corpus scores if the
WOE metric is less narrowly defined. However, in
an attempt to not rely on visualisations alone, these
differences are also quantified by calculating the
Kendall rank correlation coefficient between rank-
ings obtained from the full-corpus entropy scores,
and those based on random-sample scores. Table
2 presents these coefficients, comparing the UDv1
and UDv2 computations, as well as the rankings
from the original study for comparison.

The correlation between random samples and
full-corpus scores expressed in Kendall τ (Table 2,
top) is rather low—and in most cases not signifi-
cant. The only metric that shows a weak correlation
is HDE. Table 3 presents the correlation score be-
tween WOE rankings and rankings according to
corpus size. No correlation is found between cor-
pus size and WOE ranking, which seems to support
the decision to use naive entropy estimations to for-
mulate rankings.

4.2 UDv1 vs. UDv2

Figures 2 through 4 also allow for comparison be-
tween scores and rankings computed over the UDv1
and UDv2 annotations.

Figure 2, ROE, apart from a shift in rankings,
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Figure 2: ROE; UDv1 (left) vs. UDv2 (right). The bar represents the relation order entropy estimated from the
full corpora; the red dots represent entropies estimated from ten random samples of 1000-sentence subcorpora.
Languages are ranked according to the full-corpus ROE estimate.

Figure 3: SOE; UDv1 (left) vs. UDv2 (right). The bar represents the relation order entropy estimated from the
full corpora; the red dots represent entropies estimated from ten random samples of 1000-sentence subcorpora.
Languages are ranked according to the full-corpus SOE estimate. Bars are coloured in line with Futrell et al. (2015),
denoting the nominative-accusative case marking system type: “full” means fully present case marking; “DOM”
means Differential Object Marking (Aissen, 2003).

Figure 4: HDE; UDv1 (left) vs. UDv2 (right). The bar represents the relation order entropy estimated from the
full corpora; the red dots represent entropies estimated from ten random samples of 1000-sentence subcorpora.
Languages are ranked according to the full-corpus HDE estimate.
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ori UDv1 UDv2

ROE .161 p=0.210 .165 p=0.259 .098 p=0.484

SOE .449 p=0.001 .068 p=0.584 .187 p=0.215

HDE .372 p=0.003 .297 p=0.071 .200 p=0.176

Table 2: Kendall τ entropy estimate rank correlation
(averaged in the case of UDv1 and UDv2), comparing
full corpus vs. random sample rankings. “ori” denotes
rank correlation between full corpus and random sam-
ple rankings for data from the original study—note that
these scores are based on rankings obtained from vi-
sualisations (as absolute entropy estimates were not
available), and using only a single data point for each
language’s random samples.

full sample

ROE .027 p=0.839 .027 p=0.839 UDv1

-0.07 p=0.566 .006 p=0.973 UDv2

SOE .002 p=1.0 .088 p=0.499 UDv1

.062 p=0.636 .118 p=0.361 UDv2

HDE -0.17 p=0.164 -0.16 p=0.198 UDv1

-0.01 p=0.919 -0.18 p=0.144 UDv2

Table 3: Kendall τ scores for WOE vs. corpus size
rankings.

also shows different discrepancies between full-
corpus scores and random-sample scores for par-
ticular languages, as well as different “outliers” in
this sense.

The differences are even more notable in the
case of SOE (Figure 3). Futrell et al. (2015) make
observations on word order freedom implying the
presence of case marking, as in the highest-scoring
third of languages according to Figure 3. However,
certain outliers demonstrate different behaviour
between annotation versions. While superficial
changes in labelling, e.g., direct objects and pas-
sive subjects from UDv1 to UDv2 are accounted
for in the computing process, these results imply
a non-negligible effect of annotation guidelines or
annotator choices on results quantifying word order
freedom. In fact, looking into differences between
the “parallel” UD corpora reveals nearly universal
discrepancies in the number of annotated nsubj and
(d)obj relations, resulting in the more severely af-
fected languages changing their relative positions
in the rankings.

As in the previous section, HDE (Figure 4) is the
most consistent between annotation versions, with
the same group of head-initial languages ranking
most- and least-rigid with respect to word order,
and variations in rank mostly being pairwise switch-
ing. This again confirms the most narrowly-defined

full sample

ROE .105 p=0.417 .273 p=0.089

SOE .088 p=0.499 .110 p=0.465

HDE .397 p=0.001 .380 p=0.013

Table 4: Kendall τ entropy estimate rank correlation,
comparing UDv1 vs. UDv2 rankings, for full corpus
scores and random samples.

full sample

ROE .225 p=0.076 .051 p=0.525

SOE .075 p=0.566 .052 p=0.612

HDE .075 p=0.566 .025 p=0.555

Table 5: Kendall τ entropy estimate rank correlation,
original study vs. newly obtained rankings; UDv1 only.

measure to be the most robust.
Again, Table 4, top shows an attempt to quantify

the differences between UDv1 and UDv2 scores
through the Kendall τ of rankings. Again, the
scores are mostly insignificant, with HDE being the
least unstable measure across annotation versions.

4.3 Comparing across studies
Finally, WOE rankings obtained on UDv1 data are
compared3 with those retrieved from the Futrell
et al. (2015) study. Rank correlations, again ex-
pressed in Kendall τ only, are given in Table 5.

No correlation is found between the rankings
obtained on random samples for any of the metrics.
Further work is needed to determine how much this
is influenced by differences in the corpus content
and annotations, or possibly different methods of
entropy estimation—especially in the case of ROE,
the only notable outlier in this case.

5 Conclusion

This paper has taken a deeper look into an existing
methodology of quantifying word order freedom
in dependency corpora. The study attempted to
determine whether this methodology and measure
allows for draw reliable conclusions about word
order freedom, or whether it depends to a relevant
extent on the underlying dependency annotations—
both in terms of annotation guidelines, and in the
quality of annotation depending on annotator expe-
rience and consistency. The study identified diffi-

3In the interest of space, visual comparisons between
the scores provided in the original study and those obtained
through these computations are not included in the main body
of this work; however, they are available in Appendix C.
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culties in finding a definition of measure that would
be robust enough to avoid noise and misrepresen-
tation, yet fine-grained enough to give meaningful
linguistic insight. The analysis shows that changes
in annotation styles can alter the results of esti-
mates and change the comparative presentation of
word order freedom across languages. Furthermore,
it has shown that the observed measures may be
susceptible to differences between samples, and
that random sampling as defined by this method-
ology is selectively unreliable, depending on mea-
sure complexity. In conclusion, there is merit in
cross-testing treebank-based metrics on different
versions of treebanks, considering changes in an-
notation guidelines or even annotator teams, as
well as on random subsamples of treebanks. Future
work may also investigate the optimal size for these
samples—currently fixed on an arbitrary count.

Building on existing work on Universal Depen-
dencies, the question that next arises concerns
what potential levels of complexity using Enhanced
Universal Dependencies would introduce to this
method of quantifying word order freedom. Fu-
ture work may also focus on similar comparisons
between manually annotated (gold-standard) and
automatically generated dependency annotations,
as well as possible differences between domains
(e.g., newswire vs. literary text; written vs. spo-
ken corpora), as well as across different annotation
styles.
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Agić, Amir Ahmadi, Lars Ahrenberg, Chika Kennedy
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A Corpus statistics

Table 6: Comprehensive list of corpus statistics; sen-
tence count, subtree count, number of subtrees with
noun subject and direct object, total count of noun sub-
jects, nsubj of which passive, total count of direct ob-
jects; per language, and per annotation guidelines ver-
sion, sorted by total corpus size (ascending).

TBs UDv sen st has(ns,do) mult(ns) nsubj (o. w. passive) (d)obj

Tamil 1 600 3901 205 1 665 1 12705
2 600 3937 167 0 664 1 10492

Irish 1 1010 8762 298 1 1600 0 35252
2 1010 9052 307 1 1562 0 34987

Hungarian 1 1800 16213 849 0 2614 0 44215
2 1800 16252 850 1 2621 0 44298

Greek 1 2302 20713 1139 6 3299 0 68570
2 2302 20106 1011 0 2499 711 62047

Hebrew 1 4198 36479 896 8 5447 0 67334
2 4198 37177 896 8 5447 0 67371

Danish 1 5509 33106 3257 129 8402 683 110374
2 5509 33943 3282 95 9085 0 110304

Turkish 1 5619 23750 1027 14 3588 0 58166
2 5619 23440 976 14 3730 0 54963

Persian 1 5997 62226 1786 22 8861 149 128609
2 5997 63611 1786 22 8861 149 128609

Croatian 1 6283 51595 2500 2 7798 818 128826
2 6283 52995 3194 20 9944 0 137521

Arabic 1 7651 123462 7865 35 15732 562 1101114
2 7651 128242 5246 448 17815 774 494711

Basque 1 8993 45923 2473 4 8716 0 102881
2 8993 46946 2473 4 8716 0 102881

Romanian 1 9519 83019 3180 7 10178 1857 182848
2 9519 84178 3183 0 10090 1928 177917

Swedish 1 10589 59962 5564 16 28792 3756 180440
2 10589 61477 5871 4 29880 3888 182691

Slovak 1 10601 36869 2884 0 7120 220 80395
2 10601 37791 2003 0 7121 220 57701

Bulgarian 1 11137 56582 3721 1 10209 1240 109351
2 11137 57622 3354 0 10066 1434 99099

Slovenian 1 11168 56792 2745 0 17496 0 160994
2 11168 58212 2747 0 17494 0 160187

Italian 1 13779 100170 4458 1 12401 2280 297825
2 13779 101065 4478 2 12425 2275 296198

Portuguese 1 14400 106352 6431 8 33456 1416 305249
2 14400 108011 6270 1 31196 3230 338361

German 1 15590 95538 6699 9 17346 3191 176865
2 15590 97725 6468 10 17412 3192 171913

French 1 16334 136590 9666 24 21005 2716 423183
2 16334 141126 7232 0 19689 3114 359869

Hindi 1 16611 134715 9020 8 21023 562 410484
2 16611 128192 9021 8 21023 562 410484

Catalan 1 16677 187178 16818 223 27523 0 1405814
2 16677 192623 16500 74 27431 25 1408426

(cont. on next page)
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TBs UDv sen st has(ns,do) mult(ns) nsubj (o. w. passive) (d)obj

Estonian 1 18009 81927 5277 0 20099 0 181768
2 18009 83159 5226 0 20201 0 181212

Dutch 1 20906 104414 6809 20 40866 0 309076
2 20906 101450 6838 11 41118 5802 170403

AncientGreek 1 24929 126503 7193 27 42958 4578 428714
2 24929 125374 6646 15 42610 3788 402153

English 1 26298 142986 12266 37 111537 7005 475591
2 26298 145774 12320 26 111255 7245 482468

Finnish 1 32302 122859 7206 11 60748 0 256977
2 32302 125952 7237 12 61190 0 257568

Latin 1 33309 172925 11014 30 96978 29253 503707
2 33309 176146 7583 29 101202 24639 359377

Spanish 1 33693 346221 20607 205 45537 1182 1803269
2 33693 355407 17591 30 45460 1234 1604446

Russian 1 65378 438671 14965 4 166572 11406 699931
2 65378 451072 15224 2 150972 16170 709338

Czech 1 113682 761586 48833 8 334719 34563 2278743
2 113682 780840 33216 3 334953 34563 1482098
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B Corpus statistics, visualised

Figure 5: Number of subtrees, per language, across
annotation gudeline versions.

Figure 6: Number of (D)OBJ relation heads, per lan-
guage, across annotation guideline versions.

Figure 7: Number of NSUBJ relation heads, per lan-
guage, across annotation guideline versions.

Figure 8: Number of NSUBJ relation heads, incl. varia-
tions of PASS, per language, across annotation guideline
versions.

C Additional comparisons
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Figure 9: ROE; original study vs. UD1 rerun (random sample vs. full treebank)

Figure 10: ROE; original study vs. UD1 rerun (random sample vs. full treebank)
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Figure 11: ROE; original study vs. UD1 rerun (random sample vs. full treebank)
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