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Abstract

Midrash collections are complex rabbinic
works that consist of text in multiple languages,
which evolved through long processes of unsta-
ble oral and written transmission. Determining
the origin of a given passage in such a com-
pilation is not always straightforward and is
often a matter of dispute among scholars, yet it
is essential for scholars’ understanding of the
passage and its relationship to other texts in the
rabbinic corpus.

To help solve this problem, we propose a
system for classification of rabbinic literature
based on its style, leveraging recently released
pretrained Transformer models for Hebrew. Ad-
ditionally, we demonstrate how our method
can be applied to uncover lost material from
Midrash Tanh. uma.

1 Introduction

Midrash anthologies are multi-layered works that
consist of text in multiple languages, composed
by different authors spanning different generations
and locations. The midrash collator often merges
and quotes various earlier sources, sometimes para-
phrasing previous material. These complex pro-
cesses can make it hard for scholars to clearly sep-
arate and detect the different sources which the col-
lection is composed of. Identifying sections which
originate in one source or another can shed light on
many scholarly debates and help researchers gain a
better understanding of the historical development
of the rabbinic corpus.

The ability to analyze and classify rabbinic texts
in an automated way has tremendous potential.
Placing old manuscripts, uncovering lost material

that is quoted in later works (e.g. parts of Midrash
Tanh.uma, Mekhilta Deuteronomy), and determin-
ing authorship or dating of a text are examples for
such uses. This great potential motivated us to turn
to current state-of-the-art natural language process-
ing (NLP) methods to determine whether we can
currently solve any such high-impact problem.

We propose a system for classification of rab-
binic literature by detecting unique stylistic pat-
terns in the language of the text. Additionally, we
demonstrate how our classifier can be used to un-
cover lost midrashic material that is quoted in later
works. As a test case, we apply our method to de-
tect lost sections of the Midrash Tanh.uma that are
quoted in the Yalkut Shimoni.1

2 Related Work

Work from recent years on authorship attribution
and plagiarism detection has demonstrated the ef-
fectiveness of stylometry and literary style classifi-
cation in general.

Dershowitz et al. (2015) perform automatic bib-
lical source criticism by looking at preferences
among synonyms and other stylistic attributes. Sie-
gal and Shmidman (2018) used computational tools
to help reconstruct the lost Mekhilta Deuteronomy.
They start off with a list of candidate texts, and the
main problem they focus on is removing quotes or
near-quotes of existing material from other sources.
Ithaca (Assael et al., 2022) is an impressive toolkit
for restoration and classification of ancient Greek
epigraphs.

1A medieval midrash anthology from the 13th century CE.
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3 Method

3.1 Dataset
Our training dataset was extracted from Sefaria’s
resources.2 We use the raw text files and divide
them into the following categories:

Mishnah – In this category we include all trac-
tates of the Mishnah and the Tosefta. Both collec-
tions are generally dated to the second century CE

and consist of rabbinic rulings and debates, orga-
nized by topic.

Midrash Halakhah – These collections are
dated to around the same time of the Mishnah, but
they are organized according to the Pentateuch and
focus more on the exegesis of biblical verses. In
this class we include: Mekhilta d’Rabbi Yishmael,
Mekhilta d’Rashbi, Sifra, Sifre Numbers, and Sifre
Deuteronomy.

Jerusalem Talmud – We include all tractates of
the Jerusalem Talmud, omitting the Mishnah pas-
sages that provide the basis for discussion. These
texts for the most part are written in Palestinian
Aramaic and are roughly dated to the 4th c. CE.

Babylonian Talmud – We include all tractates of
the Babylonian Talmud, omitting the Mishnah pas-
sages that provide the basis for discussion. These
texts for the most part are written in Babylonian
Aramaic and are roughly dated to the 5th c.

Midrash Aggadah – In this category we include
early midrash works assumed to have been com-
posed during the amoraic period (up to the 5th c.)
or slightly later. The works included in training are:
Genesis Rabbah, Leviticus Rabbah, and Pesikta de-
Rav Kahanna. Like midrash halakhah these works
follow the order of verses in the Bible, but in con-
trast they focus less on deriving rulings (halakhah)
and more on expounding on the biblical narrative.
Other works which we did not use during training
but which we partially associate with this category
include: Ruth Rabbah, Lamentations Rabbah, and
Canticles Rabbah.

Midrash Tanh. uma – In this category we in-
clude later midrashic works which make up what
is referred to as Tanh.uma-Yelammedenu Litera-
ture. The works included in training are: Midrash
Tanh. uma, Midrash Tanh. uma Buber, and Deuteron-
omy Rabbah. Other works that we did not use

2https://github.com/Sefaria/
Sefaria-Export

during training but we partially associate with this
category include Exodus Rabbah starting from Sec-
tion 153 and Numbers Rabbah starting from Sec-
tion 15.4

We divide these works into continuous blocks
of 50 words. We then clean the text by removing
vowel signs, punctuation and metadata. In order
to neutralize the effect of orthography differences,
we also expand common acronyms and standardize
spelling for common words and names.

After cleaning and normalizing the data, we
split our dataset into training (80%) and valida-
tion (20%) sets. Finally, we downsample all ma-
jority classes in the validation set to get a balanced
dataset.

3.2 Models
Baseline. For our baseline model we use a
logistic regression model over a bag of n-
grams encoding. We include unigrams, bi-
grams, and trigrams. We use the default pa-
rameters from scikit-learn (Pedregosa et al.,
2011) but set fit intercept=False to re-
duce the impact of varying text length and set
class weight="balanced" in order to deal
with class imbalance in the training data. This type
of model is highly interpretable, enabling us to see
the features associated with each class. Finally, we
choose this model as our baseline as it generally
achieves reasonable results without the need to tune
hyperparameters.

AlephBERT. The next model we evaluate is Ale-
phBERT (Seker et al., 2022) – a Transformer model
trained with the masked-token prediction training
objective on modern Hebrew texts. While this
model obtains state-of-the-art results for various
tasks on modern Hebrew, performance might not
be ideal on rabbinic Hebrew, which differs signif-
icantly from Modern Hebrew. We train the pre-
trained model on the downstream task using the
Huggingface Transformers framework (Wolf et al.,
2020) for sequence classification, using the default
parameters for three epochs.

BEREL. The third model we evaluate is BEREL
Shmidman et al. (2022) – a Transformer model
trained with a similar architecture to that of BERT-
base (Devlin et al., 2019) on rabbinic Hebrew texts.

3See “Exodus Rabbah,” Encyclopaedia Judaica, for the
rationale behind this division.

4See “Numbers Rabbah,” Encyclopaedia Judaica, for the
rationale behind this division.
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In addition to the potential benefit of using a model
that was pretrained on similar text to that of the
target domain, BEREL also uses a modified tok-
enizer that doesn’t split up acronyms which would
otherwise be interpreted as multiple tokens with
punctuation marks in between. (Acronyms marked
by double apostrophes [or the like] are very com-
mon in rabbinic Hebrew.) We train the pretrained
model on our downstream task in an identical fash-
ion to the training of the AlephBERT model.

Morphological. Finally, we also train a model
that focuses only on morphological features in
the text, in an attempt to neutralize the im-
pact of content words. We expect this type of
model to detect more “pure” stylistic features that
help discriminate between the different textual
sources. To extract features from the text, we
use a morphological engine for rabbinic Hebrew
created by DICTA (https://morph-analysis.
dicta.org.il/). We then train a logistic regres-
sion model over an aggregation of all morphologi-
cal features that appear in a given paragraph.

3.3 Text Reuse Detection

To achieve our end goal of detecting lost midrashic
material, we combine our style classification model
with a filtering algorithm based on text-reuse de-
tection. For reuse detection, we use RWFS (Schor
et al., 2021), a system designed for this goal using
fuzzy full-text search on windows of n-grams. For
our corpus of texts we use all biblical and early
rabbinic works using the texts available on Sefaria.
We use 3-gram matching and permit a Levenshtein
distance of up to 2 for each individual word. The
match score for each retrieved document is given
by the number of n-gram matches and the results
are sorted accordingly.

3.4 Detecting Lost Tanh. uma Candidates

Tanh. uma-Yelammedenu Literature is a name given
to a genre of late midrash works, some of which are
lost and only scarcely preserved in anthologies or
Genizah fragments (Bregman, 2003; Nikolsky and
Atzmon, 2021). One of the lost works was called
Yelammedenu and we know about it since it is cited
in various medieval rabbinic works such as Yalkut
Shimoni and the Arukh.5 While lost Tanh.uma ma-
terial is explicitly cited in some works, it is often
quoted without citation in various anthologies.

5An early dictionary for rabbinic literature from the 11th
century CE.

Model Validation Acc

Baseline 0.867
AlephBERT 0.879
BEREL 0.922
Morphological 0.560

Table 1: Model accuracy on validation set.

To find candidates for “lost” Tanh. uma passages,
we apply the following process:

1. Extract all passages from the given midrash col-
lection, in our case we used Yalkut Shimoni.

2. Split long passages into segments of up to 50
words.

3. Run these segments through the style detection
model.

4. Collect segments for which our model gives the
highest score to the Tanh. uma class.

5. Run these segments through a text-reuse engine.

6. Keep only segments that do not have a
well established source. (Our threshold was
#n-gram matches≤ 0.2 ·#n-grams in query.)

4 Results

As can be seen in Table 1 our baseline model
achieves well over the random guess accuracy of
0.166 on the validation set, and achieves almost
the same accuracy as the AlephBERT fine-tuned
model. The BEREL-based model leads by a sig-
nificant margin, nevertheless, we choose to use our
baseline model for inference on Yalkut Shimoni
due to its more calibrated scores, and its higher
explainability.6

In Figure 2, we can see that the the most com-
mon errors are mixing ‘Tanh.uma’ with ‘Midrash
Aggadah.’ On the other hand, ‘Babylonian Talmud’
and ‘Jerusalem Talmud’ seem to be the most dis-
tinct classes, perhaps due to their extensive use of
Aramaic in addition to Hebrew.

After taking the whole Yalkut Shimoni on the
Pentateuch and following the process described
in Section 3.4, we can analyze the prevalence of
each class in the collection. As can be seen in Fig-
ure 1, the Babylonian Talmud is the most quoted
class, while the Jerusalem Talmud is rarely, if ever,
quoted. Our classifier gives a similar distribution to

6For logistic regression, the model weights correspond
directly to an n-gram’s contribution to the score given to a
specific class.
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Figure 1: From left to right: (1) class frequencies for passages based on text reuse detection; (2) predicted class
frequencies for passages with high text reuse score; (3) predicted frequencies for passages with low reuse score.

Figure 2: Confusion matrix for baseline model.

that of the text-reuse engine. However, when look-
ing only at passages with low reuse score we see
that the Babylonian Talmud rarely appears while
‘Tanh.uma’ becomes the most frequent predicted
class by far, followed by ‘Midrash Halakha.’ This
aligns with the fact that we know of lost works that
belong to these categories, while the Babylonian
Talmud was well preserved throughout the genera-
tions as the core text of the rabbinic tradition.

To evaluate our classifier on the target task, we
sampled for manual labeling a random set of 50
items classified as Tanh.uma. A midrash expert
analyzed these passages and looked them up in the
early print edition of Yalkut Shimoni, which tends to
include citations in the margins. Sections that were
ascribed to Yelammedenu (ילמדנוּ!) and sections that
were recognized as being typical Tanh. uma material
were labeled as “positive,” while all other passages
were labeled “negative.” Out of these items, 22
were cited as Yelammedenu, while an additional 8
were recognized as typical Tanh. uma material from
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Figure 3: Precision and recall for lost Tanh.uma.

lost sources,7 yielding an approximate precision of
60%.

From Figure 3, we see that the precision grows
monotonically with the decision threshold, indi-
cating that the model is useful in recovering lost
Tanh.uma material. Furthermore, we see that we
can achieve a precision of approximately 80% by
setting an appropriate decision threshold without a
high cost to recall.

5 Discussion and Future Work

Our results for detecting Tanh.uma sections in
Yalkut Shimoni demonstrate that our method can be
a useful tool for researchers working on recovering
lost rabbinic material.

We are planning a digital library of Tanh.uma-
Yelammedenu literature and believe our work will
be of high value to researchers working on de-
tecting lost material of this genre. We intend to

7These latter items are perhaps the more exciting find as
they have previously been unidentified.
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run our classifier on additional collections such as
Midrash HaGadol for which we don’t currently
have ground truth labels to help uncover additional
lost Tanh. uma passages.

Our method can be expanded and applied to
many more open questions in Jewish studies. An
obvious direction involves applying it to other
lost midrashic material. Another is exploring the
Baraitot8 that appear in the Babylonian Talmud
and the Jerusalem Talmud and their relationship to
each other. Also promising would be to apply it to
the many fragmentary manuscripts that have been
found in collections like the Cairo Geniza. This
would require dealing carefully with noisy text with
errors originating in handwritten text recognition.
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