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Abstract

This paper describes an approach for the mor-
phosyntactic analysis of clauses, including the
analysis of composite verb forms and both overt
and covert pronouns. The approach uses gram-
matical rules for verb inflection and clause-
internal word agreement to compute a clause’s
morphosyntactic features from the morpholog-
ical features of the individual words. The
approach is tested for eight typologically di-
verse languages in the 1st Shared Task on Mul-
tilingual Clause-Level Morphology, where it
achieves F1 scores between 79% and 99% (94%
in average).

1 Introduction

Until recently the prediction of clause-level mor-
phological / morphosyntactic features has been
approached for a few individual languages only
(see Žáčková et al. (2000) for Czech, Choudhary
et al. (2014) for Hindi, Faro and Pavone (2015)
for Italian, Ramm et al. (2017) for English, French
and German, Myers and Palmer (2019) for En-
glish revisited, and Dönicke (2020) for German
revisited). Most of the approaches are rule-based,
first of all because annotated training data barely
exists. On the other hand, it seems intuitive to
approach this task in a rule-based manner, since
morphosyntax follows strict grammatical rules (as
opposed to heuristics) that can be implemented by
a linguist. The first work to our knowledge which
considers multiple and typologically diverse lan-
guages at a time is that of Dönicke (2021), who
presents a cross-linguistic algorithm for composite-
verb analysis and implements it for 11 languages,
but refrains from evaluating the approach due to the
lack of annotated gold data. The 1st Shared Task on
Multilingual Clause-Level Morphology tackles this
lack of data and provides data sets for eight typo-
logically diverse languages. We re-implement and
extend Dönicke (2021)’s algorithm for the shared

task (Section 3), evaluate it (Section 4) and discuss
its advantages and shortcomings (Section 5).

2 Shared Task and Data

The 1st Shared Task on Multilingual Clause-Level
Morphology (Task 3 Analysis) provides data sets
for eight languages. Training sets (10,000 samples
each) and development sets (2,000 samples each)
for six languages were released first, and test sets
(1,000 samples each) as well as all sets for two
surprise languages (Spanish and Swahili) were re-
leased two weeks before the system submission
deadline. Each sample consists of a short sentence
and a gold analysis. The sentence consists of a
single clause and contains one verb form that can
be simple (e.g. he looks) or composite (e.g. he
had not been looking) as well as pronouns, adposi-
tions and a sentence-final punctuation mark. The
gold analysis consists of the main verb’s lemma,
the analysis of the verb form and the analyses of
all pronouns, both overtly expressed pronouns (as
in he looks) and covertly expressed ones (as in
∅ look!). The analyses are represented with Uni-
Morph features (Sylak-Glassman, 2016). The task
was to predict an analysis for an input sentence.
Since the test sets were provided without gold anal-
yses, the submission and evaluation of systems was
performed via CodaLab.1

3 Method

3.0 Motivation

Computing the morphosyntactic analysis of a
clause can be modeled as a mapping from word-
level morphological features to clause-level mor-
phological features. This process follows grammat-
ical rules, in particular (language-specific) rules for
verb inflection and (language-independent) rules
of agreement between words in a clause. Figure 1

1https://codalab.lisn.upsaclay.fr/competitions/6830?
secret_key=44e813c2-96c8-4889-b0fc-24dbe83ad2c6
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Figure 1: Mapping from word-level features to clause-level features for an English clause.

illustrates this for an English example sentence
with a dependency tree on top and morphological
analyses below each word. Some of the words are
morphologically ambiguous and thus have more
than one morphological analysis. The inflectional
paradigm of English tells us that a finite present-
tense (PRS) form of be and the present (PRS) partici-
ple (PTCP) of another verb expresses the indicative
(IND) present (PRS) progressive (PROG) form of the
latter verb, here want. To find the subject, it is to
find a pronoun with nominative case (NOM), which
could either be you or it. Since the subject has to
agree with the finite verb are in person and number,
the subject can only be you. In the consequence, it
must be an object and cannot have nominative case,
hence it receives the accusative (ACC) analysis. The
third pronoun, yourselves, is reflexive (RFLX) and
must therefore agree in person and number with
another pronoun in the clause, where the only can-
didate is you. Because of the agreement of you
and yourselves, you (which has no morphological
number feature) has to be analyzed as plural (PL)
and copies this features from yourselves. The ad-
position from, which is syntactically governed by
yourselves, overrides the morphological case of the
pronoun.

Our entirely rule-based approach analyzes a
clause in a very similar manner as in the exam-
ple. The following subsections give an overview
of the processing steps that an input sentence goes
through to compute the output analysis. There are
also two examples for French input sentences in
the appendix. Further details can also be found in
the documented source code.2

2https://gitlab.gwdg.de/tillmann.doenicke/mrl2022-tmvm

3.1 Preprocessing

All languages are preprocessed with spaCy.3 We
use the pretrained models for French, Russian and
Spanish, and trained new models on the Univer-
sal Dependencies (UD) treebanks (Zeman et al.,
2022) for German (HDT), English (GUM), Hebrew
(IAHLTwiki) and Turkish (Kenet). To improve the
tokenization of spaCy, the raw text is preprocessed
for some languages. For English, contractions are
converted to full forms (e.g. won’t 7→ will not)
using the Python package contractions4 and
some additional conversions using regular expres-
sions. Similarly, hyphenated contractions are con-
verted to full forms for French by replacing - and
-t- with a space (e.g. regarde-t-il 7→ regarde il,
m’avaient-elles 7→ m’avaient elles). Since we
could only train a spaCy model for unvocalized
Hebrew, vocalized Hebrew is converted to unvocal-
ized Hebrew using unikud5 before processing it
with spaCy and afterwards replaced back with the
original tokens.

Unfortunately, even for sentences as simple as
in the shared task’s data, spaCy makes errors in
all processing steps: part-of-speech (POS) tagging,
lemmatization and parsing. We fix the most errors
with a mix of language-independent and language-
specific rules. First, we look up the word-level anal-
ysis for every token in UniMorph (see Section 3.2
below) and overwrite the POS tag and/or lemma
assigned by spaCy with that from UniMorph if it
is unambiguous. Then, we apply some fixes to the
parse tree according to the POS tags.

As there is no UD treebank for Swahili, it is

3https://spacy.io/
4https://pypi.org/project/contractions/
5https://pypi.org/project/unikud/
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also not possible to train a spaCy model for the
language. Here, we directly set the POS tags and
lemmas according to the word-level analysis. As
far at is concerns the shared task, parsing is not
necessary for Swahili since we only need parses to
connect adpositions or verbal particles with their
heads, and Swahili has no such multi-word con-
structions.

3.2 Word-Level Analysis

We use UniMorph for word-level morphological
analysis. UniMorph provides large word lists with
POS and morphological analysis,6 however, only
for verbs, nouns and adjectives. We therefore added
analyses for pronouns, adpositions and in some lan-
guages also for auxiliary verbs (e.g. forms of be in
English) if they are missing in the UniMorph files.
Table 1 shows the number of word form analyses in
the files from UniMorph and our extensions. Since
UniMorph does not provide resources for Swahili,7

we only added analyses for the six personal pro-
nouns and assume that every other input word is
a verb, which we then analyze with the regular
expression8

(Prefix)?(Subject)?(Tense)?(Object)?
(Stem)(Vowel) ,

where Prefix, Subject, Tense and Object
can be any morpheme from an accord-
ing predefined dictionary, e.g. Subject ∈
{
ni :

{[
1
SG

]}
, u :

{[
2
SG

]
,

[
3
SG
M_MI

]
,

[
3
SG
U

]}
, . . .

}
,

Stem = .+?[aeiou]+[ˆaeiou]+ and Vowel =
([aeiou]?[aeiou])|(([aeiou]l)?(ia|ea)).

The word-level analyses are filtered and post-
corrected in some cases depending on the context
and using language-specific rules. For example, if
the Spanish (usually reflexive) pronoun se precedes
la, las, lo or los, it could also be a replacement for
le or les, so the analyses of le and les are added.

3.3 Clause-Level Analysis

Composite verb forms are analyzed with the al-
gorithm from Dönicke (2020, 2021), which maps
the word-level features of the involved verbs to
clause-level features. The algorithm itself is mostly
language-independent and its application to dif-

6https://github.com/unimorph/
7UniMorph provides resources for Congo Swahili, another

Swahili variant than that in the shared task’s data.
8The regular expression is mainly based on the

Swahili Cheat Sheet which can be found at https://www.
swahilicheatsheet.com/.

Language UM UM+ VF

English 652,482 43 25
French 367,732 123 10
German 519,143 93 15
Hebrew 33,177 190 6
Russian 473,481 109 6
Spanish 1,196,245 65 19
Swahili – 6 24
Turkish 570,420 193 60

Table 1: Number of analyses in UniMorph (UM) and in
our extension (UM+), and number of verb forms in the
look-up table (VF).

ferent languages is possible by setting language-
specific parameters, including the language’s ba-
sic word order (OV vs. VO) and a look-up
table with the complete inflectional paradigm
(i.e. all simple and composite forms, such as
{[

be
PRS

]
,
[
PTCP
PRS

]}
7→

[
IND
PRS
PROG

]
, for English). Table 1

shows the number of verb forms that are included
in the look-up table for every language. Since ev-
ery word may have several morphological analyses,
there might also be several clause-level analyses,
all of which we let return by the algorithm. The
algorithm further identifies the finite verb in each
composite analysis, which we return as well. This
gives us tuples of the form (a, v), where a is the
analysis of the (possibly composite) verb form and
v is the analysis of the finite verb in that form.

In a subsequent step, we determine all possible
morphological analyses for every pronoun in the in-
put clause. If a pronoun has an adposition, we over-
ride the case of the pronoun with the case assigned
by the adposition.9 Then, we construct all valid
combinations of analyses (a, v, s,N), where s is
the analysis of the subject pronoun and N ̸∋ s are
the analyses of the other pronouns. A combination
is valid iff s features nominative case and s agrees
with v in all nominal features, i.e. number, person,
formality and gender. If no valid combination is
found, a covert subject pronoun with nominative
case and the nominal features of v is introduced for
s (this largely affects pro-drop languages like He-

9In some languages, the case assigned by an adposition
can depend on the inherent case of the pronoun. For example,
the German adposition in assigns IN+ALL to a dative pronoun
and IN+ESS to an accusative pronoun. In these cases, we
created case-specific entries for adpositions in our UniMorph
extension and our algorithm selects the case for an adposition
based on the case of the pronoun.
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brew but also imperatives in some other languages).
Covert object pronouns are also added to N if the
verb form encodes these (this only affects Swahili).

In a last step, we search the clause for question
marks and words of negation and add the corre-
sponding features if applicable, yielding combina-
tions of the form (a, v, s,N, c) with c ⊑

[
NEG
Q

]
.

3.4 Filtering and Pooling

The number of analyses can be quite high but some
analyses are more plausible than others. We there-
fore filter the analyses successively by the follow-
ing steps:

1. If the clause contains an exclamation mark,
only keep imperative analyses.
Motivation: In the shared task’s data, all clauses with an

exclamation mark contain an imperative verb and vice

versa.

2. For German only: If the clause contains a
question mark and the clause is in V2 word
order (i.e. it is not syntactically a question),
remove the Q feature and only keep quotative
analyses.10

Motivation: In the shared task’s data, all clauses with

a question mark contain the Q feature and vice versa,

except for German.

3. Only keep analyses where the subject pronoun
features nominative case.
Motivation: In the shared task’s data, the subject al-

ways features nominative case. Generally, the nomi-

native case marks the subject of a clause in many lan-

guages, although there are languages that also have

non-nominative subjects (e.g. Bejar, 2002, p. 313).11

4. Only keep analyses where a minimal number
of non-subject pronouns features nominative
case.
Motivation: In the shared task’s data, non-subject pro-

nouns never feature nominative case. Generally, nom-

inative non-subjects only occur in specific linguistic

constructions (e.g. to mark the predicate in copula con-

structions) or together with a non-nominative subject

(cf. Bejar, 2002, p. 313).

5. Only keep analyses with a non-reflexive sub-
ject pronoun.

10What is labeled as ‘quotative’ (QUOT) in the German data
is usually called present subjunctive or subjunctive I in the
literature and, unlike the labeling in the shared task suggests,
not only used in quoted speech.

11Not forgetting ergative languages, in which the subject’s
case depends on the (transitivity of the) verb.

Motivation: In the shared task’s data, there are no reflex-

ive subjects. Generally, there do not appear to be any

languages with reflexive subjects (Schachter, 1977).12

6. Only keep analyses where every reflexive pro-
noun agrees with a non-reflexive pronoun. In
case of agreement, the non-reflexive pronoun
copies missing features from the reflexive pro-
noun.
Motivation: In the shared task’s data, every reflexive

pronoun has an antecedent in the same clause. Gen-

erally, reflexive pronouns must have an antecedent in

the same sentence (“Binding Principle A” of Chomsky

(1981)).13

7. Only keep analyses where the pronouns fea-
ture a maximal number of different cases.
Motivation: In the shared task’s data, every case appears

maximally once per clause. Generally, cases encode

grammatical (and in a wider sense also semantic) roles

and clauses typically contain every role only once (cf.

Jaworski and Przepiórkowski, 2014, p. 84).

8. For French only: Only keep analyses where
every past participle agrees with the pronoun
determined by the non-trivial French partici-
ple agreement rules (cf. Past Participle Agree-
ment in French, 2017). In case of agreement,
the pronoun copies missing features from the
participle.
Motivation: In French and other Romance languages,

past participles do not always agree with the subject (as

it is usually the case) but sometimes with an object (cf.

Kayne, 1989).

9. Only keep analyses where a maximal number
of reflexive pronouns agrees with the subject
pronoun. In case of agreement, the reflexive
pronoun copies missing features from the sub-
ject pronoun.
Motivation: In the shared task’s data, reflexive pronouns

in ambiguous sentences are sometimes annotated as

having subjects and sometimes annotated as having

non-subjects as antecedents. Generally, subjects are

preferred over non-subjects as antecedents for reflexive

pronouns in ambiguous sentences (cf. White et al., 1997,

p. 148).

If one of the steps would filter out all analyses,
the step is skipped.

12English allows statistically rare exceptions (cf. Song
(2017), or Kirk and Kallen (2006, p. 104) for the use of
reflexive pronouns as subjects with a focus on Irish English).

13Again, English allows statistically rare exceptions (cf.
Kim et al., 2020, p. 296).
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In a pooling step, redundant features are
removed from the analyses, which may result
in some of the analyses becoming identical
and hence collapsing into one. For example,
if there are three analyses for a French input
that differ in the analysis of the pronoun leur,


PRO
DAT
3
PL
MASC


 vs.




PRO
DAT
3
PL
FEM


 vs.




PRO
DAT
3
PL
NEUT


, then



PRO
DAT
3
PL


 be-

comes the reduced analysis of leur in each of the
analyses. If the three analyses are now completely
identical, they are combined into one analysis. On
the contrary, if there are two analyses for a German
input that differ in the analysis of the pronoun

ihm,




PRO
DAT
3
SG
MASC


 vs.




PRO
DAT
3
SG
NEUT


, the gender feature is not

redundant (since ihm cannot be feminine) and can
therefore not be removed.

3.5 Ranking
The analyses that are not filtered out are assumed
to be correct by the program and can all be output.
For the shared task, we rank the analyses according
to the following sorting procedures and choose the
first one as final result:

1. Choose verb analyses in this order: lemma of
non-auxiliary verb > lemma of auxiliary verb.
Motivation: Analyses with a lemma of an auxiliary verb

usually result from errors in the word- or clause-level

analysis steps, so we prefer analyses with a lemma of a

non-auxiliary verb.

2. Choose pronoun analyses in this order:
MASC > FEM > NEUT > no gender.
Motivation: We did not find a general preference for

any grammatical gender of ambiguous pronouns in the

shared task’s data, but we wanted our system to not ar-

bitrarily choose one and this is the order in which many

grammars name the genders.

3. Choose pronoun analyses in this order:
no class > any class (this only affects
Swahili).
Motivation: We experimented with both variants on the

training and development set for Swahili and matched

the gold analysis in more cases by preferring analyses

without class feature over analyses with class feature.

4. Choose pronoun analyses in this order:
not LGSPEC3 > LGSPEC3 (this only affects
Spanish).

Motivation: We experimented with both variants on the

training and development set for Spanish and matched

the gold analysis in more cases by preferring analyses

without LGSPEC3 feature over analyses with LGSPEC3

feature.

5. Choose pronoun analyses in this order: NOM >
ACC > DAT > other case (this effectively
prefers analyses where the cases of pronouns
appear in this word order).
Motivation: We observed that sentences with ambigu-

ous pronouns always receive cases in this order in the

shared task’s gold analyses.

6. Choose pronoun analyses in this order:
RFLX > not RFLX (except for Spanish, where
the sorting is reversed).
Motivation: We experimented with both variants on the

training and development set for every language and

(for all languages but Spanish) matched the gold analy-

sis in more cases by preferring reflexive readings over

non-reflexive readings for ambiguous pronouns.14

Note that later sorting procedures ignore the pre-
vious ones and are therefore more effective.

3.6 Postprocessing
Sometimes, UniMorph contains incorrect lemmas
with a trailing e for English (e.g. answere in-
stead of answer). We fix this using NLTK’s
WordNetLemmatizer15 and the Python package
pyspellchecker.16

The result analysis is then converted to a string
in the output format of the shared task.

4 Evaluation and Results

For the evaluation, the gold analysis and the pre-
dicted analysis are decomposed into features. For
example, the analysis
IND;PST;PFV;NOM(3,PL,MASC);ACC(1,PL,

MASC);NEG;Q
is decomposed into the features
Φ = {IND, PST, PFV, NOM-3, NOM-PL,

NOM-MASC, ACC-1, ACC-PL, ACC-MASC, NEG, Q}.
Given the features for the gold analysis Φg and

for the predicted analysis Φp, the F1 score for one
sample is calculated as follows:

P =
|Φp ∩ Φg|+ sℓ

|Φp|+ wℓ
R =

|Φp ∩ Φg|+ sℓ
|Φg|+ wℓ

14An example for an ambiguous pronoun is German mich,
which can mean ‘me’ or ‘myself’ (cf. Hole, 2005, p. 65).

15https://www.nltk.org/api/nltk.stem.wordnet.html
16https://pypi.org/project/pyspellchecker/
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Language Train Dev Test

English .994 .995 .993
French .973 .974 .977
German .946 .952 .974
Hebrew (unvoc) .959 .955 .965
Hebrew (voc) .966 .970 .955
Russian .908 .917 .931
Spanish .931 .920 .943
Swahili .730 .760 .789
Turkish .934 .928 .929
Average .927 .930 .940

Table 2: F1 scores for all languages on the respective
training, development and test sets.

F1 =
2 · P ·R
P +R

Hereby, sℓ = 3 if the predicted lemma matches
the gold lemma and sℓ = 0 otherwise, and wℓ = 3.
While the development and training sets always
contain only one gold analysis per sample, the test
sets contain multiple gold analyses for samples
with an ambiguous sentence. In case of such am-
biguous sentences, the predicted analysis is com-
pared to each gold analysis and the highest F1 score
is chosen. The F1 for a data set (e.g. for the English
test set) is the average F1 over all samples in that
set.

The results using our method are shown in
Table 2. We achieve F1 scores over 92% on the
test sets for each language except Swahili (79%),
and an average F1 score of 94% (96% without
Swahili). Since our approach is not based on ma-
chine learning methods, we observe a relatively
stable performance on all data splits (training, de-
velopment, test) and, in particular, no decrease on
the test set.

For completeness, we also show the accuracies
in terms of exact matches, i.e. the percentage of
predicted analyses that exactly match a gold analy-
sis (including ordering of the features), in Table 3,
although we consider this metric to be inadequate
for the evaluation of the task since the elements of
a feature structure are naturally unordered. Since
our rule-based approach cannot learn the ordering
of the features from examples, we hard-coded the
order of the features in the output string so that it
roughly complies with the ordering in the shared
task’s data for most languages. After the final sys-
tem submission, we noticed a mistake in the order-
ing of the features NEG and Q. Therefore, numbers

Language Train Dev Test

English .976 (.975) .977 (.977) .974
French .637 (.845) .676 (.870) .693
German .452 (.590) .465 (.619) .550
Hebrew (unvoc) .765 (.765) .744 (.739) .827
Hebrew (voc) .794 (.794) .807 (.815) .748
Russian .459 (.452) .456 (.472) .609
Spanish .492 (.537) .473 (.553) .637
Swahili .041 (.048) .048 (.066) .067
Turkish .841 (.842) .806 (.808) .816
Average .606 (.650) .606 (.658) .658

Table 3: Exact matches for all languages on the respec-
tive training, development and test sets.

in brackets in Table 3 show exact-match perfor-
mance after fixing their ordering, while the other
numbers are the performances of the system as
submitted.17 The high differences that result from
this small change in some languages (e.g. +15%
in German) further illustrate the inadequateness of
the metric.

5 Discussion

The main advantage of the presented method is
probably the performance, although there is nat-
urally some room for improvement. The second
major advantage of the method is that it does not re-
quire any training data. This makes it a promising
option for analyzing every language where man-
ually annotated gold data is not available. No
training also means that no training bias can be
induced by the data, which arguably makes the
method’s performance more stable across text do-
mains. In terms of languages, the algorithm is
relatively universally applicable since the underly-
ing mechanisms of inflection and agreement are
the same across natural languages. This is also
indicated by the performance that is very similar
across languages and language families.18

However, the method is not without shortcom-
ings, all of which are clearly visible in the case of

17Since gold analyses for the test data have not been re-
leased, yet, we cannot re-evaluate our system on the test sets,
but we can assume that the performance is nearly the same as
on the other splits, or even a bit higher since the test sets can
contain more than one gold analysis per sample.

18The languages in the shared task belong to the following
families: Indo-European (English, French, German, Russian,
Spanish), Afro-Asiatic (Hebrew), Niger-Congo (Swahili), Tur-
kic (Turkish). Dönicke (2021) also implements the composite-
verb analysis for languages from other families.
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Swahili. First of all, the method requires a (word-
level) morphological analysis and a parser for the
language to analyze. We decided to use UniMorph
because the output format in the shared task also
uses UniMorph features. Dönicke (2021), on the
other hand, does not only use the parser but also
the morphological analyzer that can be trained by
spaCy on a UD treebank.19 The current version
of the UD treebanks includes treebanks for 130
languages and 61 languages are listed as possible
future extensions—Swahili being one of them—,
and UniMorph currently provides resources for 167
languages. Nonetheless, the current lack of both a
treebank and morphological resources for Swahili
forced us to implement a workaround resulting in
a much lower performance compared to the other
languages. Another drawback of our method is that
knowledge about the grammar of the language to
analyze is required to set-up the language-specific
inflection table, the list of auxiliary verbs, the word-
order parameter (OV vs. VO), and in the current
implementation also a list of words of negation as
well as UniMorph-style entries for pronouns and
adpositions. Dönicke (2021) already mentions that
the study of composite verb forms in a foreign lan-
guage can be extensive, but it is also prone to errors.
It may be a coincidence that the languages with the
best performance (English, French, German) are
those languages which the author of this paper has
the profoundest knowledge of, but it may also be
due to the incomplete knowledge about the other
languages acquired in the short term. Although the
algorithm is designed to be language-independent
(with language-specific operations being controlled
through the aforementioned parameters), its perfor-
mance can be sometimes improved by language-
specific special rules (e.g. the rules for participle
agreement in French), which again can only be
implemented by someone who has the according
knowledge of the language. Table 4 shows how
many of these rules are hard-coded in our imple-
mentation. It should be added, however, that some
of these rules are only implemented to meet the
output format of the shared task and are not re-
lated to the morphosyntactic nature of the language.
For example, there is no apparent reason why all
gold analyses for Swahili have the feature V (verb)
while the analyses for the other languages do not;
but for the shared task there had to be a special

19McCarthy et al. (2018) compare UD features and Uni-
Morph features and also provide a tool to convert the former
into the latter.

Language P1 A1 A2 F R P2
∑∑∑

English 1 2 1 0 0 1 5
French 1 2 1 1 0 0 5
German 0 1 1 1 0 0 3
Hebrew 2 0 1 1 0 0 4
Russian 0 0 1 0 0 0 1
Spanish 0 1 0 0 1 0 2
Swahili 1 1 2 1 0 1 6
Turkish 0 0 1 0 0 1 2∑∑∑

5 7 8 4 1 3 28

Table 4: Number of hard-coded language-specific rules
in the code. P1: preprocessing, A1: word-level analysis,
A2: clause-level analysis, F: filtering and pooling, R:
ranking, P2: postprocessing.

rule that adds this feature to every output analysis
for Swahili. Probably, the requirement of linguis-
tic knowledge is not that much of a disadvantage,
since research teams working on a language usually
include some speakers of that language.

6 Conclusion

We presented a method to predict clause-level mor-
phological / morphosyntactic features. The main
advantages are its performance (94% F1 on aver-
age), that it does not require training data and that
it is applicable for multiple languages. The disad-
vantages are that it requires a preceding word-level
morphological analysis, linguistic knowledge about
the language to analyze and some time to set-up
the method for a new language. While the imple-
mentation within the frame of the shared task is not
applicable for general use (mainly because of the
pre- and postprocessing), interested readers may
want to have a look at the implementation from
Dönicke (2021).
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Eva Žáčková, Luboš Popelínský, and Miloslav Nepil.
2000. Automatic tagging of compound verb groups
in Czech corpora. In Text, Speech and Dialogue,
pages 115–120, Berlin, Heidelberg. Springer Berlin
Heidelberg.

Daniel Zeman, Joakim Nivre, Mitchell Abrams, Elia
Ackermann, Noëmi Aepli, Hamid Aghaei, Željko
Agić, Amir Ahmadi, Lars Ahrenberg, Chika Kennedy
Ajede, Gabrielė Aleksandravičiūtė, Ika Alfina, Avner
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Samardžić, Stephanie Samson, Manuela Sanguinetti,
Ezgi Sanıyar, Dage Särg, Baiba Saulı̄te, Yanin
Sawanakunanon, Shefali Saxena, Kevin Scannell,
Salvatore Scarlata, Nathan Schneider, Sebastian
Schuster, Lane Schwartz, Djamé Seddah, Wolfgang
Seeker, Mojgan Seraji, Syeda Shahzadi, Mo Shen,
Atsuko Shimada, Hiroyuki Shirasu, Yana Shishkina,
Muh Shohibussirri, Dmitry Sichinava, Janine Siewert,
Einar Freyr Sigurðsson, Aline Silveira, Natalia Sil-
veira, Maria Simi, Radu Simionescu, Katalin Simkó,
Mária Šimková, Kiril Simov, Maria Skachedubova,
Aaron Smith, Isabela Soares-Bastos, Shafi Sourov,
Carolyn Spadine, Rachele Sprugnoli, Vivian Sta-
mou, Stein�hór Steingrímsson, Antonio Stella, Milan
Straka, Emmett Strickland, Jana Strnadová, Alane
Suhr, Yogi Lesmana Sulestio, Umut Sulubacak,
Shingo Suzuki, Daniel Swanson, Zsolt Szántó, Chi-
hiro Taguchi, Dima Taji, Yuta Takahashi, Fabio Tam-
burini, Mary Ann C. Tan, Takaaki Tanaka, Dipta
Tanaya, Mirko Tavoni, Samson Tella, Isabelle Tellier,
Marinella Testori, Guillaume Thomas, Sara Tonelli,
Liisi Torga, Marsida Toska, Trond Trosterud, Anna
Trukhina, Reut Tsarfaty, Utku Türk, Francis Tyers,
Sumire Uematsu, Roman Untilov, Zdeňka Urešová,
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A French Example 1

Input: ne nous avaient-ils pas acceptés?
Gold Output: accepter IND;PST;PFV;NOM(3,PL,MASC);ACC(1,PL,MASC);NEG;Q

After preprocessing and word-level analysis:

ne nous avaient ils pas acceptés ?
ADV PRON AUX PRON ADV VERB PUNCT

{[NEG]}
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DAT
1
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RFLX


 ,




PRO
ACC
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 ,



PRO
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PL


 ,

[
PRO
1
PL

]
,



PRO
ACC
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 ,



PRO
DAT
1
PL















avoir
V
3
PL
IND
PST
IPFV















PRO
NOM
3
PL
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{[NEG]}








accepter
V
PTCP
PL
MASC
PST
PASS








{[Q]}

advmod

expl

aux

nsubj

advmod

ROOT

punct

After ... a v s N c

add a, v [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV]

add s [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC]

add N [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL RFLX]}
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL RFLX]}
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO NOM 1 PL]}
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO 1 PL]}
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL]}
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL]}

add c [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL RFLX]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL RFLX]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO NOM 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL]} [NEG Q]

filter 4 [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL RFLX]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL RFLX]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL]} [NEG Q]

filter 6 [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL]} [NEG Q]

filter 7 [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL]} [NEG Q]

ranking [accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO ACC 1 PL]} [NEG Q]
[accepter IND PST PFV] [avoir V 3 PL IND PST IPFV] [PRO NOM 3 PL MASC] {[PRO DAT 1 PL]} [NEG Q]

Pred. Output: accepter IND;PST;PFV;NOM(3,PL,MASC);ACC(1,PL,MASC);NEG;Q
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B French Example 2

Input: ne te prouvez pas à elle par elles!
Gold Output: prouver IMP;PRS;NOM(2,PL);PROL(3,PL,FEM);ACC(2,SG);DAT(3,SG,FEM);NEG

After preprocessing and word-level analysis:

ne te prouvez pas à elle par elles !
ADV PRON VERB ADV ADP PRON ADP PRON PUNCT

{[NEG]}
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advmod

expl

ROOT

advmod case

nmod

case

obj

punct

After ... a v s N c

add a, v [prouver IND PRS] [prouver V 2 PL IND PRS]
[prouver IMP PRS] [prouver V 2 PL IMP PRS]

add s [prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL]

add N [prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO DAT 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO DAT 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO ACC 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]}

add c [prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO DAT 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO DAT 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IND PRS] [prouver V 2 PL IND PRS] [NOM 2 PL] {[PRO ACC 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]

filter 1 [prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG RFLX] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]

filter 6 [prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO DAT 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]
[prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]

filter 7 [prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]

ranking [prouver IMP PRS] [prouver V 2 PL IMP PRS] [NOM 2 PL] {[PRO ACC 2 SG] , [PRO DAT 3 SG FEM] , [PRO PROL 3 PL FEM]} [NEG]

Pred. Output: prouver IMP;PRS;NOM(2,PL);PROL(3,PL,FEM);ACC(2,SG);DAT(3,SG,FEM);NEG
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