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Abstract

We would host the AutoMin generation chal-
lenge at INLG 2023 as a follow-up of the first
AutoMin shared task at Interspeech 2021. Our
shared task primarily concerns the automated
generation of meeting minutes from multi-party
meeting transcripts. In our first venture, we ob-
served the difficulty of the task and highlighted
a number of open problems for the community
to discuss, attempt, and solve. Hence, we invite
the Natural Language Generation (NLG) com-
munity to take part in the second iteration of
AutoMin. Like the first, the second AutoMin
will feature both English and Czech meetings
and the core task of summarizing the manually-
revised transcripts into bulleted minutes. A new
challenge we are introducing this year is to de-
vise efficient metrics for evaluating the quality
of minutes. We will also host an optional track
to generate minutes for European parliamentary
sessions.

We carefully curated the datasets for the above
tasks. Our ELITR Minuting Corpus has been
recently accepted to LREC 2022 and publicly
released.1 We are already preparing a new test
set for evaluating the new shared tasks. We
hope to carry forward the learning from the
first AutoMin and instigate more community
attention and interest in this timely yet chal-
lenging problem. INLG, the premier forum for
the NLG community, would be an appropriate
venue to discuss the challenges and future of
Automatic Minuting. The main objective of
the AutoMin GenChal at INLG 2023 would
be to come up with efficient methods to auto-
matically generate meeting minutes and design
evaluation metrics to measure the quality of the
minutes.

1 Introduction

Ever since most of our interactions went virtual,
the need for automatic support to run online meet-
ings became essential. Due to frequent meetings

1http://hdl.handle.net/11234/1-4692

and the resulting context switching, people are ex-
periencing an information overload (Fauville et al.,
2021) of epic proportions. Hence a tool to automat-
ically summarize a meeting proceeding would be
a valuable addition to the virtual workplace. Au-
tomatic minuting (Nedoluzhko and Bojar, 2019)
is close to summarization; however, there are sub-
tle differences. While summarization is motivated
towards generating a concise and coherent sum-
mary of the text, minuting is more inclined towards
adequately capturing the contents of the meeting
(where coverage is probably more significant than
coherence and conciseness). Summarizing spoken
multi-party dialogues (Bhattacharjee et al., 2022)
comes with its own challenges: incorrect/noisy au-
tomated speech recognition (ASR) outputs, long
discourse, topical shifts, the dialogue turns, redun-
dancies and small talk, etc. Hence we deem auto-
matic minuting to be more difficult than text sum-
marization (Figure 2 in Appendix A shows an en-
visaged demonstration of the task).

With the AutoMin challenge, we want to explore
the various problems associated with the task and
their potential solutions from the perspective of a
multi-year joint community initiative. Apart from
the main task of summarizing meeting transcripts
into concise, bulleted minute items, another crucial
task is to develop efficient evaluation measures to
judge the quality of the automatically generated
minutes. It is a known fact that the current popular
methods of automatic summarization evaluation
(e.g., ROUGE (Lin, 2004)) do not guarantee criti-
cal quality parameters like fluency, adequacy, gram-
matical correctness, etc. (Ghosal et al., 2021a,b),
which is why we have to primarily rely on human
evaluation metrics in our shared task. The proposed
instance of the AutoMin challenge will venture
into developing automatic/semi-automatic evalu-
ation metrics to measure the quality of generated
minutes. Summarizing the participants’ ideas for
this challenge and the anticipated follow-up dis-
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cussions, we will try to define an ideal meeting
summary. Since the task suffers from resource
scarcity, we would launch an initiative where inter-
ested parties could donate their meetings to prepare
a public multimodal, multilingual dataset of real
meetings.

2 First AutoMin @ Interspeech 2021

The AutoMin2 shared task at Interspeech 2021
(Ghosal et al., 2021a) was a first of its kind with this
problem. It generated considerable interest in the
speech and NLP community. Twenty-seven teams
from diverse geographical regions registered, and
finally, ten teams (both from academia and indus-
try) actively participated in the challenge. Almost
70 people attended the shared task virtual event.
The first AutoMin consisted of one main task (Task
A) and two supporting tasks (Task B and Task C),
relying on a dataset of transcripts and minutes from
primarily technical meetings in English and Czech
(Nedoluzhko et al., 2022).

Considering the current non-availability of large-
scale domain datasets on multiparty meeting sum-
marization, the best recipe for automatic minuting
that evolved out from the first AutoMin is roughly
the following: training a deep neural model on
available dialogue summarization datasets (SAM-
Sum (Gliwa et al., 2019); DialSum (Chen et al.,
2021); etc.) and further fine-tuning it on the minut-
ing or meeting summarization datasets (AMI (Mc-
cowan et al., 2005); ICSI (Janin et al., 2003); Au-
toMin (Ghosal et al., 2021a)), accompanied by
some intelligent pre- and post-processing steps.

3 Task Overview

We would continue with the tasks in the previous
AutoMin challenge in the current iteration. How-
ever, the new additions would be: (1) automatically
generating the meeting minutes of parliamentary
sessions as part of Task A, and (2) designing appro-
priate evaluation schema/metrics to evaluate the
generated minutes as a new Task D.

3.1 Task A
The main task consists of automatically generat-
ing minutes from multiparty meeting conversations
provided in the form of transcripts. The objective
is to generate minutes as bulleted lists, summariz-
ing the main contents of the meeting, as opposed

2https://elitr.github.io/
automatic-minuting/index.html

to usual paragraph-like text summaries. This task
would run for the meetings in the ELITR Minut-
ing Corpora (Nedoluzhko et al., 2022) and the new
data we curated from the European parliamentary
sessions.3 Note that the nature of meetings as well
as the corresponding minutes are very different
in the two datasets (technical project meetings vs.
parliamentary sessions).

3.2 Task B
Given a pair of a meeting transcript and a
manually-created minute, the task is to identify
whether the minute belongs to the transcript.

During our data preparation from meetings on
similar topics, we found that this task could be
challenging due to the similarity of the discussed
content and anchor points like named entities, e.g.,
in recurring meetings of the same project on the
one hand, and the differences in the style of minut-
ing, on the other hand. Another reason is that some
minutes do not capture the central points in the
meeting because the external scribes did not under-
stand the context correctly and created minutes that
miss significant issues discussed in the meeting or
are simply too short.

3.3 Task C
Task C is a variation of Task B. Given a pair of min-
utes, the task is to identify whether the two minutes
belong to the same meeting or to two different ones.
This task is important as we want to uncover how
minutes created by two different persons for the
same meeting may differ in content and coverage.

3.4 Task D (New Task)
Given a meeting transcript, a candidate minute,
and a set of one or more reference minutes, as-
sign a score indicating the quality of the candidate
minute.

The participating evaluation methods can focus
on diverse aspects of minutes quality, such as the
coverage of content discussed, the adequacy of the
description, the readability, etc. We will evaluate
the submitted scores with respect to correlation
with human judgements in terms of adequacy, flu-
ency and grammatical correctness from AutoMin
2021 human evaluations, and possibly in terms of
additional criteria.

In other words, there is not a single evaluation
criterion for submissions to Task D. Task D should

3https://emeeting.europarl.europa.eu/
emeeting/committee/en/archives
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English Czech
Meeting Minuted #meetings #hours #meetings #hours
Once 30 22 8 2
Twice 65 65 20 20
More than twice 25 22 31 31
Total meetings 120 109 59 53

Table 1: Basic transcript and minutes statistics for
ELITR Minuting Corpus.

be treated as a joint exploration rather than an opti-
mization exercise.

4 Dataset Description

We provide the AutoMin 2023 participants with
ELITR Minuting Corpus (Nedoluzhko et al., 2022);
however, we would allow them to use any external
datasets if they explicitly describe them in their
system reports.

4.1 ELITR Minuting Corpus for Task A

In our ELITR Minuting Corpus (Nedoluzhko et al.,
2022), a meeting usually contains one manually
corrected transcript, one original minute (created
by a meeting participant; in some cases, these min-
utes are a detailed agenda which got further up-
dated during or after the meeting), and one or more
generated minutes (by annotators).

Table 1 presents our dataset’s statistics regarding
the number of meetings and hours. We separately
count meetings for which we have only one, two,
and more than two (up to 11) minutes. For English
meetings, either (i) our annotators created both
minutes or (ii) one minute was written by one of the
participants before or after the meeting and another
by our annotator. In contrast, most meetings in the
Czech portion of the dataset are minuted at least
twice, and more than half of the Czech portion of
ELITR Minuting Corpus is minuted 3-5 times.

To address GDPR issues (privacy of partici-
pants), we de-identify any information concerning
Person, Organisation, Project and Location (in spe-
cific cases) names were replaced with the lexical
substitute strings [PERSONnumber], [ORGANI-
ZATIONnumber], [PROJECTnumber] and [LO-
CATIONnumber] respectively. Additionally, we
replaced the names of annotators mentioned in min-
utes with [ANNOTATORnumber].

Table 2 reports summary statistics of the texts
in ELITR Minuting Corpus and Figure 4 in Ap-
pendix B shows a sample minute from the corpus.

Language English Czech
# of Meetings 120 59
avg. words per transcript 7,066 8,534
avg. words per summary 373 236
avg. turns per transcript 727 1,205
avg. number of speakers 5.9 7.6

Table 2: Text statistics of ELITR Minuting Corpus.

4.2 EuroParlMin for Task A

We curate this dataset from the publicly available
European parliamentary sessions by using the tran-
scripts in the EuroParl dataset (Koehn, 2005) and
crawling the corresponding minutes from the EU
parliament website.4

We automatically create a set of transcript–
minute pairs (∼2000). This dataset is new, and
we would make this available to the shared task
participants.

4.3 Test Data for Task D

There is no training data for Task D (except training
data available for Tasks A–C anyway).

The test data for Task D consists of participants’
submissions to AutoMin 2021. Our human evalua-
tors rated each submitted minute by the ten differ-
ent participating teams (some had multiple submis-
sion runs) in three criteria: adequacy, fluency, and
grammatical correctness on the test set. Addition-
ally, we plan to design some methods of minute
scoring based on the (manual) alignments between
the transcript and the minute Polák et al. (2022).
These alignments are included in ELITR Minuting
Corpus for many of the meetings and their manu-
ally created minutes, which can be used as training
data. We will also prepare these alignments for Au-
toMin 2021 submissions, i.e., automatic minutes.

We will use these annotations (adequacy, flu-
ency, grammatical correctness and different scores
based on the alignments) as different possible
ground truth values for participants in Task D.

It is up to the participants of Task D to propose
which type of criterion their metric will focus on.
We will evaluate each submission against all avail-
able ground truths.

We prepared data for Task B and Task C from
ELITR Minuting Corpus (leaving the meetings we
selected to run AutoMin 2021).

4https://www.europarl.europa.eu/
committees/en/meetings/minutes
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Figure 1: Correlations of metrics (human and automatic) used in AutoMin 2021 across all participants. Each cell
represents the Pearson correlation between the two types of measurements of a given meeting. With multiple
reference minutes, the automatic scores are aggregated with (a) average and (b) maximum. Two independent judges
assigned manual scores, and to arrive at a single score per minute, we again aggregated them with average or
maximum.

5 Evaluation Campaign

5.1 Human Evaluation
We will perform human evaluation on the submis-
sions in Task A (both English and Czech) with the
usual metrics: adequacy, fluency, relevance, and
grammatical correctness (Kryscinski et al., 2020)
on a Likert scale of 1-5.

1. Adequacy assesses if the minute adequately
captures the major topics discussed in the
meeting, also considering coverage (all such
topics reflected).

2. Fluency reflects if the minute consists of flu-
ent, coherent texts and is readable to the eval-
uator.

3. Grammatical Correctness checks the level
to which the minute is grammatically consis-
tent.

4. Relevance signifies whether the important
content from the source transcript appear in
the candidate minutes.

Along with that, we will launch a pilot evaluation of
the submitted minutes via our ALIGNMEET tool
(Polák et al., 2022). An alignment maps each turn
of the transcript to either one line of the minute’s
file in which it is summarized, a “problem” label,
both or neither. The alignments are done in such a
way that whole discussions are aligned to the min-
utes lines (e.g., speaker A agreeing to a statement
by speaker B is aligned to the same minutes line as
speaker B’s original statement; see Figure 3 for an
example of an alignment in Appendix A).

There will be no manual evaluation for Tasks B,
C, and D.

5.2 Automatic Evaluation

For our automatic evaluation of Task A, we will
still rely on the widely popular text summarization
metric ROUGE (Lin, 2004) in its three variants:
ROUGE-1, ROUGE-2, ROUGE-L. Additionally,
we will use BERTScore (Zhang et al., 2019) and/or
BARTScore (Yuan et al., 2021) which are currently
being used to evaluate generation tasks.

For Tasks B and C, which are actually classifica-
tion tasks, we will use accuracy and class-wise F1
scores.

Task D will not be evaluated by a single crite-
rion. As mentioned above, all submissions to Task
D will be evaluated in terms of Pearson correlation
against all manual and all other automatic evalua-
tion scores.

Figure 1 plots the heatmaps of Pearson correla-
tions between various types of evaluations of min-
utes. For automatic scores (ROUGE variants), we
utilize multiple reference minutes, where available,
and average or maximize over them. For manual
scores (Adequacy, Correctness, and Fluency), we
average or maximize the score assigned by two
annotators to get a single score for a given minute.

We see that all ROUGE score types are signif-
icantly correlated with each other but not much
related to the manual scores. The highest correla-
tion is between ROUGE 1 and Adequacy in the (b)
plot in Figure 1, reaching 0.66, which is approx-
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imately the same level of correlation as between
Correctness and Fluency. Any variants of the auto-
matic score do not reflect Correctness and Fluency.
Figure 5 in Appendix C shows one of the good
minutes generated by a participating team in the
First AutoMin shared task.

6 Baseline Evaluations

We provide our participants with the baseline codes
for automatic minuting (Task A) here.5 The details
of the experiments are described in Singh et al.
(2021). It includes initial exploration using off-the-
shelf text summarization models for future inves-
tigations. For generating abstractive meeting min-
utes we use BART (Lewis et al., 2019), BERTSUM
(Liu and Lapata, 2019), BERT2BERT (Rothe et al.,
2020), LED (Beltagy et al., 2020), Pegasus (Zhang
et al., 2020), Roberta2Roberta (Liu et al., 2019),
and T5 (Raffel et al., 2019) models. For extractive
meeting summaries we use TF-IDF-based sum-
marizer (Christian et al., 2016), an unsupervised
extractive summarizer, TextRank (Mihalcea and
Tarau, 2004), LexRank (Erkan and Radev, 2004),
Luhn Algorithm (Luhn, 1958), and LSA (Gong and
Liu, 2001) based summarizer. These off-the-shelf
text summarization models are not the best candi-
dates for generating minutes which calls for fur-
ther research on this challenging task for meeting-
specific summarization or minuting models.

7 AutoMin 2023 Procedure and Timeline

Table 3 summarizes the tentative timeline for Au-
toMin 2023. We would create and host a server
to handle the shared task system submissions. We
would use START or EasyChair for paper submis-
sions and reviewing. We would also set up a pro-
gram committee to review the system submissions
and help the authors improve their reports.

8 Diversity and Inclusion

As our commitment to diversity and inclusion, like
the previous iteration, we would like to make our
event open-to-all (and possibly hybrid) in consulta-
tion with INLG 2023 chairs. We would especially
reach out to organizations like Widening NLP6

(where our first organizer is also a chair) to help us
reach the underrepresented groups and communi-
ties and encourage them to participate. We would

5https://github.com/ELITR/Minuting_
Baseline_Experiments

6http://www.winlp.org

July 2022 Announcement at INLG 2022
August 2022 Call for Participation
September 2022 Training Data Release
December 2023 Test Data Release
February 2023 System Submission
March 2023 Evaluation Notification
April 2023 System Report Submission
May 2023 System Report Review Notification
May 2023 Camera-ready Submission
June 2023 Proceedings appear in ACL Anthology
July 2023 Second AutoMin at INLG 2023

Table 3: Tentative Timeline for second AutoMin at
INLG 2023 (may change depending on INLG 2023
schedule)

also look for funding from industries/labs inter-
ested in the application of this research to sponsor
resources (especially compute) and/or travel/regis-
tration of our participants in need of those logistics.

9 Conclusion

AutoMin is a very timely yet complex task for the
speech and natural language processing commu-
nity. Given the array of problems this task had to
offer, we are very excited to continue this iteration
of the generation challenge at INLG 2023. We
look forward to uncovering the several linguistic
phenomena and insights that should go into action
while a machine writes a minute and see how much
we have progressed towards an acceptable auto-
mated minuting output. In that essence, Task A
and Task D are of more interest to the NLG and
summarization community than Task B and Task
C.

10 Ethical Considerations

For our ELITR Minuting Corpus, all meeting par-
ticipants consented to make the data publicly avail-
able. Please refer to Nedoluzhko et al. (2022);
Ghosal et al. (2021a) for a detailed description of
our de-identification and participant-consent pro-
cess. We would follow the same conditions to
prepare the hidden test set. The EuroParl (Koehn,
2005) data, as well as the minutes for those par-
liamentary sessions, is publicly available (on the
EuroParl website). Hence, there should not be any
privacy or ethical issues.
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A Appendix

Now to the
UI issue, would you prefer
the transcript at the top

or at the bottom? I'd say top.

Bottom.

I prefer the transcript
rolling up, so top. Sorry for getting back

to the protocol type.
I think we forgot to consider

network load due to
the call itself.

Original agenda as prepared by the organizer beforehand:
- Protocol type: push or pull?
- Layout of the user interface:
  - Transcript grows at the top or bottom of the document?
  - Or in a side pane?

Shared document, everyone allowed to edit.
Starts with the agenda and gets populated by Automatic Minuting
- Protocol type: push or pull?
               > Pull easier to implement.
               > Updates can get lost with push 
               > Consider network load. 
- Layout of the user interface:
  - Transcript grows at the top or bottom of the document?
               > Top              > Bottom              > Top, transcript rolling up.
  - Or in a side pane?

AM

AM

AM

AM

AM

AM AM

in case the user

Transcript, optionally editable to correct ASR errors:
     11:03 Sorry for cutting back to the protocol type. I think we forgot ...
     11:02 I prefer the transcript rolling up, so top. 
     11:02 Bottom
     ...

Figure 2: Envisioning Automatic Minuting
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Figure 3: Example of an alignment viewed in ALIGNMEET. Dialogue Acts with white background are not aligned
to minutes, other colors indicate alignment to minutes line of the same color. Problems are shown in the right
column of the transcript view.
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B Sample Reference Minutes in ELITR Minuting Corpus

Date : 2019/04/01
Attendees : [PERSON10] , [PERSON2] , [PERSON3] , [PERSON7] , [PERSON11] , [PERSON8] , [

PERSON1]
Purpose of meeting : Technica l prepare f o r [ORGANIZATION6 ] congress

Agenda :
− S t a r t record ing .
− Date f o r [PROJECT1] c a l l .
− C o l l e c t i n g photos and videos from Trade Fa i r .
− Conf i rmat ion o f proposed scheme of w i r i n g f o r [ORGANIZATION6 ] Congress .
− D i g i t a l i n t e r f a c e to audio mix p u l t .
− Microphones .
− Get a contac t f o r someone from [ORGANIZATION4 ] , who w i l l handle the p resen ta t i on

p la t fo rm .
− W i l l [ORGANIZATION4 ] a lso t r y get t h e i r ASR.
− When w i l l the python vers ion o f [ORGANIZATION4 ] p la t f o rm sample connector .

Summary o f meeting :

[PERSON3] , [PERSON7 ] :
− A f t e r reminder missing vote f o r [PROJECT1] c a l l date was chosen the A p r i l 16 th .

[PERSON3] , [PERSON7 ] :
− Ask f o r photos from the t rade f a i r . W i l l be sent to e−mai l immediate ly .

[PERSON3] , [PERSON7] , [PERSON11 ] :
− I t i s needed to spec i f y the s e t t i n g s f o r workshop i n June and [ORGANIZATION6 ]

congress .
The hardware w i l l p rov ide outs ide company .
I t i s supposed to t r a n s l a t i n g and t r a n s c r i b i n g the main session .
There w i l l be rented t a b l e t s and i s supposed t h a t everyone w i l l have t h e i r c e l l

phones .
I t i s needed to connect the microphones to the mean audio mixer and then to have

d i g i t a l ou tput to the booth f o r l i s t e n i n g and ASR.
Any of the separate notebooks a f t e r the ASR can prov ide inpu t to the m u l t i l i n g u a l

t r a n s l a t i o n system .
Proposal t h a t every i npu t language has uhm have to have i t s own ehm session wi th the

mediator , t h i s w i l l be implemented by [PERSON2 ] .
I t i s needed o r i g i n a l sound from the microphones as poss ib le from booth main

microphone of the p lenary session , i d e a l l y the d i g i t a l s i g n a l captured at
microphone .

Languages : Engl ish , German , Czech , French , I t a l i a n , Spanish , Russian .
There i s exper ience only w i th Dante , but i t i s very expensive and doesn ’ t s i m p l i f y

s e t t i n g .
I t i s needed one PC f o r each language , one PC per i npu t channel .
I t i s recomended to keep audio data and network t r a f f i c separated .
W i l l be demand one d i r e c t microphone output from the main microphone .
And one d i r e c t microphone output from each of the booths and f o r these booth

microphones we demand t h a t on ly the predef ined languages i s spoken at t h a t
channel .

Proposal to say get booth analog output as a c a l l back and d i g i t a l i n t e r f a c e scho la r
choice .

[ORGANIZATION4 ] w i l l l e t know what d i g i t a l audio should be spec i f y i n the
documentation u n t i l Tuesday .

[PERSON3] , [PERSON11] , [PERSON7 ] :
− I t i s needed to demand also Microphones .
Ask f o r d e f i n i t i o n a l l the i n d i v i d u a l microphones t h a t the speakers w i l l use .
A f t e r d iscuss ion they agreed t h a t there w i l l be p re fe r red wired microphone f o r main

stage .
U n t i l Tuesday [PERSON7] w i l l p rov ide s p e c i f i c a t i o n f o r main stage wired microphones

and i n t e r p r e t e r s booths la rge microphones and also f o r w i re less .

[PERSON3] , [PERSON7] , [PERSON11 ] :
− Presenta t ion p la t fo rm w i l l have to be d i f f e r e n t f o r the workshop i n June and f o r

the [ORGANIZATION6 ] congress , because the s e t t i n g i s d i f f e r e n t .
Exp la in idea .
[PERSON2] w i l l be coding t h i s t h i ng .
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[PERSON3] , [PERSON7 ] :
− [ORGANIZATION4 ] won ’ t t r y t h e i r own ASR.

[PERSON3] , [PERSON7 ] :
− Ask when the python connector to the [ORGANIZATION4 ] p la t f o rm would be ready .
People using python at the [ORGANIZATION8 ] w i l l help w i th t h i s po in t .
I t w i l l be publ ished at p u b l i c websi te .

Minutes submit ted by : [ANNOTATOR1]

Figure 4: A sample minute taken by our external annotators
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C Sample Candidate Minutes by one participating team in AutoMin 2021

DATE : 2021−07−16
ATTENDEES : PERSON5, PERSON15, PERSON1, PERSON13, PERSON9, PERSON6, PERSON16

SUMMARY−

The Czech Republ ic government has l i f t e d the ru l es .
−People can go out even i f they don ’ t need to , but they have to wa i t u n t i l the 4 th

o f June f o r the f ree c i r c u l a t i o n o f people .
They can go to the fo res t , but i f you are i n PERSON6, PERSON5, PERSON1, PERSON3,

PERSON15, PERSON16 and PERSON12 are going to do the summarizat ion and three −
po in t −one review .

−PERSON6, PERSON5, PERSON8, PERSON2, PERSON1 and ORGANIZATION6 are w r i t i n g a
p r o j e c t management guide f o r a par t y .

There i s no d e s c r i p t i o n o f the d e l i v e r a b l e and there are no p r o j e c t management
guides .

−PERSON5, PERSON1, PERSON6 and PERSON4 are working on the EU p r o j e c t s .
They need to f i n i s h the i n t e r n a l reviews by mid June at the l a t e s t .
They have two weeks to f i n i s h i t and then they have a week to f i x i t .
There i s one more mi lestone , the PERSON6 wants to have the PROJECT1 t e s t sets

populated and descr ibed by August so they can be ready to submit as a
d e l i v e r a b l e .

−PERSON10 i s not feed ing the annota tors w i th the prepared f i l e s .
The annota tors are searching f o r p o l l documents and i n many of the languages .
They need more people to be added to the language map.

−PERSON6, PERSON1 and PERSON9 agree t h a t the p u b l i c use of the t e s t sets should be
l i m i t e d to few of them .

They also agree t h a t there should be only 3 f i l e l i s t s f o r the general p u b l i c .
−PERSON1, PERSON9, PERSON6, PERSON16 and PERSON9 are d iscuss ing the implementat ion

o f the SLTF .
According to PERSON6, the only r e l i a b l e way to do the comparison i s to run the

models or a serve the model .
−People can m i s i n t e r p r e t the t ime stamps and the forced al ignment i s not r e l i a b l e

f o r them .
−PERSON6 and PERSON1 are doing both f i n d i n g and cu ra t i ng the t r a n s l a t i o n s and

t r a n s l a t i n g them i n t o Czech .
They made progress i n g e t t i n g t r a n s l a t i o n s out o f the a u d i t i n g websi tes .

−PERSON1, PERSON15, PERSON6, PERSON7, PERSON5, PERSON11 and PERSON16 are working on
a p r o j e c t .

The p r o j e c t was s t a r t e d when the EU s t i l l ex i s ted .
There are ten tens o f thousands of sentences .
I r i s h i s equa l l y impor tan t to the p r o j e c t as o ther languages .

−PERSON1, PERSON9 and PERSON6 are d iscuss ing ASR’ s r e t r a n s l a t i o n p o l i c y .
They discuss the pros and cons of r e t r a n s l a t i n g .
There i s no i n t e r n a l SLT i n the endtoend ASR.
The MT only t r a n s l a t e w i l l be get from ASR hypothes is .
There i s research going on how to i n t e g r a t e the ASR and MT.

−PERSON6 i s t r y i n g to run GPT t o o l to p r e d i c t the t a i l o f the sentence .
The i n t e r p r e t e r s can guess up to 90% of the time , but sometimes they get i t wrong .
There i s no way to touch up on these t o p i c s before the PERSON16 w i l l c reate a

Doodle , send i t to both par tne rs and ask them what they would l i k e to demo .
The demo should inc lude both the ORGANIZATION1 rep resen ta t i on and the sub−

rep resen ta t i on wi th s u b t i t l e s .
−PERSON1, PERSON6, PERSON13 and PERSON9 discuss screenshare and how to improve the

q u a l i t y o f the machine t r a n s l a t i o n .
−PERSON1 t h i n k s the idea screenshare i s a good one , but i t takes away one i n d i c a t e .
−PERSON6 i s so r ry f o r not managing the h a l f an hour f o r the demo i n the coming days

.

Minuted by : Team ABC

Figure 5: A sample minute from Team ABC (Shinde et al., 2021) in AutoMin 2021 (Ghosal et al., 2021a)
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