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Abstract

Generating natural and informative texts has
been a long-standing problem in NLP. Much
effort has been dedicated into incorporating pre-
trained language models (PLMs) with various
open-world knowledge, such as knowledge
graphs or wiki pages. However, their ability to
access and manipulate the task-specific knowl-
edge is still limited on downstream tasks, as this
type of knowledge is usually not well covered
in PLMs and is hard to acquire. To address
the problem, we propose augmenting TExt
Generation via Task-specific and Open-world
Knowledge (TEGTOK) in a unified framework.
Our model selects knowledge entries from
two types of knowledge sources through dense
retrieval and then injects them into the input en-
coding and output decoding stages respectively
on the basis of PLMs. With the help of these
two types of knowledge, our model can learn
what and how to generate. Experiments on two
text generation tasks of dialogue generation and
question generation, and on two datasets show
that our method achieves better performance
than various baseline models.

1 Introduction

Enabling natural models to generate natural and in-
formative sequences is a challenging yet intriguing
problem of artificial intelligence and has attracted
increasing attention due to its promising potentials
and alluring commercial values (Bahdanau et al.,
2015; Du et al., 2017; Kepuska and Bohouta, 2018;
Berdasco et al., 2019; Zhou et al., 2020; Gehrmann
et al., 2021). Thanks to the achievements on neural
sequence modeling and pre-training technologies,
current generative models are able to generate
nature and fluency target sequences using either
encoder-decoder architectures (Sutskever et al.,
2014; Bahdanau et al., 2015; Vaswani et al., 2017)
or language models (Radford et al., 2019; Brown
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et al., 2020; Lewis et al., 2020a) Despite these
methods being the state-of-the-art frameworks for
NLG, they are often provided limited knowledge to
generate the desired output. Thus, the performance
of text generation is still far from satisfaction in
many real-world scenarios (Yu et al., 2020a).

Recently, much effort has been dedicated into
incorporating traditional generative models or pre-
trained language models (PLMs) with a variety of
open-world knowledge, such as structural knowl-
edge bases (e.g., ConceptNet) (Speer and Havasi,
2012; Speer et al., 2017) or unstructured documents
(e.g., documents from Wikipedia) (Zhou et al.,
2018c; Dinan et al., 2019). By providing the
supplementary knowledge of an entity mentioned
within or the background knowledge of a source
text, it can help to better understand the input text
and its surrounding context, and to ameliorate the
informativeness of the generated text.

Although the open-world knowledge brings
improvement to the generation process in most
cases, its effect is still limited to the cases involving
fewer entities or abstract semantics. On the other
hand, the process of generating text by humans
is often grounded by more than one single type
of knowledge perception. In addition to world
knowledge, the task-specific knowledge also acts
as an important information source, and is usually
not well covered in PLMs and is hard to acquire
through fine-tuning. For example, in dialogue
systems, what people have said or responded
before can be reused as an important knowledge
source, where these utterances talked before can
be retained as the task-related knowledge in the
mind of an interlocutor; for question generation,
what part of a document makes people curious
most and then ask specific questions, can often get
enlightened by the existing questions raised from
their corresponding passages. Intuitively, these
related task-specific examples can bring additional
information associated with the given source mes-
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sages and provide exemplary information for neural
generative models, but this useful information
source is neglected in previous studies.

On account of the above issues, we propose
augmenting TExt Generation via Task-specific
and Open-world Knowledge (TEGTOK). Specif-
ically, the world knowledge is assumed to be
unstructured Wikipedia documents that provide
supplementary information of an entity mentioned
within or background knowledge of an input
sequence. The task-specific knowledge is a pre-
built index that is domain-relevant and acts as
an exemplary information source for guiding text
generation. It can be flexibly adjusted according to
different tasks or domains, e.g., context-response
pairs in dialogue generation or passage-question
pairs in question generation. Inspired by the
success of dense retrieval methods for the task
of open-domain question answering (Lee et al.,
2019; Guu et al., 2020; Karpukhin et al., 2020), we
use pre-trained encoders to convert input texts and
knowledge entries into dense representation vectors
and employ fast maximum inner-product search
(MIPS) (Shrivastava and Li, 2014) to complete
the retrieval, so as to ensure effectiveness and
efficiency of knowledge selection. Finally, these
two types of knowledge are injected into source
text encoding and target text decoding stages
respectively. By this means, our model can learn
how and what to generate in a unified framework
with the help of two types of knowledge.

To measure the effectiveness of our proposed
framework, we evaluate it on the tasks of dialogue
generation and question generation, which are both
important research issues of text generation. Ex-
perimental results show that our proposed method
outperforms the GPT-2 (Radford et al., 2019) and
BART (Lewis et al., 2020a) baseline models, and
can generate more informative texts including
entities that do not appear in the input texts.

In summary, our contributions in this paper are
three-fold: (1) A proposal of a general and unified
text generation framework named TEGTOK that
incorporates both task-specific and world knowl-
edge through dense retrieval. (2) The proposed
framework is verified on two text generation tasks.

2 Related Work

Knowledge-enhanced Text Generation. As
knowledge can help to understand the input
text and its surrounding context, many previous

studies explored the leverage of knowledge
bases (Speer and Havasi, 2012; Speer et al., 2017;
Koncel-Kedziorski et al., 2019; Liu et al., 2021)
or unstructured texts (Zhang et al., 2018; Zhou
et al., 2018c; Dinan et al., 2019; Lewis et al.,
2020b) for the text generation task, and they
have demonstrated promising performance on
generating informative and coherent texts. To
incorporate unstructured knowledge from the
web, retrieval-augmented text generation (Lewis
et al., 2020b) has been widely explored. Besides,
researchers also introduced the paradigm of
retrieve-and-edit (Hashimoto et al., 2018; Wu
et al., 2019; Ren et al., 2020) or exemplar-based
decoding (Peng et al., 2019; Gupta et al., 2020)
to enhance the generation processes with similar
input-output pairs come from the specific task.
More related works about knowledge-enhanced
text generation can be referred to Yu et al. (2020b).

Dialogue Generation. The generation-based di-
alogue models synthesize a response with a NLG
model by maximizing its generation probability
given the previous conversation context. The
pioneer researchers formulated the dialogue gen-
eration task as a sequence-to-sequence translation
problem (Shang et al., 2015; Sordoni et al., 2015;
Vinyals and Le, 2015; Serban et al., 2016, 2017)
where encoder is designed for dialogue context
modeling, and decoder is constructed to conduct
the target response prediction. Expanded from
the general dialogue generation problem, more
interesting and challenging tasks relying on ex-
ternal knowledge have been explored to improve
the anthropomorphic characteristic of dialogue
systems. A line of work introduced personalized
information into dialogue generation to help deliver
better dialogue response such as emotion (Li
and Sun, 2018; Zhou et al., 2018a; Song et al.,
2019) and persona (Zhang et al., 2018; Zheng
et al., 2020). In addition, to further enhance
and enrich the response generation, researchers
have studied grounding dialogue generation on
knowledge graphs (Zhou et al., 2018b; Moon et al.,
2019) or unstructured documents (Dinan et al.,
2019; Zhang et al., 2018; Zhou et al., 2018c;
Santhanam et al., 2020; Tan et al., 2021).

Question Generation. This task aims at gen-
erating a question from a given passage (Du
et al., 2017) in an answer-aware or answer-unaware
manner. In this paper, we work on the answer-
unaware setting, encouraging diversity of generated
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questions. Researchers have explored statistical
keyword extraction techniques to select salient
words from input documents, and then incorpo-
rated the extracted keywords into question gener-
ation (Cho et al., 2019; Wang et al., 2020) Recent
work has applied reinforcement learning to natural
question generation (Chen et al., 2020).

Different from previous text generation models
that either incorporate unstructured Wikipedia
knowledge or enhance the generation with ex-
emplar cases, to the best of our knowledge, this
paper makes the first attempt to retrieve and exploit
both the task-specific and world knowledge for
text generation in a unified framework. Our
knowledge retrieval process is conducted through
dense representations which can help to capture
deep and latent semantics.

3 Method Formulation

The task of text generation is to output an ap-
propriate target text given a source text as input.
Given a dataset D, an example is represented
as (s, t). Specifically, s represents a source text
and t represents a target text. A source text is
used as a query to retrieve task-specific and world
knowledge. Technically, the retrieved task-specific
and world knowledge entries can be treated as
two latent variables z1 and z2 respectively that are
marginalized to get the Seq2Seq probability p(t|s)
via a top-m approximation as

p(t|s) =
∑
z1,z2

p1(z1|s)p2(z2|s)pθ(t|s, z1, z2)

=
∑
z1,z2

p1(z1|s)p2(z2|s)
|y|∏
t=1

pθ(tj |s, z1, z2, t<j),

(1)
where z1 ∈ top-m(p1(·|s)), z2 ∈ top-m(p2(·|s)),
tj and t<j stand for the j-th token and the first
(j − 1) tokens of a target text t respectively, |t|
is the length of t, and the target text tokens are
generated in an auto-regressive way. p1(·|s) and
p2(·|s) are modeled with the retrieval probability
that will be introduced in Eq. (2).

4 TEGTOK Model

Figure 1 shows the overview architecture of
TEGTOK which consists of a retriever and a
generator. The retriever uses the input source text
as a query to retrieve the world knowledge and
task-specific knowledge, the former of which is
concatenated with the source text as additional

background knowledge and the latter is fed into
the decoder as exemplary information to guide the
target text decoding. Details about each component
are provided in the following subsections.

4.1 Knowledge Retriever
As shown in Figure 1(a), given a collection of a
large number of knowledge entries (kαi ), the goal
of the retriever is to index all knowledge entries
in a low-dimensional and continuous space, so
that it can retrieve efficiently the top-m knowledge
entries relevant to the input source text. Here, α ∈
{world knowledge (W), task-specific knowledge
(T)}. Inspired by the dense passage retrieval (DPR)
(Karpukhin et al., 2020), we adopt a bi-encoder
architecture to derive the dense representations of
the source text and each knowledge entry. Specifi-
cally, two independent pre-trained language models
(i.e., BERT (Devlin et al., 2019)), Eα

S (·) and Eα
K(·)

are employed as the encoders for the source text
and the knowledge entry respectively. Furthermore,
the representation of the [CLS] token is output
as the dense representation. At retrieval-time, the
retriever first maps the input source text to a vector,
and then retrieves knowledge entries of which
vectors are the closest to the source text vector.
The similarity s(s, kαi ) between the source text s
and each knowledge entry kαi is defined using the
dot product of their vectors as

s(s, kαi ) = Eα
S (s)

⊤ · Eα
K(kαi ), i ∈ {1, 2, ...}.

(2)

Due to the significant difference between the two
types of knowledge, we employ two independent
retrievers for these two knowledge indexes.

World Knowledge Retriever World knowledge
usually covers a wide variety of domains and has
been proven effective in improving informativeness
of the generated texts through providing the rele-
vant background knowledge in open-domain text
generation (Dinan et al., 2019; Zhao et al., 2020).
Motivated by the success of open-domain question
answering (QA) (Guu et al., 2020; Karpukhin
et al., 2020; Lee et al., 2019), we assume the open-
world knowledge as documents from the Wikipedia
dump. Specifically, we adopt the Wikipedia
dump provided in open-domain QA tasks as our
open-world knowledge which is composed of
over 21 millions of passages segmented from the
Wikipedia pages. The goal of this retriever is to
retrieve a small number of documents relevant
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Figure 1: The overview architecture of our proposed TEGTOK model which consists of (a) a retriever and (b) a
generator. Here, Eα

β (·) denotes the dense representation of an input sequence, where α ∈ {world knowledge (W),
task-specific knowledge (T)} and β ∈ {source text (S), knowledge (K)}.

to the given source text. Meanwhile, we use
the DPR model which is a pre-trained bi-encoder
released by Karpukhin et al. (2020) as the world
knowledge retriever in our paper, since it has
achieved great performance on various knowledge-
intensive tasks.1 The retrieved top-1 Wikipedia
document (kW ) is employed for augmenting source
text which will be described in Section 4.2.

Task-specific Knowledge Retriever In addition
to the world knowledge, it would also be desirable
to obtain the relevant task-specific knowledge to
guide the text generation process, since open-
domain texts are often grounded by more than one
single type of knowledge perception. These related
task-specific examples from a pre-built index can
also bring additional information associated with
the given source messages and provide exemplary
information for guiding the target text decoding.

1https://github.com/facebookresearch/DPR

Formally, given a training example represented
as (s, t+, t−1 , ..., t

−
n ), where each instance contains

one source text s and one matched (positive)
target text t+, along with n mismatched (negative)
distractors t−i that are randomly sampled from the
whole corpus, we can define the training objective
function of the task-specific knowledge retriever as

L(s, t+, t−1 , ..., t
−
n )

=− log
es(s,t

+)

es(s,t+) +
∑n

i=1 e
s(s,t−i )

.
(3)

At testing time, the model retrieves the top-m
knowledge entries (kT ) with the highest similarities
calculated by Eq. (2).

4.2 Generator

It is based on the pre-trained Transformer-based
encoder-decoder architecture, BART (Vaswani
et al., 2017). To incorporate both types of knowl-
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edge during the source text encoding and the target
text decoding stages respectively, we make several
modifications as follows.

Augmented Source Text Encoder In order
to incorporate the world knowledge into the
source text encoding stage, we concatenate the
source text with the retrieved world knowledge
entry. Formally, the input sequence is organized as
{[BOS], kW1 , ..., kWl

kW
[EOS], s1, ..., sls ,[EOS]},

where [BOS] and [EOS] denote begin-of-
sentence and end-of-sentence, kW1 , ..., kWl

kW
and

s1, ..., sls denote the knowledge and source text
tokens, and lkW and ls denote the token numbers
of knowledge and source text respectively. Then
the input sequence is fed into the stacked attention
layers (Vaswani et al., 2017; Lewis et al., 2020a)
by employing itself as query, key and value as

Sl+1 = ATTENLAYER(Sl), (4)

where l ∈ {0, ..., L − 1} and each ATTENLAYER

includes operations of a self-attention layer and a
feed forward layer, both of which are followed by a
residual connection and a layer normalization. Sl ∈
R(l

kW
+ls+3)×d denotes the representation of the

concatenated source text and world knowledge at
the l-th encoder layer, and d denotes the dimension
of the embedding vector. The outputs of each
encoder layer are utilized as the inputs of the next
encoder layer. In each layer of encoding, the world
knowledge serves as additional background and
fully interacts with the source text to incorporate
the relevant information into their representations
through multi-head attention operations. After
stacked layers of encoding, it can help to better
understand the source text and return the contextu-
alized representations, which will be further used
during the decoding stage.

Task-specific Knowledge Encoder Different
from the BERT-based encoding in Section 4.1
for retrieval, another encoder that is a component
of the generator, is designed to encode
the task-specific knowledge to derive its
contextualized representations for generation.
Formally, each of the retrieved top-m task-
specific knowledge entries is organized as
{[BOS], kTi,1, ..., kTi,lTi ,[EOS]}, i ∈ {1, ...,m}.2

Then the input sequence is fed into another encoder
2We did study concatenating the source text with the task-

specific knowledge as well, but no further improvement can
be achieved.

that does not share parameters with the augmented
source text encoder. Finally, we denote KT,l

i as the
representation of the i-th task-specific knowledge
at the l-th encoder layer.

Task-specific Knowledge Re-ranking Since the
target text cannot be foreseen at testing time, a
latent variable model (Zhao et al., 2017; Lian et al.,
2019; Kim et al., 2020) is introduced to select the
target text by treating it as the posterior information.
However, it is inefficient to calculate the prior
and posterior probabilities in a large-scale dataset.
Therefore, a task-specific knowledge re-ranking is
designed for the top-m knowledge entries output
by the knowledge retriever. In general, to further
calculate the similarity between each task-specific
knowledge and the target text at a fine granularity,
the target text is used for re-ranking the set of
retrieved task-specific knowledge entries. The
target text is encoded to acquire its representation,
and then combined with the representation of
the augmented source text to get the posterior
representation, followed by a linear transformation
as

c(s, t) = Wc[sL[BOS]; tL
′

[BOS]] + bc, (5)

where sL[BOS] and tL′
[BOS] denote the outputs of the

augmented source encoder and the target encoder
corresponding to the [BOS] token, Wc and bc are
parameters updated during training. The similarity
between this representation and the representation
of each task-specific knowledge entry is calculated
to obtain the probability distribution of re-ranking,

qϕ(k
T
i |s, t) = softmax(c(s, t) · kT,L

i,[BOS]), (6)

for i ∈ {1, ...,m}. In order to accommodate the
situation where the target text is not available when
testing, the prior probability is calculated as

pθ(k
T
i |s) = softmax(sL[BOS] · kT,L

i,[BOS]), (7)

for i ∈ {1, ...,m}. Finally, two probability
distributions of qϕ(kT |s, t) and pθ(k

T |s) are ap-
proximated in a way optimizing KL divergence as

Lkl = Eqϕ(kT |s,t) log
qϕ(k

T |s, t)
pθ(kT |s)

. (8)

The bag-of-words (BOW) loss (Zhao et al., 2017)
is introduced to facilitate the training process as

Lbow = −EkT∼qϕ(kT |s,t)

lt∑
j=1

log p(tj |kT ), (9)
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where p(tj |kT ) denotes the estimated probability
of word tj calculated by

p(·|kT ) = softmax(WbowkT,L
[BOS] + bbow), (10)

where kT,L
[BOS] denote the outputs of the knowledge

encoder corresponding to the [BOS] token of the
selected knowledge, Wbow and bbow are parame-
ters updated during training.

Decoder In order to inject all the encoded infor-
mation of the source text, the world knowledge and
the task-specific knowledge to guide the target text
decoding, two additional sub-layers are inserted
into each decoder layer, which perform cross-
attention over the output of the last layer of the two
encoders. Particularly, after a sub-layer of masked
self-attention where each token cannot attend to
future tokens to avoid information leakage, the
target text first attends to the output of the task-
specific knowledge encoder and then attends to
the output of the augmented source text encoder.
Mathematically, we have

T̄l
= LN

(
Tl + SELFATTEN(Tl)

)
,

T̃l
= LN

(
T̄l

+ CROSSATTEN(T̄l
,KT,L)

)
,

T̂
l
= LN

(
T̃l

+ CROSSATTEN(T̃l
,SL)

)
,

Tl+1 = LN
(

T̂
l
+ FEEDFORWARD(T̂

l
)
)
,

(11)
where l ∈ {0, · · · , L − 1}, LN denotes the
operation of layer normalization, Tl denotes the
representation of the target text at the l-th decoder
layer, T̄l, T̃l

and T̂
l

are intermediate representa-
tions after each operation. In this way, the model
can first learn how to generate and consider the
retrieved task-specific knowledge as exemplary
information. The model can further learn what
to say according to the retrieved world knowledge
that is used to augment the source text and enrich
the exemplary information.

4.3 Learning

Given the representation of each target text token
at the last decoder layer TL = {tj}ltj=1 where
tj ∈ Rd, the probability distribution over the whole
vocabulary of each target text token ptj can be
calculated via a non-linear transformation. The
learning objective of this task is to minimize the

negative log-likelihood loss as

Lgen = −EkT∼qϕ(kT |s,t)

lt∑
j=1

log p(tj |s, t<j , k
T ).

(12)
Finally, the parameters of our model are optimized
by performing multi-task learning by minimizing
the sum of all loss functions as

Ltotal = Lgen + Lkl + Lbow. (13)

5 Experiments

We evaluated the proposed method on the tasks of
dialogue generation and question generation.

5.1 Knowledge and Datasets

World Knowledge Index. For the world knowl-
edge, all tasks and datasets shared the same English
Wikipedia dump from Dec. 20, 2018 provided by
Lee et al. (2019). Each Wikipedia article was split
into disjoint 100-word chunks to make a total of
21M documents. Each passage was also prepended
with its title, along with an [SEP] token.

Reddit Dataset for Dialogue Generation. To
construct the task-specific knowledge index for
this dataset, the Reddit dialogue corpus collected
by Zhou et al. (2018b) was used. 3 millions re-
sponses were randomly sampled from the training
set of the Reddit dataset. After excluding the
samples used for constructing the task-specific
knowledge index, the remaining dataset composed
of 38.4k/10k/20k context-response pairs in the
training/validation/testing sets respectively, was
employed to train a generator and to evaluate the
performance of our framework. Thus, there is
no data overlap between that for the task-specific
knowledge index and that for learning a generator.

SQuAD Dataset for Question Generation. Sim-
ilarly, 45k randomly selected sentence-question
pairs from the training set of the SQuAD Dataset
processed by Du et al. (2017) were used to con-
struct the task-specific knowledge index for this
dataset. Also, the remaining dataset composed
of 25.5k/10.5k/11.9k sentence-question pairs in
the training/validation/testing sets respectively, was
employed to train the generator.

5.2 Baseline Models

The following models were selected as the baseline
models: (1) RNN (Sutskever et al., 2014) is a
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Models
Metrics

BLEU-1 BLEU-2 METEOR ROUGEL Average Greedy Extrema

RNN (Sutskever et al., 2014) 7.36 2.94 7.28 10.03 0.6591 2.0585 0.3331
CVAE (Zhao et al., 2017) 7.45 2.85 7.34 9.68 0.6642 2.0853 0.3357
Transformer (Vaswani et al., 2017) 7.97 3.14 7.92 10.51 0.6693 2.0703 0.3334
GPT-2 (Radford et al., 2019) 8.43 3.04 8.33 10.65 0.6484 2.0601 0.3303
DialoGPT (Zhang et al., 2020) 7.58 3.02 7.85 10.82 0.5976 2.0774 0.3185
BART (Lewis et al., 2020a) 9.24 3.38 9.03 10.93 0.6611 2.0986 0.3355

TEGTOK 9.71 3.63 9.53 11.36 0.6522 2.1683 0.3362

TEGTOK w/o. WK 9.52 3.58 9.44 11.32 0.6490 2.1647 0.3361
TEGTOK w/o. TK 9.35 3.39 9.06 11.02 0.6644 2.0968 0.3371

Table 1: Performance of our method and previous methods on the test set of Reddit dataset for dialogue generation
(Zhou et al., 2018b) in terms of the automated evaluation metrics. Numbers in bold denote that the improvement
over the best performing baseline is statistically significant (t-test with p-value < 0.05). WK and TK denote world
knowledge and task-specific knowledge respectively.

Models
Metrics

BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGEL

Vanilla seq2seq (Sutskever et al., 2014) 31.34 13.79 7.36 4.26 9.88 29.75
H&S (Du et al., 2017) 38.50 22.80 15.52 11.18 15.95 30.98
NQG (Du et al., 2017) 43.09 25.96 17.50 12.28 16.62 39.75
BART (Lewis et al., 2020a) 45.16 29.45 21.33 16.09 19.70 43.44

TEGTOK 46.57 30.64 22.28 16.75 20.37 43.63

TEGTOK w/o. WK 46.25 30.29 21.94 16.49 20.10 43.43
TEGTOK w/o. TK 45.63 30.02 21.88 16.56 19.79 43.61

Table 2: Performance of our method and previous methods on the test set of SQuAD dataset for question generation
(Du et al., 2017) in terms of the automated evaluation metrics.

Models
Aspects

Rel. Flu. Inform. Kappa

Human 1.40 1.64 1.47 0.62

Transformer 0.86 1.07 0.71 0.42
GPT-2 1.09 1.20 0.84 0.43
BART 1.36 1.48 1.14 0.47
TEGTOK 1.44 1.51 1.23 0.46

Table 3: Human evaluation results of TEGTOK on a
randomly sampled test set of the Reddit dataset. Here,
Rel., Flu., and Inform. indicates relevance, fluency, and
informativeness respectively.

LSTM-based sequence-to-sequence model with
attention mechanism. (2) CVAE (Zhao et al., 2017)
uses latent variables to learn a distribution over
potential conversation contexts based on condi-
tional variational autoencoders. (3) Transformer
(Vaswani et al., 2017) uses the self-attention mech-
anism to build the encoder and the decoder, which
has shown better performance than RNN-based
Seq2Seq models in many natural language pro-
cessing tasks. (4) GPT-2 (Radford et al., 2019) is
a uni-directional pre-trained language model that

has shown great performance on a lot of natural
language generation tasks. Following its original
concatenation operation, the context and the re-
sponse were concatenated with a special [SEP]
token as input for encoding. (5) DialoGPT (Zhang
et al., 2020) has the same architecture with GPT-
2 but is trained with Reddit discussions Datasets.
(6) BART (Lewis et al., 2020a) is a denoising
autoencoder using a standard Tranformer-based
neural machine translation architecture for pre-
training the sequence-to-sequence models. BART
is trained by corrupting text with an arbitrary
noising function to reconstruct the original text.

5.3 Evaluation Metrics
To ensure all experimental results were compara-
ble, the automated and human evaluation metrics
popular used in previous work were adopted in
this paper. BLEU, METEOR, ROUGEL and three
embedding-based metrics including Embedding
Average, Greedy Matching and Extrema Score
used in Forgues et al. (2014) which can cover
the weaknesses of BLEU were employed as the
automated metrics. Human evaluation was also
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conducted to measure the quality of the generated
responses of models in terms of three independent
aspects: 1) relevance (Rel.), 2) fluency (Flu.) and 3)
informativeness (Inform.). Each judge was asked
to give three scores for a response, each of which
was ranged from 0 to 2.

5.4 Training Details

Model parameters were initialized with pre-trained
weights of bart-base released by Wolf et al.
(2020). The word embedding table was shared
between the encoder and decoder. The AdamW
method (Loshchilov and Hutter, 2019) was
employed for optimization. The learning rate was
initialized as 6.25e-5 and was decayed linearly
down to 0. The max gradient norm was clipped
down to 1.0. The batch size was set to 64. The
maximum length of the concatenation of open-
domain knowledge and context was set to 128. The
maximum length of the task-specific knowledge
was set to 128. The number of task-specific
knowledge entries was set to 3, achieving the best
performance out of {1, 2, 3, 4, 5} on the validation
set. The strategy of greedy search was performed
for decoding. The maximum length of response to
generate was also set to 50. All experiments were
run on a single A100 GPU. The maximum number
of epochs was set to 15. The validation set was
used to select the best model for testing. All code
was implemented in the PyTorch framework3 and
are published to help replicate our results. 4

5.5 Evaluation Results

Automated Evaluation Table 1 and Table 2
present the evaluation results of our method and
previous methods on the test sets of the Reddit
dataset for dialogue generation and the SQuAD
dataset for question generation respectively. Each
model ran four times with identical architectures
and different random initializations, and the best
out of them was reported. The results show that our
method outperformed all baseline models in terms
of all metrics. Specifically, TEGTOK outperformed
GPT-2 by 1.28% BLEU-1 and 1.20% METEOR,
outperformed DialoGPT by 2.13% BLEU-1 and
1.68% METEOR, and outperformed BART by
0.47% BLEU-1 and 0.50% METEOR on the Reddit
dataset. Meanwhile, TEGTOK outperformed BART
by 1.41% BLEU-1 and 0.67% METEOR on the

3https://pytorch.org/
4https://github.com/lxchtan/TEGTOK

SQuAD dataset, illustrating the effectiveness of
incorporating both two types of knowledge.

To further verify the effectiveness of each com-
ponent in our proposed methods, ablation tests
were conducted as shown in the last two rows of
Table 1 and Table 2. First, the world knowledge
was ablated and the results show that BLEU-1 and
METEOR dropped down by 0.27% and 0.26%
respectively on the Reddit dataset, along with
0.32% and 0.27% respectively on the SQuAD
dataset, illustrating the effectiveness of retrieving
world knowledge for text generation. On the other
hand, the task-specific knowledge was ablated and
only the world knowledge can be attended to during
the decoding stage. The results show that BLEU-
1 and METEOR dropped down by 0.24% and
0.34% respectively on the Reddit dataset, along
with 0.94% and 0.58% respectively on the SQuAD
dataset, illustrating the effectiveness of attending to
task-specific knowledge during the decoding stage.

Human Evaluation Table 3 presents the human
evaluation results on a randomly sampled test
set of the Reddit dataset. 100 samples were
evaluated and the order of evaluation systems
were shuffled. Three judges were asked to score
from 0 to 2 (2 for the best) for each human
evaluation aspect and the average scores were
reported. The Fleiss’s kappa value (Fleiss, 1971)
for each model was also reported, indicating the
inter-judge moderate agreement during evaluation.
In general, the results show that our method
outperformed all baseline models, showing that it
can generate more natural responses. Particularly,
compared with BART, our method achieves the
greatest improvement in terms of informativeness,
illustrating the effectiveness of incorporating the
task-specific and world knowledge for improving
informativeness of generated texts.

5.6 Case Study

Case studies were conducted by randomly sam-
pling an instance from the Reddit dataset in dia-
logue generation and an instance from the SQuAD
dataset in question generation as shown in Table 4.
Given the conversation context (or the passage of
a question), it was used as a query to retrieve the
task-specific and world knowledge in the upper
block of a single case in Table 4. For case 1,
as we can see that, there was no text overlap
between the second task-specific knowledge entry
and the conversation context, but it can be retrieved
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Case 1

Context: whatever happened to al qaeda?
WK: Al-Qaeda operates as a network of Islamic extremists and Salafist jihadists. The organization has been designated as
a terrorist group by the United Nations Security Council, ... The Taliban provided a safe haven for Osama bin Laden and
al-Qaeda officials, allowing them to plot major terrorist attacks such as the September 11 attacks (9/11). ...
TK: isis first iteration was al - qaeda in iraq.

Transformer: i ’m not sure what you ’re talking about , but i ’m not sure if you ’re referring to what you ’re talking about.
GPT-2: i think he was a member of the al qaeda branch.
DialoGPT: they’re still around.
BART: i’m not sure. i’m sure the media is talking about the death of the leader of the country.
TEGTOK: they’re a terrorist organization in iraq plot major attacks.

Case 2

Passage: in late summer he was invited by jane stirling to visit scotland , where he stayed at calder house near edinburgh
and at johnstone castle in renfrewshire , both owned by members of stirling ’s family .
WK: ... After this, in 1860 Stirling returned to Edinburgh - his address there was 4 Laverock Bank Road, Trinity, Edinburgh
- which then became his permanent residence until ...
TK: where did victoria and her family retreat to safety during a conflict in 1848?

BART: where was johnstone castle?
TEGTOK: where did stirling stay in the summer of 1860?

Table 4: Generation results of two cases from the Reddit and SQuAD datasets respectively. We kept original texts
without manual corrections. WK and TK denote world knowledge and task-specific knowledge respectively. Words
in the same color are related.

through semantic relevance, which shows the
effectiveness of using dense representations for
knowledge retrieval. Since the given context
is short and contains few informative words, it
is difficult for models to generate informative
responses without any external knowledge, such as
the generic response generated by the Transformer
model. Furthermore, our generated response can
capture the relevant and important information
from the retrieved knowledge, such as “terrorist”
from the world knowledge and “in iraq” from
the task-specific knowledge, making the generated
response more informative and illustrating the
effectiveness of incorporating these two types of
knowledge for dialogue generation. For case 2, we
can see that there was little text overlap between
the world knowledge and the passage, but it could
be retrieved through semantic relevance, showing
the effectiveness of using dense representations
for knowledge retrieval. Our generated text can
capture the relevant and important information
from the retrieved world knowledge, such as “1860”
and “Stirling” from the world knowledge, making
the generated text more informative. Furthermore,
since the given passage mainly focuses on narrative
descriptions, it is difficult for models to generate
exemplar texts without any external knowledge,
such as the “where did ... in” question template
retrieved from the task-specific knowledge index.
Again, these results illustrated the effectiveness of

incorporating these two types of knowledge for
question generation.

6 Conclusion

In this paper, we study retrieving relevant external
knowledge for enhancing text generation. Two
types of knowledge, i.e., task-specific and world
knowledge, are retrieved using dense represen-
tations to ensure effectiveness and efficiency of
knowledge selection, and are further incorporated
into the input encoding and output decoding stages
respectively, providing the supplementary infor-
mation to guide text generation. Experimental
results on two tasks of dialogue generation and
question generation show that our method achieves
better performance than baseline models and can
generate more informative texts. In the future,
we will explore applying this framework to more
text generation tasks and other modalities such as
image caption, to further verify its effectiveness
and generalization.
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