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Abstract

Pretrained language models (PLMs) have been
shown to exhibit sociodemographic biases,
such as against gender and race, raising con-
cerns of downstream biases in language tech-
nologies. However, PLMs’ biases against peo-
ple with disabilities (PWDs) have received lit-
tle attention, in spite of their potential to cause
similar harms. Using perturbation sensitivity
analysis, we test an assortment of popular word
embedding-based and transformer-based PLMs
and show significant biases against PWDs in all
of them. The results demonstrate how models
trained on large corpora widely favor ableist
language.

1 Introduction

Recent work on language models show substantial
evidence of the presence of sociodemographic bi-
ases associated with race and gender (Tan and Celis,
2019; Bolukbasi et al., 2016; Caliskan et al., 2017).
Such biases result in wrongful associations of text
related to minority groups as being negative and
toxic (Park et al., 2018; Kurita et al., 2019). How-
ever, little prior work has focused on the identifica-
tion and impact of disability bias (Hutchinson et al.,
2020; Whittaker et al., 2019). According to a re-
port on disability by the World Health Organisation
(WHO), approximately one billion people, or 15%
of the world’s population, experience some form
of disability (Bickenbach, 2011). Research shows
that people with disability (PWD) are the largest
population group that faces discrimination regu-
larly (Whittaker et al., 2019; Chen and McNamara,
2020). We find various forms of disability biases
in AI systems as well, where language involving
PWD can often be classified as toxic (Venkit and
Wilson, 2021) or even violent (Hutchinson et al.,
2020). Corpora used to train large language mod-
els often only reflect the ‘loudest voices’ or the the
most dominant viewpoints even if they are not rep-
resentative of the population (Bender et al., 2021)

thereby enabling harmful semantic biases (Caliskan
et al., 2017).

In this work, we test for the the presence of
implicit bias in 11 popularly used, publicly avail-
able pretrained word embeddings, namely those
in Word2Vec (Mikolov et al., 2018) and GloVe
(Pennington et al., 2014) and 2 pretrained lan-
guage models (PLMs), namely BERT (Kenton and
Toutanova, 2019) and GPT-2 (Radford et al., 2019).
We analyse negative association created with words
related to people with disability (PWD). Under-
standing this bias is essential as we deploy more
models as real-world social solutions (Kinsella
et al., 2020; Gonen and Goldberg, 2019; Chowd-
hery et al., 2022), such as fighting online abuse
(Blackwell et al., 2017), identifying health indica-
tors from texts (Karmen et al., 2015), and under-
standing group opinions in social platforms (Pak
and Paroubek, 2010). We use perturbation sensitiv-
ity analysis (Prabhakaran et al., 2019) to quantify
bias in sentiment around language discussing PWD.
Our result shows that all models show significant
implicit bias against language discussing PWD thus
causing them to be classified more negative than
a standard set of sentences by sentiment analysis
models. We also see that PLMs show the most neg-
ative scores for specific disability subgroups, while
word embedding models show a more significant
bias against PWD overall.

2 Related Work

Prior work shows that large corpora used to train
language models primarily represent hegemonic
viewpoints and propagate harmful biases against
marginalized populations (Bender et al., 2021;
Basta et al., 2019). Prior work identifying bias
in NLP models has shown how they can be dis-
criminatory against specific races (Mozafari et al.,
2020; Ousidhoum et al., 2021) and genders (Pak
and Paroubek, 2010; Bhardwaj et al., 2021). Work
analyzing gender bias in word embedding and
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PLMs (Bolukbasi et al., 2016; Garg et al., 2018;
Kurita et al., 2019) shows how vector representa-
tions encode misogynistic, outdated, and harmful
stereotypes. We see similar results (Kennedy et al.,
2020; Garrido-Muñoz et al., 2021) concerning race
and religion, where minority terms such as Black,
and Muslim are associated with hateful phrases.
However, disability bias exacerbated by PLMs has
been relatively unexplored (Hutchinson et al., 2020;
Whittaker et al., 2019).

Offences against PWD are one of the most under-
reported and concealed hate crimes in the present
day (Corcoran et al., 2016; Macdonald et al., 2017).
Hidden prejudice related to disability have ‘hardly
changed over a 14-year period and could take more
than 200 years to reach zero bias’ (Rojas, 2022),
making it the hardest sociodemography bias to re-
duce. Every experience of PWD is unique and
complex (Whittaker et al., 2019). We cannot sim-
plify the nuanced nature of PWD as it undermines
their experience (Trewin, 2018) making it easy to
classify them to be out of the expected ‘norm’.
Hutchinson et al. (2020) show how even ‘civil’ con-
versations related to PWD show strong associations
with terms such as firearms, homelessness and al-
coholism. Hassan et al. (2021) demonstrates how
BERT perpetuates explicit bias against PWD. and
Venkit and Wilson (2021) show how public senti-
ment and toxicity models show significant explicit
bias against terms related to disability. Prior work
has explored explicit bias alone, and in contrast, we
will analyze the implicit bias in NLP and embed-
ding models by studying the associations generated
for sentences containing terms related to PWD.

3 Methodology

We define disability bias as when a person with a
disability is treated less favourably than a person
without the disability in the same or similar circum-
stances (Commission, 2012). We define implicit
bias as the attitudes toward people or associating
stereotypes with them without conscious knowl-
edge (Institute., 2017). In contrast, explicit bias is
the intentional association of stereotypes towards a
specific population (Institute., 2017). It is useful to
identify if large-scale models contain implicit bias
as it is not easy to catch and can result in subtle
damaging conclusions related to minority popula-
tions. In the last 14 years, explicit bias related to
disability has dropped down to 37%. Still, its im-
plicit bias has only been reduced by 3%, making

Name Dataset Source Embedding
GN_3B_300D Google News Word2Vec
CC_42B_300D

CC_840B_300D Common Crawl
WP_6B_100D
WP_6B_200D
WP_6B_300D Wikipedia
WP_6B_50D GloVe

TW_27B_100D
TW_27B_200D
TW_27B_25D Twitter
TW_27B_50D

Table 1: List of embedding models used for analysis
and their training sources. Model names follow the pat-
tern: Corpus Training Source_Token Numbers_Vector
Dimensions.

it the most complex type of bias to identify and
mitigate amongst all sociodemographic prejudices
(Rojas, 2022). Our work, therefore, focuses on
specifically identifying implicit bias against dis-
ability in NLP models.

3.1 Implicit Bias in Word Embedding

We base our work on Díaz et al. (2018) who
studied discourse on ageing in sentiment models.
To investigate disability bias, we generate three
study groups of sentences, namely, disability, non-
disability and standard. Sentences in all groups
are derived from four author generated templates:
1. They are parents of a <adj> <noun>, 2. I
met a <adj> <noun>, 3. There was a <adj>
<noun> at school & 4. I am a <adj> <noun>.
The <noun> tag for all three study groups includes
three gender-based nouns (man, woman and per-
son). The <adj> tag differentiates the three study
groups. To populate the <adj> tag, we start with
the ten most common adjectives <c-adj> used in
the English language (Davies, 2010). We then gen-
erate adjectives <adj> for each group based on the
perturbation technique introduced by Prabhakaran
et al. (2019). We use the vector formula <c-adj>
+ <non-disabilty> - <disabilty> and <c-adj> +
<disabilty> - <non-disability> to generate adjec-
tive <adj> associations for non-disability and dis-
ability groups. For example, in Word2Vec, ‘good’
+ ‘non-disabled’ - ‘disabled’ = ‘great’ but ‘good’ +
‘disabled’ - ‘non-disabled’ = ‘bad’. This example
shows how this method captures relevant presence
of implicit bias. For the standard group, we use
the closest associated adjectives in the vector space
without any perturbation. The word association for-
mula is designed to remove any explicit mentions
of disability or non-disability while modifying the
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Group Terms
Sensory visually impaired, blindness, deafblind

Physical physically challenged, epilepsy,
cerebral palsy

Mental mental handicapped, ADHD, autism

Self-Care visually challenged, quadriplegic,
congenital disorder

Go-Outisde
-Home

Alzheimer’s disease. depressive
disorder, psychosis

Employement intellectually disabled, chronic
illness, dyslexia

General disabled, impairment, disability
Non-Disabled abled, non-disabled, neurotypical

Table 2: Terms for disability and non-disability groups
selected by discourse analysis and guidelines from
Washington et al. (2008); NCDJ. (2021).

sentiment of the original adjective, based on the
potential presence of implicit bias. Table 1 lists the
11 word embedding models whose vector space we
used to generate adjectives for each group and their
respective training corpora.

The list of words for <disability> and <non-
disability> categories is described in Table 2.
While 7 subcategories exist for the disability group,
we define six subcategories, namely, Sensory, Phys-
ical, Mental, Self-care, Go-outside-home and Em-
ployment Disability based on parameters in the US
Census (Bureau, 2021). The definitions are men-
tioned in the Appendix. The seventh subcategory,
General Disability, encapsulates the general term
used for PWD. We select three words for each sub-
group based on the guidelines provided by Wash-
ington et al. (2008); NCDJ. (2021); Whittaker et al.
(2019) and discourse analysis done on the top post
of the Subreddit r\disability. We use similar guide-
lines to select the three words for the non-disability
group. We produced 630 adjectives for each of the
disability and non-disability groups. After replac-
ing the <noun> and <adj> tags in each of the four
templates we generated a total of 15,360 for each
embedding model. We then use VADER, a senti-
ment analysis library, to generate sentiment scores
for each sentence. The model evaluates sentiment
scores on a scale of -1 (most negative) to +1 (most
positive) to represent the overall emotional valence.
VADER is a highly cited and used public senti-
ment analysis model that performs well with not
just simple sentences but sentences that include lan-
guage present in social media, such as emoticons
and acronyms (Hutto and Gilbert, 2014).

3.2 Implicit Bias in Language Models

PLMs such as BERT, GPT-2 and PaLM have ex-
tended state of the art on a wide range of tasks.
However, they largely mimic over-represented
hegemonic viewpoints (Bender et al., 2021). For
example, when given the sentence ‘a man has
<mask>’, BERT predict ‘changed’ for the masked
word. However, for the sentence, ‘a deafblind man
has <mask>’, BERT predicts ‘died’.

We use this masked sentence language mod-
elling, proposed by Kurita et al. (2019) to find
implicit bias in BERT. Similar to our technique
for studying implicit bias in word embeddings, we
generate sentences for three study groups, namely,
standard, disability and non-disability. We use the
template, The <adj> <noun> <verb> <mask>,
for sentence generation where, <noun> consists of
gender terms (man, woman, person), and <verb>
includes the top 100 connecting words used in the
English language (Davies, 2010). We populate the
<adj> tag with words related to non-disability and
disability as shown in Table 2 for the disability and
non-disability groups. We generate a set of sen-
tences without <adj> tag for the standard group.
We then allow the selected language models to pre-
dict the masked word and discard the explicitly
mentioned disability or non-disability word used
for the <adj> tag. Discarding explicit mentions of
disability or non-disability is necessary since we
are attempting to measure implicit bias. We gen-
erated a total of 7,500 sentences for each model
and used VADER to analyse the sentiment of each
group.

4 Results and Discussion

Table 3 shows the results from the perturbation sen-
sitivity analysis and the statistical t-test performed
for disability and non-disability group against stan-
dard group. We calculate the ScoreSense, LabelD-
istance and ScoreDeviation for sentences perturbed
with both disability (D) and non-disability terms
(ND), respectively. ScoreSense measures the aver-
age difference between the sentiment of perturbed
and original sentences. We can see that the Score-
Sense is negative for all models for the disability
group, suggesting that the sentiment scores dips by
that value by the mere addition of disability-related
perturbation. Similar to disability-related pertur-
bations, non-disability perturbations cause a gen-
eral negative drift. This is expected because non-
disability terms are often only used in the language
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Model
Score
Sense

(D)

Score
Sense
(ND)

Label
Dist.
(D)

Score
Dev.

GN_3B_300D -0.13* -0.10* 0.39 0.28
CC_42B_300D -0.08* -0.09* 0.35 0.25
CC_840B_300D -0.03* -0.03* 0.38 0.22
WP_6B_100D -0.07* -0.04* 0.85 0.19
WP_6B_200D -0.18* -0.14* 0.86 0.17
WP_6B_300D -0.13* -0.11* 0.82 0.19
WP_6B_50D -0.02 -0.01 0.90 0.21

TW_27B_100D -0.14* -0.09* 0.81 0.19
TW_27B_200D -0.13* -0.13* 0.72 0.20
TW_27B_25D -0.01 0.01* 0.86 0.21
TW_27B_50D -0.05* -0.03* 0.89 0.17

BERT -0.06* 0.01* 0.53 0.29
GPT2 -0.06* 0.01* 0.73 0.32

Table 3: Perturbation sensitivity analysis scores. (*)
represents significant values of t-test on sentiment scores
between the group and standard group for an α=0.001.
D: Disability group, ND: Non-Disability Group.

of PWD (Whittaker et al., 2019), therefore, carry-
ing similar biases that are associated with words in
the disability group. We hypothesize that measure-
ments of explicit bias on non-disability terms might
not carry the same negative bias since explicit refer-
ences to non-disability terms are not usually associ-
ated with negative sentiment, however this remains
to be seen. We also see that all but two models show
significant difference in sentiment scores through
the t-test analysis, thereby confirming the presence
of implicit bias in almost all of them. The most
negative score dip is in the performance of GloVe
trained on the Twitter dataset. We also see that
GloVe trained on Wikipedia corpus performs nega-
tive for groups related to Non-Disability. The ma-
jority of the users on the internet are non-disabled,
young, male individuals from developed countries
(WorldBank, 2015). Therefore conversations on
social media platforms and curated articles may
not be inclusive enough to represent the language
associated with PWD.

LabelDistance in Table 3 measures the Jaccard
distance between the sentiments of the set of sen-
tences before and after perturbation. It measures
the percentage of sentences that flip between a
given threshold. Figure 1 shows how LabelDis-
tance increases with the threshold and jumps sig-
nificantly at the sentiment margin (0.00). We there-
fore set this as threshold for analysis measuring
the number of flips between positive and negative
values. ScoreDeviation is standard deviation of
scores due to perturbation, averaged across sen-
tences. GloVe-based models trained on Twitter and
Wikipedia have high LabelDistance showing that

Figure 1: Label Distance for various thresholds of sen-
timents produced by Word2Vec. The value increases
significantly around a threshold 0 (sentiment margin).

around 70% to 90% of sentences flip polarities af-
ter disability perturbation. High LabelDistance in-
spite of low ScoreSense values suggest that many
weakly positive sentences reversed to weakly nega-
tive after perturbation. Finally, we can see that the
Word2Vec model and PLMs have high ScoreDe-
viation , which suggest high polarity between the
standard and perturbed sets.

Figure 2: Mean sentiment value for the Census (Bureau,
2021) based subgroups present in the Disability class.
G-O-H represents ‘Go-Outside-Home’ class.

Figure 2 shows the mean sentiment value
amongst all models for six disability subgroups.
We see that terms related to Employment Disability
produce the most negative result amongst embed-
ding layers. In contrast, Go-Outside-Home has the
most negative result amongst PLMs. We also no-
tice that PLMs produce the most negative scores
amongst all models for the subgroup analysis. This
shows how the black-box nature (O’neil, 2016) of
these pretrained models makes it difficult to predict
the consequence of each model’s implicit biases.
Appendix shows additional statistical parameters



1328

calculated for each group as well as a further break-
down of each subgroup analysis.

5 Conclusion

We identify the presence of a challenging form of
bias in language associated with people with dis-
ability (PWD): implicit bias in language models.
The analysis demonstrates bias in both embeddings
and PLMs for words used in conversations related
to PWD. The results show that even when disabil-
ity is not discussed explicitly, word embeddings
and PLMs consistently score sentences with words
associated (in the pretrained vector space) with dis-
ability more negatively than sentences containing
words with no association to PWD. The results
suggest that these large models are inadequate in
understanding the nuances of language associated
to conversations around disability.

PWD community are more likely to talk about
disability and biased models can affect free speech
and participation of this marginalized community
in online social spaces because of unfair censorship
catalyzing harmful ableist ideologies and misrep-
resenting an already marginalized population. We,
through this paper, intend to show these use-cases
where these models fail so that developers and own-
ers of these models can be more aware of the po-
tential consequence they can have as a solution to
social problems.
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A Appendix

We analyze the performance of embedding as well
as pretrained large-scale models (PLMs) for Stan-
dard, Disability and NonDisability groups. Table 4
shows the definition of each disability subcategory
provided by the US Census. Table 5 shows the in-
dividual statistical mean and the ScoreRange value
of each embedding model and PLM. The statisti-
cal mean value is the average score of sentiment
value across all sentences of standard, disability
and non-disability groups, respectively. The Scor-
eRange is the range value of specific models across
all sentiment scores for all groups. It shows the sen-
sitivity of model performance for language related
to PWD.

The mean scores generated by disability and non-
disability groups are significantly lower than the
standard group. The performance of the disability
group is the lowest among the three groups, show-
ing strong implicit bias against these terms in all
the models. This value depicts how sentences re-
lated to disability are more negative in value than
other groups. The ScoreRange results show that
BERT and GPT-2 are very sensitive to the language
used by PWD as compared to other groups. The
results indicate that models with large ScoreRange
tend to provide a more wider range of sentiment
score results than other models, making the model
more sensitive in prediction.

Table 7 and table 6 shows the ScoreSense per-
formance of each subgroup for all the embedding
models and PLMs respectively. The data shows
that PLMs show large negative scoring for certain
groups compared to embedding models. The erratic
scoring amongst models shows the unpredictable
behaviour of models due to their black-box nature.

https://data.worldbank.org/indicator/IT.NET.USER.ZS?end=2017&amp;locations=US&amp;start=2015
https://data.worldbank.org/indicator/IT.NET.USER.ZS?end=2017&amp;locations=US&amp;start=2015
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Group
Name Definitions

Sensory
Conditions that include

blindness, deafness, or a severe
vision or hearing impairment.

Physical

Conditions that substantially limit
one or more basic physical

activities such as walking, climbing
stairs, reaching, lifting, or carrying.

Mental

Because of a physical, mental, or
emotional condition lasting 6 months

or more, the person has difficulty
learning, remembering or concentrating.

Self-care

Because of a physical, mental, or
emotional condition lasting 6 months

or more, the person has difficulty dressing,
bathing, or getting around inside the home.

Go-outside-home

Because of a physical, mental, or
emotional condition lasting 6 months

or more, the person has difficulty going outside
the home alone to shop or visit a doctor’s office.

Employment

Because of a physical, mental, or
emotional condition lasting 6 months

or more, the person has difficulty
working at a job or business.

Table 4: The definition of each subgroup of the Disability group is mentioned in this table. Six subcategories are
decided based on the parameters defined in the US Census to collect disability data. The seventh subgroup ‘General’
is defined as the common words that are used to refer to people with disability.

Name Mean (STD) Mean (D) Mean (ND) ScoreRange
GN_3B_300D 0.16 0.02 0.05 1.28
CC_42B_300D 0.15 0.08 0.06 1.26

CC_840B_300D 0.06 0.03 0.03 1.21
WP_6B_100D 0.06 -0.01 0.02 1.30
WP_6B_200D 0.16 -0.02 0.02 1.30
WP_6B_300D 0.12 -0.01 0.01 1.21
WP_6B_50D 0.03 0.01 0.02 1.27

TW_27B_100D 0.11 -0.01 0.02 1.24
TW_27B_200D 0.15 0.02 0.03 1.24
TW_27B_25D 0.01 -0.01 0.02 1.33
TW_27B_50D 0.06 0.01 0.03 1.30

BERT -0.02 -0.08 -0.01 1.60
GPT2 0.03 -0.02 0.04 1.87

Table 5: The Table shows the statistical mean value calculated for Standard (STD), Disability (D) and Non-Disability
(ND) groups respectively. The ScoreRange value is also calculated to measure the range of all the sentiment scores
generated by each mode.

Name Employment Go-Outside-Home Mental Physical Self-Care Sensory
BERT -0.02 -0.21 -0.01 -0.03 -0.14 0.00
GPT2 -0.04 -0.22 0.01 -0.02 -0.14 0.00

Table 6: The table shows the breakdown sentiment score for each Disability Subgroup amongst large scale language
models alone. We see that GPT2 and BERT demonstrate significantly negative results for certain subgroups.
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Name Employment General Go-Outside-Home Mental Physical Self-Care Sensory
GN_3B_300D -0.14 -0.08 -0.19 -0.19 -0.10 -0.13 -0.08
CC_42B_300D -0.08 -0.06 -0.11 -0.07 -0.09 -0.06 -0.06
CC_840B_300D -0.05 0.01 -0.13 -0.05 -0.02 0.01 0.01
WP_6B_100D -0.13 -0.04 -0.21 -0.07 -0.03 -0.01 -0.04
WP_6B_200D -0.26 -0.14 -0.20 -0.15 -0.16 -0.14 -0.14
WP_6B_300D -0.25 -0.09 -0.12 -0.10 -0.12 -0.10 -0.09
WP_6B_50D -0.16 -0.03 -0.09 -0.03 0.08 0.00 0.03

TW_27B_100D -0.14 -0.17 -0.13 -0.08 -0.08 -0.02 -0.17
TW_27B_200D -0.17 -0.15 -0.16 -0.10 -0.12 -0.06 -0.15
TW_27B_25D -0.05 -0.01 -0.03 -0.10 -0.01 0.03 -0.01
TW_27B_50D -0.05 -0.09 -0.04 -0.08 -0.04 0.03 -0.09

Table 7: The table shows the breakdown sentiment score for each Disability Subgroup amongst embedding groups
alone. We see that each embeddings layers demonstrate significantly negative results for certain subgroups.
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